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Preface

This volume contains articles accepted for presentation during The Intelligent
Information Processing and Web Mining Conference IIS:ITPWM’03 which
was held in Zakopane, Poland, on June 2-5, 2003. This conference extends a
series of 12 successful symposia on Intelligent Information Systems, organized
by the Institute of Computer Science of Polish Academy of Sciences, devoted
to new trends in (broadly understood) Artificial Intelligence.

The idea of organizing such meetings dates back to 1992. Our main in-
tention guided the first, rather small-audience, workshop in the series was to
resume the results gained in Polish scientific centers as well as contrast them
with the research performed by Polish scientists working at the universities
in Europe and USA and their foreign collaborators. This idea proved to be
attractive enough that we decided to continue such meetings. As the years
went by, the workshops has transformed into regular symposia devoted to
such fields like Machine Learning, Knowledge Discovery, Natural Language
Processing, Knowledge Based Systems and Reasoning, and Soft Computing
(i.e. Fuzzy and Rough Sets, Bayesian Networks, Neural Networks and Evo-
lutionary Algorithms). At present, about 50 papers prepared by researches
from Poland and other countries are usually presented.

This year conference is an attempt to draw a much broader international
audience on the one hand, and to devote much more attention to the newest
developments in the area of Artificial Intelligence. Therefore special calls for
contributions on artificial immune systems and search engines. In connection
with these and related issues, contributions were accepted, concerning:

immunogenetics

recommenders and text classifiers

natural language processing for search engines and other web applications
data mining and machine learning technologies

logics for artificial intelligence

time dimension in data mining

information extraction and web mining by machine

web services and ontologies

foundations of data mining

medical and other applications of data mining

The above-mentioned topics were partially due to four invited sessions
organized by F. Espozito, M. Hacid, J. Rauch and R. Swiniarski.

Out of an immense flow of submissions, the Program Committee has
selected only about 40 full papers for presentation and about a dozen of
posters.

On behalf of the Program Committee and of the Organizing Committee
we would like to thank all participants: computer scientists mathematicians,



VI

engineers, logicians and other interested researchers who found excitement
in advancing the area of intelligent systems. We hope that this volume of
IIS:IIPWM:S03 Proceeding will be a valuable reference work in your further
research.

We would like to thank the Programme Committee Members for their
effort in evaluating contributions and in making valuable suggestions both
concerning the scientific level and the organization of the Conference.

We would like to thank Mr. M. Wolinski for his immense effort in resolving
technical issues connected with the preparation of this volume.

Zakopane, Poland, Mieczystaw A. Ktopotek, Conference Co-Chair
June 2003 Stawomir T. Wierzchori, Conference Co-Chair
Krzysztof Trojanowski, Organizing Committee Chair
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Model of the Immune System to Handle
Constraints in Evolutionary Algorithm
for Pareto Task Assignments

Jerzy Balicki and Zygmunt Kitowski

Computer Science Department, Naval University of Gdynia,
Smidowicza 69, 81-103 Gdynia, Poland

Abstract. In this paper, an evolutionary algorithm based on an immune system
activity to handle constraints is discussed for solving three-criteria optimisation
problem of finding a set of Pareto-suboptimal task assignments in parallel processing
systems. This approach deals with a modified genetic algorithm cooperating with a
main evolutionary algorithm. An immune system activity is emulated by a modified
genetic algorithm to handle constraints. Some numerical results are submitted.

1 Introduction

Evolutionary algorithms (EAs) are an unconstrained search technique and,
subsequently, have to exploit a supplementary procedure to incorporate con-
straints into fitness function in order to conduct the search correctly. An ap-
proach based on the penalty function is the most commonly used to respect
constraints, and there have been many successful applications of the penalty
function, mainly exterior, for finding a sub-optimal solution to an optimisa-
tion problem with one criterion. Likewise, the penalty technique is frequently
used to handle constraints in multi-criteria evolutionary algorithms to find
the Pareto-suboptimal outcomes [1]. However, penalty functions have some
familiar limitations, from which the most noteworthy is the complicatedness
to identify appropriate penalty coefficients [11].

Koziel and Michalewicz have proposed the homomorphous mappings as
the constraint-handling technique of EA to deal with parameter optimisa-
tion problems in order to avoid some impenetrability related to the penalty
function [11]. Then, Coello Coello and Cortes have designed a constrained-
handling scheme based on a model of the immune system to optimisation
problems with one criterion [2].

In this paper, we propose an improved model of the immune system to
handle constraints in multi-criteria optimisation problems. The problem that
is of interest to us is the new task assignment problem for a distributed
computer system. Both a workload of a bottleneck computer and the cost of
machines are minimized; in contrast, a reliability of the system is maximized.
Moreover, constraints related to memory limits, task assignment and com-
puter locations are imposed on the feasible task assignment. Finally, an evo-

M. A. Klopotek et al. (eds.), //m’///'gmr //(/{)/7//121‘/(}// Processing and Web Mining

© Springer-Verlag Berlin Heidelberg 2003



4 Jerzy Balicki, Zygmunt Kitowski

lutionary algorithm based on tabu search procedure and the immune system
model is proposed to provide task assignments to the distributed systems.

2 Models of immune system

The immune system can be seen, from the information processing perspec-
tives, as a parallel and distributed adaptive system [2]. Learning, using mem-
ory, associative retrieval of information in recognition and classification, and
many local interactions provide, in consequence, fault tolerance, dynamism
and adaptability [5]. Some con-ceptual and mathematical models of these
properties of the immune system were constructed with the purpose of un-
derstanding its nature [10,14]. A model of primary response in the presence
of a trespasser was discussed by Forrest et al. [7]. Moreover, the model of
secondary response related to memory was assembled by Smith {12]. Both
detectors and antigens were represented as strings of symbols in a small al-
phabet in the first computer model of the immune system by Farmer et al. [6].
In addition, molecular bonds were represented by interactions among these
strings.

The model of immune network and the negative selection algorithm are
two main models in which most of the current work is based [8]. Moreover,
there are others used to simulate ability of the immune system to detect pat-
terns in a noise environment, ability to discover and maintain diverse classes
of patterns and ability to learn effectively, even when not all the possible
types of invaders had been previously presented to the immune system [12].

Jerne has applied differential equations to simulate the dynamics of the
lymphocytes by calculation the change of the concentration of lymphocytes’
clones [9]. Lymphocytes do not work in an isolated manner, but they work
as an interconnected network. On the other hand, the negative selection al-
gorithm (NSA) for detection of changes has been developed by Forrest at el.
[7]. This algorithm is based on the discrimination principle that is used to
know what is a part of the immune system and what is not [8]. Detectors are
randomly generated to reduce those detectors that are not capable of recog-
nising themselves. Subsequently, detector capable to identify trespassers is
kept. Change detection is performed probabilistically by the NSA. It is also
robust because it looks for any unknown action instead of just looking for
certain explicit pattern of changes.

In this paper, the NSA is used to handle constraints by dividing the con-
temporary population in two groups [2]. Feasible solutions called ’antigens’
create the first group, and the second group of individuals consists of ’anti-
bodies” — infeasible solutions. Therefore, the NSA is applied to generate a set
of detectors that determine the state of constraints. We assume the fitness for
antibodies is equal to zero. Then, a randomly chosen antigen G~ is compared
against the o antibodies that were selected without replacement. Afterwards,
the distance S between the antigen G~ and the antibody B~ is calculated
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due to the amount of similarity at the genotype level [2]:

M
S(G—’B—): Zsm(G—aB~)7 (1)

m=1

where

M — the length of the string representing the antigen G (the length of the
antibody B is the same),

1if G5, —
Sm = {O in tlrlne other case = ' LM

The fitness of the antibody with the highest matching magnitude S is
increased by adding its amount of similarity. The antibodies are returned
to the current population and the process of increasing the fitness of the
winner is repeated typically tree times the number of antibodies. Each time,
a randomly chosen antigen is compared against the same subset of antibodies.

Afterwards, a new population is constructed by reproduction, crossover
and mutation without calculations of fitness. Above process is repeated un-
til a convergence of population or until a maximal number of iterations is
exceeded. Then, the final population of the NSA is returned to the external
evolutionary algorithm.

The negative selection algorithm is a modified genetic algorithm in which
infeasible solutions that are similar to feasible ones are preferred in the current
population. Although, almost all random selections are based on the uniform
distribution, the pressure is directed to improve the fitness of appropriate
infeasible solutions.

The measure of genotype similarity between antigen and antibody de-
pends on the representation. The measure of similarity for the binary repre-
sentation can be redefined for integer representation:

M
S(G™,B7) =Y _|(Gm — Byl (2)
) m=1

3 Negative selection algorithm with ranking procedure

The fact that the fitness of the winner is increased by adding the magnitude
of the similarity measure to the current value of fitness may pass over a
non-feasible solution with the relatively small value of this total measure.
However, some constraints may be satisfied by this solution. What is more,
if one constraint is exceeded and the others are performed, the value of a
similarity measure may be low for some cases. That is, the first of two similar
solutions, in genotype sense, may not satisfy this constraint and the second
one may satisfy it.
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For example, an antigen represented by the binary vector (1,0,0,0,0)
satisfies constraint = > 32; however, an antibody (0,0,0,0,1) with the mag-
nitude of similarity equal to 3 does not satisfy this inequality constraint.
On the other hand, the antibody (0,1,1,1,1) has the amount of similar-
ity to (1,0,0,0,0) equal to O, and this antibody with the lower similar-
ity to (1,0,0,0,0) than (0,0,0,0,1) is very close to satisfy the constraint
x > 32. Therefore, the antibody (0,1, 1,1,1) is supposed to be preferred than
(0,0,0,0,1), but the opposed preferences are incorporated in the above NSA
version.

To avoid this limitation of the NSA, we suggest introducing some distance
measures from the state of an antibody to the state of the selected antigen,
according to the constraints. The constraints that are of interest to us are,
as follows:

g(z) <0, k=TK, (3)
I=TL. (4)

Constraints (3) and (4) are included to the general non-linear programming
problem [1] as well as they are met in task assignment problem [13]. Es-
pecially, memory constraints belong to the class described by inequalities
(3). On the other hand, computer allocation constraints and task assignment
constraints fit in the class defined by the equalities (4).

The distance measures from the state of an antibody B to the state of
the selected antigen G are defined, as below:

g(B7) —gr(G7), k=1,K,n =k,
fa(B™,G7) = n=1,N,N=K+1L.
|h(B7)|, 1=1,L,n=K +1,
(5)

The distance f,(B~,G7) is supposed to be minimized for all constraint
numbers n. If the antibody B~ is marked by the shorter distance f,,(B~,G™)
to the selected antigen than the antibody C~ , then B~ ought to be preferred
than C~ due to the improvement of the nth constraint. Moreover, if the anti-
body B~ is characterized by the all shorter distances to the selected antigen
than the antibody C~, then B~ should be preferred than C~ due to the
improvement of the all constraints. However, it is possible to occur situations
when B~ is characterized by the shorter distances for some constraints and
the antibody C~ is marked by the shorter distances for the others. In this
case, it is difficult to select an antibody.

Therefore, we suggest introducing a ranking procedure to calculate fit-
ness of antibodies and then to select the winners. A ranking idea for non-
dominated individuals has been introduced to avoid the prejudice of the in-
terior Pareto alternatives.

Now, we adjust this procedure to the negative selection algorithm and a
subset of antibodies. Firstly, distances between antigen and antibodies are
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calculated. Then, the nondominated antibodies are determined according to
their distances, and after that, they get the rank 1. Subsequently, they are
temporary eliminated from the population. Next, the new nondominated an-
tibodies are found from the reduced population and they get the rank 2. In
this procedure, the level is increased and it is repeated until the subset of
antibodies is exhausted. All non-dominated antibodies have the same repro-
duction fitness because of the equivalent rank.

If B~ is the antibody with the rank r(B7) and 1 < r(B™) < rmax, then
the increment of the fitness function value is estimated, as below:

Af(B™) =rmax —r(B7) + 1. (6)

Afterwards, the fitness of the all chosen antibodies are increased by adding
their increments. The antibodies are returned to the current population and
the process of increasing the fitness of antibodies is repeated typically tree
times the number of antibodies as it was in the previous version of the NSA.
Each time, a randomly chosen antigen is compared against the same sub-
set of antibodies. Next, the same procedure as for the NSA is carried out.
Afterwards, a new population is constructed by reproduction, crossover and
mutation without calculations of fitness. Above process is repeated until a
convergence of population emerges or until a maximal number of iterations
is exceeded. Then, the final population of the negative selection algorithm is
returned to the external evolutionary algorithm.

4 Constrained multi-criterion task assignment problem

Let the negative selection algorithm with the ranking procedure be called
NSA+. To test its ability to handle constraints, we consider a new multi-
criteria optimisation problem for task assignment in a distributed computer
system.

Finding allocations of program modules may decrease the total time of a
program execution by taking a benefit of the particular properties of some
workstations or an advantage of the computer load. An adaptive evolution-
ary algorithm and an adaptive evolution strategy have been considered for
solving multiobjective optimisation problems related to task assignment that
minimize Zna.x — a workload of a bottleneck computer and F3 — the cost
of machines [1]. The total numerical performance of workstations is another
criterion for assessment of task assignment and it has been involved to mul-
ticriteria task assignment problem in [1]. Moreover, a reliability R of the
system is an additional criterion that is important to assess the quality of a
task assignment.

In the considered problem, both a workload of a bottleneck computer and
the cost of machines are minimized; in contrast, a reliability of the system is
maximized. Moreover, constraints related to memory limits, task assignment
and computer locations are imposed on the feasible task assignment.
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A set of program modules { M, ..., Mp, ..., My} communicated to each
others is considered among the coherent computer network with computers
located at the processing nodes from the set W = {wy,...,w;,...,wr}. A
program module can be activated several times during the program lifetime
and with the program module runs are associated some processes (tasks). In
results, a set of program modules is mapped into the set of parallel performing
tasks {T1,..., Ty, ..., Tv} [13].

Let the task T, be executed on computers taken from the set of available
computer sorts II = {m1,...,7;,...,7s}. The overhead performing time of
the task T, by the computer 7, is represented by an item t,;. Let m; be
failed independently due to an exponential distribution with rate A;. We do
not take into account of repair and recovery times for failed computer in
assessing the logical correctness of an allocation. Instead, we shall allocate
tasks to computers on which failures are least likely to occur during the
execution of tasks. Computers can be allocated to nodes and tasks can be
assigned to them in purpose to maximize the reliability function R defined,
as below:

v I J
R(@) = [] [] [T exp(-Astuselia), (7)

where

. 1 if 75 is assigned to the w;,
T.. = .
*J 0 in the other case,

m { 1 if task T, is assigned to w;,

xm = \
vt 0 in the other case,

— m m m m
z=[zfy,...,zT, .2, 2Ty,

T I I g T 7T 1T
T L P L R TXTRTRT 5 PO 4 3

A computer may be chosen several times from the set IT to be assigned to
the node w; and one computer is allocated to each node. On the other hand,
each task is allocated to any node.

A computer with the heaviest task load is the bottleneck machine in the
system, and its workload is a critical value that is supposed to be minimized
[1]. The workload Znax(z) of the bottleneck computer for the allocation z is
provided by the subsequent formula:

J Vv Vv Vv I
Zmax(2) =max < > >t alal + > Y Y > Tzl o, (8)

€Ll j=1v=1 v=1u
u

where T,k — the total communication time between the task T, assigned to
the ith node and the T, assigned to the kth node.

Each computer should be equipped with necessary capacities of resources
for a program execution. Let the following memories zq,...,2.,...,2zr be
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available in an entire system and let d;, be the capacity of memory 2, in the
workstation p; . We assume the task T, reserves c,, units of memory z, and
holds it during a program execution. Both values ¢, and d;, are nonnegative
and limited.

The memory limit in a machine cannot be exceeded in the ith node, what
is written, as bellows:

1% J
chxvmiSZdjrxfj, i=1,I, r=1,R (9)
v=1 7j=1

The other measure of the task assignment is a cost of computers [1]:

I J
Fy(z) =YY Kzl (10)

i=1 j=1

where k; corresponds to the cost of the computer ;.

The total computer cost is in conflict with the numerical performance
of a distributed system, because the cost of a computer usually depends on
the quality of its components. The faster computer or the higher reliability
of it, the more expensive one. Additionally, the workload of the bottleneck
computer is in conflict with the cost of the system. If the inexpensive and
non-high quality components are used, the load is moved to the high quality
ones and workload of the bottleneck computer increases.

In above new multiobjective optimisation problem related to task assign-
ment, a workload of a bottleneck computer and the cost of machines are
minimized [1]. On the other hand, a reliability of the system and numerical
performance are maximized. Let (X, F, P) be the multi-criterion optimisa-
tion question for finding the representation of Pareto-optimal solutions. It is
established, as follows:

1) X — an admissible solution set

|4 J
X= { S BI(V+J)| chrmm < Zdjrxz’ 1:1—3_7, r=
v=1 j=1
I
i=

TR

(-
8
NE
I
4}—‘
-
Il
:-‘I
—~
r«-’

Zazﬂ:l, v=1,V;
i=1

<.
Il
—

where B = {0,1}

2) F — a quality vector criterion F : X — R3,

where

R - the set of real numbers,

F(z) = [-R(z), Zmax(z), F2(2)]T for z € X,

R(z), Zmax(), Fo(z) are calculated by (7),(8) and (10), respectively
3) P — the Pareto relationship [9]
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5 Tabu-based adaptive evolutionary algorithm using
NSA

An overview of evolutionary algorithms for multiobjective optimisation prob-
lems is submitted in [3,4]. Zitzler, Deb, and Thiele have tested an elitist
multi-criterion evolutionary algorithm with the concept of non-domination
in their strength Pareto evolutionary algorithm SPEA [15].

An analysis of the task assignments has been carried out for two evo-
lutionary algorithms. The first one was an adaptive evolutionary algorithm
with tabu mutation AMEA+ [1]. Tabu search algorithm [13] was applied as
an additional mutation operator to decrease the workload of the bottleneck
computer. However, initial numerical examples indicated that obtained task
assignments have not satisfied constraints in many cases. Therefore, we sug-
gest reducing this disadvantage by introducing a negative selection algorithm
with ranking procedure to improve the quality of obtained task assignments.

Better outcomes from the NSA are transformed into improving of solution
quality obtained by the adaptive multicriteria evolutionary algorithm with
tabu mutation AMEA*. This adaptive evolutionary algorithm with the NSA
(AMEAX) gives better results than the AMEA+ (Fig. 1). After 200 genera-
tions, an average level of Pareto set obtaining is 1.4% for the AMEA*, 1.8%
for the AMEA+. 30 test preliminary populations were prepared, and each
algorithm starts 30 times from these populations. For integer constrained
coding of chromosomes there are 12 decision variables in the test optimisa-
tion problem. The search space consists of 25 600 solutions.

s [%]

0 T T T —T T 1

50 75 100 125 150 175 200
Fig. 1. Outcome convergence for the AMEA* and the AMEA+
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6 Concluding remarks

The tabu-based adaptive evolutionary algorithm with the negative selection
algorithm is an advanced technique for finding Pareto-optimal task alloca-
tions in a new three-objective optimisation problem with the maximisation
of the system reliability. Moreover, the workload of the bottleneck computer
and the cost of computers are minimized.

The negative selection algorithm can be used to handle constraints and
improve a quality of the outcomes obtained by an evolutionary algorithm.
Our future works will concern on a development the NSA and evolutionary
algorithms for finding Pareto-optimal solutions of the other multiobjective
optimisation problems.
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Abstract. The problem of parallel and distributed function optimization with co-
evolutionary algorithms is considered. Two coevolutionary algorithms are used for
this purpose and compared with sequential genetic algorithm (GA). The first coevo-
lutionary algorithm called a loosely coupled genetic algorithm (LCGA) represents a
competitive coevolutionary approach to problem solving and is compared with an-
other coevolutionary algoritm called cooperative coevolutionary genetic algorithm
(CCGA). The algorithms are applied for parallel and distributed optimization of
a number of test functions known in the area of evolutionary computation. We
show that both coevolutionary algorithms outperform a sequential GA. While both
LCGA and CCGA algorithms offer high quality solutions, they may compete to
outperform each other in some specific test optimization problems.

1 Introduction

The use of evolutionary computation (EC) techniques to evolve solutions of
both theoretical and real-life problems has seen a dramatic increase in pop-
ularity and success over last decade. The most popular and widely applied
EC technique was a sequential GA ([5]) which computational scheme is based
on a single population of individuals representing a single species. Develop-
ment of parallel machines stimulated parallelization of a sequential GA and
resulted in two parallel EC techniques known respectively as island model
and diffusion model (see, e.g. [2]). These both models widely used today have
been still exploring a notion of a single species, but individuals representing
the species live in different subpopulations .

While these techniques are very effective in many applications, new more
difficult problems were set. These problems (e.g. modeling economic phe-
nomena such as a market) are in their nature distributed, i.e. can be seen
as a number of independent interacting entities with own goals, where a
global behavior can observed as the result of interactions. To meet these new
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requirements, researches in the area of EC were looking for new more power-
ful paradigmes of natural processing. In the result coevolutionary algorithms
based on modelling phenomena of coexistance of several species emerged [3]
as a very promising area of EC.

In this paper we present a competitive coevolutionary algoritm called
LCGA[8]), which is based on a game-theoretical model. The algorithm is
parallel and distributed and can be interpreted as a multi-agent system with
locally expressed (where it is possible) goals of agents and a global behavior
of the system. We use our algorithm to solve the problem of optimization of
function and compare it with another known from the literature cooperative
coevolutionary algorithm CCGA ([7]) which is partially parallel and needs a
global synchronization.

The paper is organized as follows. In the next section we shortly overview
coevolutionary models existing in the area of EC. In Section 3 we describe
test functions used in experiments. Sections 4 and 5 contain presentation of
two coevolutionary algorithms LCGA and CCGA studied in the paper. Sec-
tion 6 contains results of experiments conducted with use of coevolutionary
algorithms. The last section contains conclusions of the paper.

2 Coevolutionary Genetic Algorithms

The idea of coevolutionary algorithms comes from the biological observations
which shows that coevolving some number of species defined as collections
of phenotypically similar individuals is more realistic than simply evolving a
population containing representatives of one species. So, instead of evolving
a population (global or spatially distributed ) of similar individuals repre-
senting a global solution, it is more appropriate to coevolve subpopulations
of individuals representing specific parts of the global solution.

A number of coevolutionary algorithms have been presented recently. The
coevolutionary GA [6]) described in the context of the constraint satisfaction
problem and the neural network optimization problem is a low level paral-
lel EA based on a predator-prey paradigm. The algorithm operates on two
subpopulations: the main subpopulation P!() containing individuals Z repre-
senting some species, and an additional subpopulation P?() containing indi-
viduals § (another species) coding some constraints, conditions or test points
concerning a solution Z. Both populations evolve in parallel to optimize a
global function f(z,7).

The cooperative coevolutionary GA (CCGA) [7]) has been proposed in the
context of a function optimization problem, and competetive coevolutionary
algorithm called loosely coupled GA (LCGA) [8] has been described in the
context of game-theoretic approach to optimization. These two coevolution-
ary algorithms are the subject of study presented in next sections. Another
coevolutionary algorithm called coevolutionary distributed GA [4] was pre-
sented in the context of integrated manufacturing planning and scheduling
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problem. It combines features of diffusion model with coevolutionary con-
cepts.

3 Test Functions

In the evolutionary computation literature (see, e.g. [5]) there is a number of
test functions which are used as benchmarks for contemporary optimization
algorithms. In this study we use some number of such functions, which will
be the subject of minimization. We use the following test functions:

e sphere model: a continuous, convex, unimodal function
fi(z) = me, x € R™, (1)

with —100 < z; < 100, a minimum z* = (0, ...,0) and f;(z*) =0
e Rosenbrock’s function: a continuous, unimodal function
fa(x) = Z (100 (z? — $i+1)2 +(1- xl)Q) ;¢ € R (2)
g==1
with —2.12 < z; < 2.12, a global minimum
fo(x*) =0at x* = (1,1,...,1)
e Rastrigin’s function: a continuous, multimodal function

fa(z) = (x? — 10 cos(2mz;); x € R™, (3)
i=1
with A=10,w=2-w-5.12,<z; <5.12,
fa(z*)=01n 2* = (0,0,...,0)
e Schwefel’s function: a continuous, unimodal function

n

@) =3 e)%  zeR (4)

=1 j=1

with —100 < z; < 100, f4(z*) = 0 in z* = (0,0, ...,0)
e Ackley’s function: a continuous, multimodal function

fe(z) = —

+20 + e
with —32 < z; < 32, fe(z*) =0 in z* = (0,0, ...,0)
e Griewank’ function: a continuous, multimodal function

1 n n ;
fz(x) :M;mf—gcos(—\/—z)%-l, (6)

with —600 < z; < 600, f4(z*) = 0 in z* = (0,0, ..., 0).
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4 Competitive Coevolutionary Approach: Loosely
Coupled Genetic Algorithms

Loosely coupled genetic algorithm (LCGA) [8,9] is a medium-level parallel
and distributed coevolutionary algorithm exploring a paradigm of competi-
tive coevolution motivated by noncooperative models of game theory. Local
chromosome structures of LCGA are defined for each variable, and local sub-
populations are created for them. Contrary to known sequential and parallel
EAs, the LCGA is assumed to work in a distributed environment described by
locally defined functions. A problem to be solved is first analyzed in terms of
its possible decomposition and relations between subcomponents, expressed
by a problem defined communication graph G, called a graph of interac-
tion.

In the case of functions like e.g. the Rosenbrock’s function a decompo-
sition of the problem, designing local functions fi(z;,z;+1), and a graph of
interaction (a local function assigned to an agent associated with the node i
depends on a variable z; associated with this node, and on the node (i + 1)
with associated variable x;;1) is straightforward (see, [1]).

Many real-life problems e.g. describing behavior of economic systems are
naturally decentralized, or their models can be designed in such a way to
decentralize their global criterion. When it is not possible, a communication
graph Geom, is a fully connected graph, and a global criterion becomes a local
optimization criterion associated with each agent.

LCGA can be specified in the following way:

Step 1: for each agent-player create a subpopulation of his actions:

e create for each player an initial subpopulation of size sub_pop_size of

player actions with values from the set Sy of his actions.
Step 2: play a single game:

e in a discrete moment of time each player randomly selects one action
from the set of actions predefined in his subpopulation and presents
it to his neighburs in the game.

e calculate the output of each game: each player evaluates his local
payoff uj in the game.

Step 3: repeat step 2 until sub_pop_size games are played.
Step 4: for each player create a new subpopulation of his actions:

e after playing sub_pop_size games each player knows the value of his
payoff received for a given action from his subpopulation.

e the payoffs are considered as values of a local fitness function defined
during a given generation of a GA; standard GA operators of selec-
tion, crossover and mutation are applied locally to the subpopulations
of actions; these actions will be used by players in the games played
in the next game horizon.

Step 5: return to step 2 until the termination condition is satisfied.
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After initializing subpopulations, corresponding sequences of operations
are performed in parallel for each subpopulation, and repeated in each gen-
eration. For each individual in a subpopulation a number of n; (n;,-number
of neighbors of subpopulation P*()) of random tags is assigned, and copies
of individuals corresponding to these tags are sent to neighbor subpopula-
tions, according to the interaction graph. Individuals in a subpopulation are
matched with ones that arrived uppon request from the neighbor subpopula-
tions. Local fitness function of individuals from subpopulations is evaluated
on the base of their values and values of arrived taggeted copies of individu-
als. Next, standard GA operators are applied locally in subpopulations. Co-
evolving this way subpopulations compete to maximize their local functions.
The process of local maximization is constrained by neighbor subpopulations,
sharing the same variables. As the result of this competitive coevolution one
can expect the system to achieve some equilibrium, equivalent to a Nash
point equilibrium in noncooperative models of game theory.

A final performance of the LCGA operated in a distributed environment
is evaluated by some global criterion, usually as a sum of local function
values in an equilibrium point. This global criterion is typically unknown
for subpopulations (except the case when Geon, is a fully connected graph),
which evolve with their local criteria.

5 Cooperative Coevolutionary Approach: Cooperative
Coevolutionary Genetic Algorithm

Cooperative coevolutionary genetic algorithm (CCGA) has been proposed [7]
in the context of a function optimization problem. Each of IV variables z; of
the optimization problem is considered as a species with its own chromosome
structure, and subpopulations for each variable are created. A global function
f(Z) is an optimization criterion. To evaluate the fitness of an individual from
a given subpopulation, it is necessary to communicate with selected individ-
uals from all subpopulations. Therefore, the communication graph G g, is
fully connected.

In the initial generation of CCGA individuals from a given subpopulation
are matched with randomly chosen individuals from all other subpopulations.
A fitness of each individual is evaluated, and the best individual [}, in each
subpopulation is found. The process of cooperative coevolution starts from
the next generation. For this purpose, in each generation the following cycle
consisting of two phases is repeated in a round-robin fashion. In the first
phase only one current subpopulation is active in a cycle, while the other
subpopulations are frozen. All individuals from an active subpopulation are
matched with the best individuals of frozen subpopulations. A new better
individual is found this way for each active subpopulation. In the second phase
the best found individual from each subpopulation is matched with a single,
randomly selected individual from other subpopulations. A winner individual
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is a better individual from these two phases. When the evolutionary process
is completed a composition of the best individuals from each subpopulation
represents a solution of a problem.

6 Experimental Study

Both LCGA and CCGA algorithms were tested on the set of functions pre-
sented in Section 4. Results of these experiments were compared with the
results of a sequential GA. In all experiments the accuracy of x; was not
worse than 1076, Experiments were conducted with number of variables
n = 5,10,20,30, but only results for n = 30 are reported in the paper.
All algorithms run 200 generations.

The following parameters were set for LCGA: the size of subpopulation
corresponding to given species was equal 100, p,, ranged for different func-
tions from 0.001 (Rosenbrock’s, Rastrigin’s function) to 0.005, p, ranged
from 0.5 (Griewank’s function), 0.6 (Rosenbrock’s function) to 0.9. Ranking
selection for Rastrigin’s function and proportional selection for Ackley’s func-
tion was used. For remaining functions a tournament selection with a size of
tournament equal to 4 was used.

The following parameters were set for CCGA: the size of subpopulation
corresponding to given species was equal 100, p,, ranged for different func-
tions from 0.001 (Rosenbrock’s, Rastrigin’s, and Ackley’s function) to 0.008,
pr ranged from 0.6 (Rosenbrock’s function) to 1.0. Proportional selection
for Rosenbrock’s and Rastrigin function was used and ranking selection for
Griewank’s function was used. For remaining functions tournament selection
with a size of tournament equal to 4 was used.

The following parameters were set for the sequential GA: the size of a
global population corresponding to given species was equal 100, p,, ranged
for different functions from 0.001 (Ackley’s function) to 0.0095, pix ranged
from 0.5 (Griewank’s function) to 0.95. Ranking selection for Rastrigin’s and
Griewank’s function was used and tournament selection with a size of tour-
nament equal to 3 was used for remaining functions.

Fig. 1 and 2 show results of experiments conducted with use of LCGA,
CCGA and the sequential GA applied to minimize test functions presented
in Section 4. Each experiment was repeated again 25 times. The best results
in each generations of 20 the best experiments were averaged and accepted
as results shown in following figures as a function of a number of generations.

One can easy notice that both coevolutionary algorithms LCGA and
CCGA are better than the sequential GA in the problem minimization of
function for all test functions used in the experiment. However, comparison
of coevolutionary algorithms is not so straigthforward. For the test problem
corresponding to the sphere model both coevolutionary algorithms present
almost the same behavior (speed of convergence and the average of minimal
values) for the number of variables from the range n = 5 to n = 20 (not
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shown in the paper), with some better performance of LCGA. For n = 30
(see, Fig. 1a) the difference between both coevolutionary algorithms becomes
more visible: LCGA maintenances its speed of convergence achieving the best
(minimal) value after about 60 generations while CCGA is not able to find
this value within considered number of 200 generations.

For the Rosenbrock’s function CCGA shows slightly better performance
that LCGA for all n, and this situation is shown in Fig. 1b for n = 30. One can
see that this test function is really difficult for both algorithms. The opposite
situation takes place for the Rastrigin’s function. LCGA is distinctively better
than CCGA for small values of n (n = 5) and slightly better for greater values
of n. Fig. 1c illustrates this situation for n = 30.

For the Schwefel’s function and n = 5 all three algorithms achieve the
same minimal value. CCGA needs for this about 60 generations, LCGA needs
about 110 generations and the sequential GA needs 200 generations. For
n = 10 both coevolutionary algorithms are better than the sequential GA,
but CCGA is slightly better than LCGA. For greater values of n CCGA out-
performs LCGA (see, Fig. 2a). For the Ackley’s function CCGA outperforms
LCGA for all values of n (see, Fig. 2b) and the Griewank’s function situation
is similar Fig. 2¢).

7 Conclusions

Results of ongoing research on the development of parallel and distributed
evolutionary algorithms for function optimization have been presented in the
paper. Coevolution - a new very promising paradigm in evolutionary com-
putation has been chosen as an engine for effective parallel and distributed
computation. Two coevolutionary algorithms based on different phenomena
known as competition (LCGA) and cooperation (CCGA) were studied.

LCGA presents fully parallel and distributed coevolutionary algorithm
in which subpopulations, using game-theoretic mechanism of competition,
act to maximize their local goals described by some local functions. The
competition between agents leads to establishing some equilibrium in which
local goals cannot be more improved, and at the same time some global goal
of the system is also achieved. The global state of the system (a value of a
global goal) is not directly calculated, but is rather observed. To achieve this
global goal no coordination of agents is required.

CCGA is partially parallel and centralized coevolutionary algorithm in
which subpopulations cooperate to achieve a global goal. In a given moment
of time only one subpopulation is active while the other subpopulations are
frosen. The global goal of the system is at the same time a goal of each
subpopulation. To evaluate a global goal a coordination center needs to com-
municate with each subpopulation to know a current local solution.

Results of experiments have shown that the LCGA is an effective opti-
mization algorithm for problems where the global goal of the system is the
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Fig. 1. Sphere model (a), Rosenbrock’s function (b) and Rastrigin’s function (c)
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sum of local goals. For such unimodal problems (sphere model) LCGA clearly
shows its ability of fast (a number of generations) parallel and distributed
optimization at low computational cost (no need for communication between
agents to collect values of local functions and calculate a value of a global
function) and high quality of solution, better than offered by CCGA. LCGA
poseses such a ability also for highly multimodal functions (Rastrigin’s func-
tion) expressed as a sum of local functions. However for problems expressed
in more complex way (Schwefel’s, Ackley’s and Griewank’s functions) CCGA
with cooperation mechanism and a global coordination shows better perfor-

mance than LCGA.
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Abstract. Heuristic optimisation techniques, especially evolutionary algorithms
were successfully applied to non-stationary optimisation tasks. One of the most
important conclusions for the evolutionary approach was a three-population archi-
tecture of the algorithm, where one population plays the role of a memory while the
two others are used in the searching process. In this paper the authors’ version of
the three—population architecture is applied to four different heuristic algorithms.
One of the algorithms is a new iterated heuristic algorithm inspired by artificial
immune system and proposed by the authors. The results of experiments with a
non-stationary environment showing different properties of the algorithms are pre-
sented and some general conclusions are sketched.

1 Introduction

In this paper we study properties of heuristic algorithms equipped with a
memory. Common feature of the algorithms used in the study is a three—
population architecture resembling that of proposed by Branke [2]. It must
be stressed however, that instead of comparing the behaviour of these algo-
rithms, we rather study their ability of exploiting information contained in
the memory.

In most studies, e.g. [3] or [7], it is assumed that the algorithm knows
somehow the position of current global or local optimum. That is in [7] the
string representing optimum is used to compute the affinity of each indi-
vidual in the population while in [3] it is assumed that the distance of an
individual from the target point is known at each iteration. In our study we
relax this assumption and we assume that a number of local optima move at
some constant velocity through the search space. The aim is to search for an
algorithm which is able both: (a) to locate the global optimum and (b) to
trace its location as it moves through search space.

An iterated heuristic algorithm inspired by an artificial immune system,
called Artificial Immune Iterated Algorithm — AITA in short — is a searching
engine applied in our study. It proved to be useful in solving both (a) and (b)
problems stated above in case when a single optimum changes its location
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in the search space after every t iterations (¢ is a parameter) [13]. It should
be stressed that the AITA (described in details in Section 2) is a kind of
evolutionary algorithm; it uses reproduction and genetic variation, affinity
(i.e. fitness) evaluation and selection — consult [4] for a deeper discussion.

In this study the goal is to test a number of population management
strategies in the search for one that is optimal for optimisation in non-
stationary environments [11,12]. In this research we also studied the influence
of the selected population management strategy on the behaviour of a few
well known classic heuristic techniques to compare the results with results
given by our algorithm. In 1999 in papers published by two independent au-
thors (i.e. [2,10]) it was shown that there are two significant properties of an
algorithm to be well suited to non-stationary optimisation tasks: (a} explo-
rative skills, which make the algorithm able to adapt instantly in case of any
changes in the optimisation task, and (b) memory mechanisms which can be
especially useful in case of cyclically repeated changes in the task.

In our first study [11] it was shown, that the presence of memory can
improve efficiency of AITA searching for optima in non-stationary environ-
ments. The main problem however was a form of memory control. By the
latter we mean a memory population structure, and rules of remembering,
reminding and forgetting. Next paper [12] presented two memory manage-
ment strategies, one of them, called double population method proved to be
very efficient in our version of artificial immune optimisation. In this study we
compare four algorithms — instances of different metaheuristics — equipped
with a very similar memory structures and adopted to the requirements of
the double population method.

In Section 2 description of AITA and presentation of other compared al-
gorithms are included. In Section 3 we discuss memory management strategy
and rules of access to memory structures applied to all tested algorithms.
Section 4 presents testing non—stationary environment and Section 5 — mea-
sures applied to obtained results and the results of experiments. Section 6
recapitulates the text and sketches some conclusions.

2 Tested algorithms

In this paper we use the same algorithm which has already been tested in
our previous papers [11,12]. It is a modification of the original Gaspar and
Collard algorithm [7] and it resembles the clonal selection algorithm originally
proposed by de Castro and von Zuben [4]. Its pseudocode is given in Figure
1.

Step of clonal selection controls explorative properties of the algorithm.
One of the key features of this step is a criterion of searching for the highest
matching specificity of the antibody to the antigen. In our algorithm the
best solution in the population (i.e. the one with the best value of the fitness
function) is called antigen, so the matching of the antibody to the antigen
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procedure AITA
begin
t—0
initialize population of antibodies P(t)
while (not termination—condition) do
begin
t—t+1
evaluate P(t)
select the best in P(t); the best one is called antigen
Clonal selection: select n antibodies with highest matching speci-
ficity to the antigen
Somatic hypermutation: make ¢; mutated clones of i-th antibody.
if fc;) > fi then the clone c(;y with highest fitness replaces
original antibody
Apoptosis: replace d antibodies with lowest fitness value
by randomly generated new antibodies
end
end
Fig. 1. A high level description of the structure of The Artificial Immune Iterated
Algorithm.

returns the difference between fitness values of these two solutions. The fitness
value of solution is a value of the fitness function for the solution modified
with normalised value of its success register. The success register of antibody
(called NormSuccR) is a counter attached to every solution in the population.
The register is incremented every time the antibody is the best among all
the other antibodies in the population. This kind of prize is awarded every
iteration. The fitness value of antibody is evaluated according to Equation
la:

f(X) = (1 4+ a* NormSuccR) x f(X). (1a)
where:

f(X) — a fitness value of an antibody X,

«a — an experimentally tuned parameter. In our experiments it was
set to 10,

NormSuccR — a normalized value of the success register. The nor-
malized value belongs to the range [0, 1],

f(X) — a value of the fitness function for the antibody X.

Three other algorithms were also compared in our experiments :

1. simple genetic algorithm — a modified SGA comes from [8]. The mod-
ification was in selection method, i.e. individuals for crossover and mu-
tation were selected with tournament selection method of size 2 instead
of roulette wheel. Other components of the algorithm have been left un-
changed.
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2. simple genetic algorithm with Random Immigrants (RI) mechanism —
the modified SGA is described above (point no. 1). Here, it was extended
by RI mechanism coming from [6]. The RI mechanism enhances algo-
rithm’s ability to track the optimum of a changing environment and
makes the algorithm more competitive to artificial immune system. Re-
placement rate of RI mechanism was set to 0.4%.

3. simulated annealing — a simulated annealing algorithm comes from Hand-
book of Evolutionary Computation [1], which in its general assumptions
is based on the publication of Kirkpatrick [9].

3 Memory management strategy — double—population
method

There are two populations of individuals in this approach: the first one, called
population of explorers, and the second one, called population of exploiters.
There is also a memory buffer of a constant size, which represents memory
cells of the system. In the approach discussed here, the memory buffer has a
specific structure: it is an array of cells, where each cell is able to store a set
of solutions. In our case, the capacity of a single cell is large enough to keep
all the individuals from a single population there.

Applied strategy of population management assumes that there are two
search engines which start simultaneously with two different initial popula-
tions. One of the engines works on the population which is called a popula-
tion of explorers because it is generated randomly and therefore uniformly
distributed over the search space. The other one builds its initial population
taking into account solutions stored in the cells of the memory buffer. This
search engine selects one of the populations stored in the cells of the memory
and builds its initial population copying all the individuals from the selected
cell. This population is much more exploitative than the first one, because
its individuals are usually already located in a relatively small region of the
search space. Their role is to exploit this region hoping that it belongs to
the basin of attraction of a global optimum. Obviously, in case of simulated
annealing algorithm, where there is only one individual subjected subsequent
modifications, each memory cell stores exactly one solution.

After every change in the optimised environment, both populations start
again their search processes. And again the difference is in starting points of

! Value 0.4 of the replacement rate was suggested as the best value for a set of
tests presented in [6]. Although there are some differences between the genetic al-
gorithm used by Cobb and Grefenstette and our simple genetic algorithm (Cobb
and Grefenstette used GENESIS version 5.0 written by J. Grefenstette, the pop-
ulation size was 100, there was a two-point crossover with crossover rate of 0.6
and solution was represented as Grey coded binary string with 16 bits per di-
mensions) we assumed that in our case the optimum value of the replacement
rate can be quite similar.
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these populations. This type of memory is slightly different than the memory
described in [12], where a single cell stored exactly one individual. In that
case, exploitative population took the best individual from the memory, and
build its population using this individual as a ”seed”, i.e. all the individuals
in exploitative population were created by a light mutation of the seed. In the
research presented here, we decided to modify this and turned to population
based memory cells.

Given fixed memory structure, we have to design rules which allow to
manage this memory.

¢ Rules of remembering — at the first iteration of the search process
the memory buffer is empty. Then, after every change in the testing en-
vironment, all the individuals from the better population of the two pop-
ulations: population of explorers and exploitative population are written
to the first free cell of the memory buffer. Thus, what is remembered (i.e.
the content of the memory buffer) increases as the number of changes
increases.

e Rules of forgetting — when the buffer is filled in, i.e. all cells of the
buffer include their sets of solutions, it is necessary to release one of cells
to make room for the new information. FIFO strategy of choosing the
cell to be emptied is applied. In other words, the strategy selects the cell
in which the oldest information is written to be emptied.

¢ Rules of recalling — the system recalls, i.e. reaches to the memory ev-
ery time the change appears in the environment (it is assumed, that the
system knows about the changes from any external source immediately
after the change appears). The best set of the individuals among those
stored in the cells is searched. Here "the best” means that all the indi-
viduals from the non-empty memory cells are re-evaluated with current
evaluation function (i.e. the function after change), and then the best
individuals fitness values from each cell are compared to select the best
one. All the individuals from the selected cell are copied to become an
initial population of the exploitative subprocess of the algorithm.

4 Testing environment

We carried out three groups of experiments with two types of environments.
Our test-bed was a generator proposed by Trojanowski and Michalewicz [10].
The generator creates a convex search space, which is a multidimensional
hypercube. The space is divided into a number of disjoint subspaces of the
same size with defined simple unimodal functions of the same paraboloidal
shape but possibly different value of optimum?. In case of two—dimensional

2 More detailed description of testing environment can be found in [10-12] and
at www address: http://www.ipipan.waw.pl/~stw/ais. Animated figures of non—
stationary fitness landscapes created with the generator as well as electronic
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search space which was selected in the experiments presented in this paper we
simply have a patchy landscape, i.e. a chess—board with a hill in the middle
of every field.

Fig. 2. Sample environment created with test—case generator: before and after a
change in the fitness landscape

Hills do not move but periodically change their heights which makes the
landscape varying in time. The aim of the algorithm is to find the highest hill
at the specific moment. In our environments there were sequences of fields
with varying hills’ heights. Other fields of the search spaces were static.

All experiments were performed with two—dimensional search space and
for each of the tested algorithms a BCD representation of a point coordinates
with 16 bits per dimension was used. Four different environments were gen-
erated. We did experiments with the chess—boards of size 4 by 4, i.e. with
16 fields (environments 1 and 2), and of size 6 by 6, i.e. with 36 fields (envi-
ronments 3 and 4). Thus, the search spaces consisted of 15 local optima and
one global optimum in the first case, and of 35 local optima and one global
optimum in the second one. The environments 1 and 3 were test-beds for ex-
periments with cyclic changes, while the environments 2 and 4 were test-beds
for experiments with both cyclic and acyclic changes. Each environment had
a different set of fields with varying fitness landscape.

For experiments with cyclic changes, a single epoch obeyed 5 cycles of
changes. In all the experiments each antigen has been presented through 10
iterations. Thus, in case of the environment 1 a single epoch took 200 itera-
tions, in case of the environment 2 — 400 iterations, in case of the environ-
ment 3 — 300 iterations, and in case of the environment 4 — 600 iterations.
Experiments with non-cyclic changes were based on the environments 2 and

versions of other papers concerned with artificial immune optimisation algorithms
are also available at this www address.
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4 and a single epoch included just one cycle of changes and took 80 and 120
iterations respectively.

For the six cases described above we carried out series of experiments
with the memory buffer of different number of cells — from zero to 30. Every
experiment was repeated through 200 epochs and in the later figures we
always study average values of these 200 epochs.

5 Results evaluation criteria and obtained results

For estimations of non-—stationary optimisation results, we used a measure
called average deficiency (Formula 2a):

K
1
Ad == ;(err,-,T_l). (2a)

where:

7 — the number of generations between two consecutive changes,

K — the number of changes of the fitness landscape during the run,
err; ; — a difference between the value of the current best individual
in the population of j—th generation after the last change (j € [0, 7 —
1]), and the optimum value for the fitness landscape after the i—th
change (i € [0, K — 1]).

It is a difference between the value of the current best individual in the
population of the “just before the change” generation and the optimum value
averaged over the entire run. For this measure the smaller values are the
better results.

Obtained values of average deficiency are presented in the figures. In every
figure we compare graphs of average deficiency for the four methods (e.g.
AITA, SGA, SGA-RI, and SA) with 7 sizes of the memory buffer applied to
a group of environments. The results of experiments with cyclic changes are
presented in Figure 3, and the results of experiments with non—cyclic changes
— in Figure 4.

6 Conclusions

The goal of these comparisons was to check if the influence of the memory
strategy on the algorithms is the same for all of them. It can be seen that
memory improved artificial immune optimisation algorithm and Simulated
Annealing algorithm significantly for both cyclic and non—cyclic changes in
the environment. The graphs of average deficiency for all the environments
go down when the memory buffer is in use, i.e. average deficiency has a high
value for experiments without memory relatively to the values of experiments
when the memory buffer is of non—zero size.
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Fig. 8. Results of experiments with 7 sizes of the memory buffer (from 0 to 30)
performed with AIS, SGA, SGA+RI, and SA applied to four environments: 1, 2, 3
and 4 (cyclic changes)

Behavior of SGA (with and without RI mechanism) was different than
the other algorithms — when the memory was too small, the results dete-
riorated, i.e. values of average deficiency grew up. However, for larger sizes
of the memory buffer an improvement of obtained results was eventually ob-
served. Additionally, for environments with non—cyclic changes the memory
did not improve SGA but even decreased its efficiency. This observation cor-
responds to conclusions presented in [2,10], that memory structures applied
to evolutionary algorithms can cause an effect of deterioration in quality of
obtained results for small sizes of the memory buffers. As opposed to SGA
results, results obtained with SA and AIIA do not show this effect and in
case of these algorithms even a very small memory buffer improves quality
of the algorithm.
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Abstract. The human immune system is a complex adaptive system which has
provided inspiration for a range of innovative problem solving techniques in areas
such as computer security, knowledge management and information retrieval. In
this paper the construction and performance of a novel immune-based learning al-
gorithm is explored whose distributed, dynamic and adaptive nature offers many
potential advantages over more traditional models. Through a process of coopera-
tive coevolution a classifier is generated which consists of a set of detectors whose
local dynamics enable the system as a whole to group positive and negative ex-
amples of a concept. The immune-based learning algorithm is first validated on a
standard dataset. Then, combined with an HTML feature extractor, it is tested
on a web-based document classification task and found to outperform traditional
classification paradigms. Further applications in content filtering, recommendation
systems and user profile generation are also directly relevant to the work presented.

1 Introduction

This paper explores the novel application of a biologically-inspired learning
algorithm based on the human immune system to the problem of document
classification. Using this approach, we demonstrate a novel, working system
which is able to perform better than the currently available learning algo-
rithms. In order to give substance to the claims made, we first validate our
methodology using a standard dataset. The performance of our system is then
compared to that of other methods in a systematic and rigorous manner.

In this, the introductory section, we give a brief overview of the concepts
and themes central to the work presented here. Section 2 contains a review
of related work. Details of the methodology used can be found in Section 3,
while Section 4 contains the evaluation results. In Section 5, we discuss these
results and offer some concluding remarks.

1.1 The Document Classification Problem

Document classification is an important technique in the field of information
retrieval. Work in this field has grown steadily since the 1940’s and the ad-
vent of computers, and has been driven by the need for systems which are
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able to quickly and accurately access the increasingly large amounts of data
being produced and stored on computers. With the birth of the Internet and
World Wide Web this need has become more pressing than ever, but the
problem of effective retrieval still remain largely unsolved [1]. Much of the
work within the field of information retrieval belongs to three main areas:
content analysis, information structure, and evaluation. Content analysis is
concerned with transforming documents into a form suitable for processing;
information structure with improving the effectiveness and efficiency of in-
formation retrieval systems through the exploitation of relationships between
documents; and evaluation with the assessment of the performance of infor-
mation retrieval systems. In terms of the concept learner presented here,
these areas can be equated to deciding what to feed into the learner (feature
extraction, discussed in 3.4), the learning algorithm (concept learning, dis-
cussed below), and how to assess how well it works (evaluation, discussed in
Sect. 3.5) respectively.

1.2 Concept Learning for Document Classification

Concept learning can be framed as the problem of acquiring the definition of a
general category given a sample of positive and negative training examples of
the category. In this paper, we consider the category of ‘web pages relevant
to my current task’, which forms the target concept for which we wish to
acquire a definition. Our sets of positive and negative training examples are
web pages that we have already rated as ‘useful’ or ‘not useful’. In this case,
the problem of concept learning can be summarised as one of inferring a
Boolean-valued function from a set of training examples.

The immune system as a concept learner The learning algorithm we
implement and study is based on aspects of the dynamics of the human
immune system (HIS), part of whose function in its role as protector of the
body can be broadly seen as the classification of proteins in the body into
two classes: self — belonging to the body; and non-self — not belonging to the
body and potentially harmful. This classification is carried out by a set of
detectors called antibodies.

The question then arises how we can learn such a set of discriminating
detectors (or, equivalently, classification rules). The approach taken by Pot-
ter and his colleagues [9] explores the use of a cooperative coevolutionary
algorithm. Here, individuals belonging to non-interbreeding subspecies rep-
resent partial solutions to the problem at hand, and are combined to form a
complete solution. We adopt this approach for the generation of antibodies,
where each species produces one antibody. The evolved antibodies are then
combined to form a serum, which performs the classification required. In or-
der to validate this approach, we replicate and extend the results of Potter
& de Jong [10] on a standard dataset, before turning our attention to web
page classification.
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2 Related Work

2.1 Document Classifier Systems

Pazzani et al. [8] describe a system, instantiated as a software agent, which
learns a profile of user’s interests from a collection of explicitly rated web
pages, and uses this profile to identify other web pages that may be relevant.
The profile can be used to classify links to pages which the user has not
visited, thereby providing intelligent guidance for web browsing.

To construct the profile, Pazzani et al. compare several different standard
learning algorithms [7,8]. They examine a naive Bayesian classifier (NBC),
a nearest neighbour algorithm, a decision tree and a neural network, find-
ing that the NBC generally performs best. They also investigate the role of
feature selection in the predictive accuracy of the classifiers, and find that
appropriate feature extraction algorithms significantly reduces classification
error. They go on to implement the NBC in a system, Syskill and Webert,
which automatically filters search results for users.

We reimplement Pazzani’s naive Bayesian classifier and in turn compare
and contrast its performance with that of the immune-based concept learner.

Many other concept learning systems exist, most employing some form of
inductive learning algorithm which arrives at hypotheses by considering spe-
cific examples. Many of these algorithms are surveyed in [5], and we compare
several with our immune-based classifier in Section 4.

2.2 Immune-based classifier systems

Self-nonself discrimination in the HIS can be thought of as a form of 2-
class classification. Indeed, a number of artificial immune systems use this
metaphor. For example, in AIRS [12], a class is represented by a number of
B-cells which encode prototype vectors. AIRS is an effective classifier, but we
want to explore a different metaphor, where the classes are represented by
explicitly meaningful concepts.

We use a coevolutionary approach for detector generation. This idea, in-
troduced by Potter & De Jong [10], has been proven to be of use in a variety
of settings. It involves the evolution of a number of non-interbreeding sub-
species, individuals of which represent partial solutions to the problem at
hand, and are combined to form a complete solution. There are a number of
refinements and variations possible to this basic approach; we describe our
implementation in detail, and other possibilities are reviewed and discussed
in [11].

3 Methodology

3.1 Immune-based Classifier

The immune-based classifier is based on one described by Potter and De
Jong [10], and is composed of a set of detectors, each of which is instantiated
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as a ternary schema of the same length as the feature vectors it will classify.
Associated with each detector is a real-valued threshold, which indicates the
percentage of matching bits between schema and feature vector necessary
before a match is said to have occurred. The strength of the match between
detector and feature vector is the percentage of matching bits in the schema
and feature vector, ignoring any positions where the schema contains a #. For
example, a detector ‘O1#1##11’ will match a feature vector ‘11100101’ in 2
out of 5 non-# bits, so the binding strength between the detector and feature
vector is 2/5 = 0.4. The calculated binding strength must be greater than
the threshold of the detector to consider a match to have occurred. Detectors
can be of one of two types, Type 0 or Type 1, with a Type 0 detector, as in
the human immune system, classifying any feature vector it matches as non-
self, while a Type 1 detector contrarily classifying matching feature vectors
as self.

3.2 Naive Bayes Classifier

The naive Bayesian classifier (NBC) is a probabilistic method of classification,
which calculates the probabilities of a particular feature vector belonging to
each possible class and then classifies the feature vector as belonging to the
class for which this probability is highest. Formally, if a = [a;1, a2, -+ ,a,] is
a feature vector made up of n features, a;, and V = {v1,va,--- ,vup,} is a set
of m classes, then the class vyp € V that the NBC classifies the example a
as belonging to is given by:

n

vyp = argmax P(v; P(a;lv;), Vv, eV
j 3 j

v €V i=1

3.3 Co-Evolutionary algorithm

The cooperative coevolutionary algorithm consists of a number of non-
interbreeding species of detectors, whose encoding will be described shortly,
and initially starts with one randomly initialised species whose fitness is eval-
uated as described below. The initialisation of species is controlled by bias
parameters, which control the type (class 0 or 1) and generality (number of
#'s) of the initial detectors. The species are each allowed to evolve according
to a standard genetic algorithm, except that the fitness evaluation (see be-
low) involves a serum, which is the fittest detector taken from each species.
The selection strategy is fitness-proportionate with balanced linear scaling,
recombination is by uniform crossover, and mutation involves bit flipping.
The replacement strategy is generational. If the fitness of the serum fails to
increase above a certain stagnation threshold over several consecutive gener-
ations, a new species is added and any species not contributing to the fitness
of the serum are removed. The parameters used in the experiments were
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as follows: Species size=100, crossover rate=0.6, mutation rate=2/(genome
length), stagnation threshold=0.001, stagnation generations=2, bias param-
eters (both)=0.5.

Encoding Detectors are encoded as proposed by Potter & De Jong [10]. This
scheme employs binary genomes, each containing 4 genes. The first gene, the
threshold gene, encodes the 8 bit value for the detector’s threshold. A Gray
coding was used for this gene in order to reduce the probability of small
changes in the genotype producing disproportionately large changes in the
phenotype. The threshold value is calculated by converting the gene to base
10 and then dividing this value by 255 to get a real number in the range [0,
1]. The second and third genes, the pattern and mask genes, are combined
to form the detector’s schema. Each of these genes has the same number of
bits as the number of bits in the feature vectors the immune-based classifier
is designed to operate on. The mask gene is overlaid onto the pattern gene
and any positions at which the mask gene is 1 changes the corresponding
bit in the pattern gene to a #. A value of 0 in the mask gene leaves the
corresponding bit of the pattern gene unchanged. In this way the schema is
formed by copying the pattern gene, modified by the mask gene. The fourth
gene stores the detector’s type. The overall arrangement is shown in Fig. 1
for a detector recognizing 8-bit patterns.

Genome
threshold|pattern| mask |type
00110111 |10100101|01101110| 1

¢

Detector
threshold| schema [type
0.215686 l 1HH#OHHH#] | 1

Fig. 1. Detector encoding scheme

We ran several experiments with alternative encodings without finding
any significant performance improvements.

Fitness evaluation The fitness of each individual is assessed by adding it
to a serum consisting of the fittest individual from each of the other species.
Serum fitness is calculated by presenting it with each training vector in the
training set in turn. The detector in the serum which matches the current
training vector with the greatest binding strength is then found, and if this
strength is greater than the detector’s threshold, the detector is said to have
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matched the training vector, and assigns it to Class 1 (or Class 0 if the de-
tector is Type 1), otherwise if no match occurs the training vector is assigned
to Class 0. The assigned class is then compared with the actual class of the
training vector, and if equal the serum is said to have classified the training
vector correctly. The proportion of correct classifications made by the serum
gives its predictive accuracy on the training set.

3.4 Data sets

Two sets of test data were used in our experiments, both taken from the
UCI Repository of Machine Learning Databases [2]|. The first data set, the
1984 United States Congressional Voting Records , was used to validate our
algorithm. This data set contains the voting records for 267 Republican and
168 Democrat members of the U.S. House of Representatives. Each record
holds the vote cast by the member on 16 different issues, and the original
records have been simplified to record this vote as yea (01), nay (10) or abstain
(00). Each member’s voting record is represented as a Boolean feature vector,
with each consecutive pair of bits encoding a vote for a particular issue. Using
this encoding, it is possible to generate antibodies that generalize over votes
(eg ‘0#’ matches both ‘abstain’ and ‘yea’). Associated with each record is
the class the record belonged to: 0 for Democrat, 1 for Republican.

The second data set used was the Syskill and Webert Web Page Ratings
[6]. These data consist of 4 sets: Bands, BioMedical, Goats, and Sheep; each
containing HTML pages related to a particular topic (the encoding of the
pages is described in the next section). A user rated each page in a set as not
interesting or interesting, which allowed a page to be assigned to one of two
classes: Class 0 (cold) and Class 1 (hot) respectively. The task in this problem
is to make predictions about whether examples from an unseen set of web
pages would be interesting or not from the information contained within a
training set of ranked pages. Table 1 provides a summary of the data sets.

Table 1. HTML Documents: Data set summary

data total |number of
set examples| positives
Bands 61 15
BioMedical 131 32
Goats 70 32
Sheep 65 14

Feature Extraction In applying learning algorithms to the classification
of text and HTML, the documents must be presented in the form of feature
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vectors. Following Pazzani et al. [8], a feature extraction algorithm was used
to convert a raw HTML document into a Boolean feature vector. Each bit
in the feature vector represents the absence or presence (at least once) of
some associated feature, in this case a word, in the document. The task of
the feature extraction algorithm is to decide from which words to compose
the feature vector, and this is done using an information-based approach to
extract the most informative words from a collection of documents.

Initially, the feature extraction algorithm takes the complete set of pages,
S, and creates a list of all the words, W, contained in the pages. If a word,
considered as a sequence of upper of lower case letters [a-zA-Z] separated
by nonalphabetic characters, occurs more than once on the same page or
across several pages, it is only represented once on this list. All words were
converted to upper case and any words occurring on a list of frequently used
words (Table 2) were removed. The ezpected information gain, E(w, S), that
the presence or absence word w € W gives towards the classification of S is:

E(w,S) = I(S) — [P(w = pres}I(Sw=pres) + P(w = abs)I(Sy=abs)]

with P(w = pres) is the probability a word is present at least once on any
page, Sw=pres the set of pages containing the word w, and,

I(S)= Y —P(Sc)logy[P(Sc))
Ce{hot,cold}

where S¢ is the set of pages belonging to class C, and P(S¢) is the probability
of a page belonging to that class.

To create n features the extraction algorithm uses the n words with the
highest values of E(w,S). Each HTML document is then converted to a
Boolean feature vector by assigning a 1 to the appropriate feature if the
document contains the word at least once, and a 0 if the document does not
contain the word.

3.5 Evaluation

For the voting data set, 10-fold crossvalidation was used. This involves ran-
domly dividing the complete data set into 10 equally sized disjoint sets, and
then using 1 subset as a test set and the other 9 as a training set. The training
set is used by the learning algorithm to create a classifier, whose sample pre-
dictive accuracy is then calculated using the test set. This process is repeated
for each of the 10 subsets, the mean sample predictive accuracy of these 10
trials forming an unbiased estimate of the true predictive accuracy. Averaging
the 10-fold crossvalidation process over 5 trials further refined these results.
A randomly constructed crossvalidation set was used in each trial and the
trials were paired, meaning the same training and test sets were used to train
and test the two classifiers on each iteration.
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Table 2. Frequent words removed from the word list

AND WIC GIF AVAILABLE ADDRESS HAVE HTM

FOR FONT THE INFORMATION WHAT COM ALT

SIZE THIS GOPHER BOTTOM TITLE BODY WHO
ORG PAGE ABOUT WIDTH PLEASE HEAD SRC
WWW  GNN ALIGN HEIGHT SERVER ALSO IMG

FTP NAME LINKS COMMENTS HTTP LIST EDU

NET ARE WITH CENTER OTHER NEWS WEB
CGI YOU STRONG WELCOME CAN HREF BIN
TOP WILL HTML INTERNET MORE GIFS OUR
HAS FROM ALL MAILTO THAT HOME GDB
NOT MAIL WUSTL INDEX HERE YOUR IBC

ANY TOC GOV

The web page rating data sets range in size from between 61 to 131 sam-
ples, making techniques such as 10-fold crossvalidation an unreliable means
of estimating the predictive accuracy due to the relatively small size of the
test set produced by this method. In such cases alternative methods need
to be employed, one of which, and the one used here, is to create a training
set by randomly selecting n samples from the original data set without re-
placement. The remaining unselected samples then become the test set. This
method is advantageous for our purposes in that it can be used to assess
the performance of classifiers over a range of training set sizes, giving a good
indication of number of pages a user would have to rate in order to get reli-
able results from the classifier. After the training and test sets were created,
the 128 most informative words were used to transform the training and test
sets into Boolean feature vectors as previously explained. This process was
repeated 30 times for each training set size, and the mean predictive accuracy
of the resulting classifiers measured.

4 Results

All the code was written on a 1.4GHz Athlon Linux box, originally in C and
then in C++, compiled using g++ v2.95.3 with level 2 optimisation, and re-
leased under the GNU General Public License. The experiments were carried
out on this Linux box and on four 1.8GHz Pentium 4’s also running Linux.
For the voting data set, a typical 100 generation run with 400 training ex-
amples took around 40 seconds. For the document classification problem, the
immune-based classifier took around 6 seconds to train over 100 generations
on a training set of size 20 with 128 features.
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4.1 Classifier validation (voting data)

In order to validate our classifier, we compared the predictive accuracy of the
immune-based classifier and NBC on the voting data set. The results of these
experiments are shown in Fig. 2, which is a density plot of the distribution of
predictive accuracies of the classifiers produced in the crossvalidation trials.
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Fig. 2. 10-fold crossvalidation (voting data set). Predictive accuracy is represented
along the x-axis, and the relative frequency with which a classifier with this pre-
dictive accuracy was observed during the experiments along the y-axis.

For classifiers produced by the naive Bayesian algorithm, Fig. 2 shows a
right-skewed unimodal distribution with a single low, spread peak (standard
deviation: 0.049) almost symmetrical about its mean predictive accuracy of
0.901. In contrast the immune system concept learner produced a less sym-
metric distribution with a higher mean of 0.974, rising fairly steeply and
then dropping off even more steeply, giving a tighter distribution of values
(standard deviation: 0.026) than the NBC. The immune-based learning algo-
rithm thus produced classifiers which were both significantly (Wilcoxon rank

sum test) more accurate and more likely to be closer to the true predictive
accuracy than that of an NBC.
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Table 3. Comparison of classifier performance (voting data set). The classifiers
implemented in this paper are shown in bold.

Algorithm predictive|standard (95% confidence|lerror
accuracy |deviation interval rate

Immune-based 0.974 0.026 0.057 0.026
Immune-based [10] 0.964 0.018 0.036
QUEST (5] 0.963 0.037
AQI5 [10] 0.956 0.023 0.044
POLYCLASS [5] 0.948 0.052
Fuzzy Classifier [4]|| 0.947 0.316 0.053
naive Bayesian 0.901 0.049 0.088 0.099

These results can be compared to others reported in the literature for a
number of different classifiers on the same dataset (Table 3). In most cases
the same 10-fold crossvalidation was used, with the exception of Lim et al. [5],
who, instead of reporting predictive accuracy, reported on the rate of mis-
classification for the algorithms they tested. Other statistics are also given
where provided by the original paper. While data to perform statistical tests
are not available, the difference in the predictive accuracy suggests that the
immune-based algorithm outperforms all of these algorithms.

4.2 Classification of HTML documents

Having validated our immune based classifier, we then applied it to a web
document classification task. Figure 3 shows the predictive accuracy of the
immune-based and NBC learning algorithms trained on the Syskill & We-
bert data, and using a number of different training set sizes(as explained in
Sect. 3.5) for each of the four data sets.

The graphs show that both classifiers have a somewhat lower predictive
accuracy on this classification problem compared with that of the voting
problem of the previous section. This is not suprising as text classification
problems are generally considered to be relatively hard classification prob-
lems, and in an informal survey of the literature on text classification we
found the best classifiers to be achieving predictive accuracies of around 0.70
whatever the text classification problem. In this context, the performance of
both classifiers is more than reasonable on the four problems. The results
presented for the NBC are also similar to those of the NBC-based system of
Pazzani et al. [8], offering an indication that the performance levels are due to
the nature of the problem and not a result of implementation problems. This
said, there are marked differences in the predictive accuracies of the NBC
and immune-based classifiers on the four problems, with the immune-based
algorithm at first sight appearing to generally perform better on all data sets,
except the bands set, than the NBC. As before, significance tests were per-
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Fig. 3. Classifier performance (document classification). Predictive accuracy is plot-
ted against training set size for each of the four datasets used.

formed on the results, confirming that in general, the immune-based classifier
produces better classifiers than those produced by the NBC algorithm. Sum-
maries of these results, including standard deviations and confidence intervals
are given below in Table 4.

Also interesting to note is the relatively constant performance of the
immune-based classifiers over a range of training set sizes. Increasing the size
of the training set seemed to produced little increase in classifier performance
for this algorithm, while for the NBC there was a much greater fluctuation
in classifier performance on an increase in training set size. This constancy of
performance is particularly useful on problems such as this one because clas-
sifiers which perform well on a small training set size would be advantageous
as users would be able to rate less pages but still obtain accurate predictions.

5 Discussion

While the AIS classifier outperforms all the learning algorithms it has been
compared against in many cases, there are marked differences in the levels
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Table 4. Performance of immune-based and NBC classifiers on the four data sets,
for training set sizes from 10 to 50 documents. Table entries are in the form: mean
predictive accuracy (standard deviation). Bold figures mark where the performance
of the NBC (or immune-based classifier) is significantly better (Student T-test)

size|classifier Bands Biomedical Goats Sheep

10 |{ Immune || 0.698(0.056) | 0.685(0.080) [0.605(0.065)| 0.734(0.070)
NBC ||0.750(0.000)|0.754(0.002)| 0.562(0.055) | 0.738(0.134)

20 | Immune || 0.690(0.047) |0.706(0.047){0.650(0.083)|0.725(0.062)
NBC 0.707(0.067) | 0.661(0.095) | 0.590(0.061) | 0.627(0.142)

30 | Immune || 0.686(0.074) [0.686(0.056)|0.664(0.054)|0.747(0.049)
NBC 0.696(0.084) | 0.597(0.137) | 0.601(0.066) | 0.662(0.097)

40 | Immune || 0.690(0.081) [0.689(0.048)|0.679(0.087)| 0.751(0.067)
NBC 0.689(0.056) | 0.556(0.155) | 0.624(0.066) | 0.724(0.104)

50 | Immune || 0.694(0.116) [0.679(0.070){0.717(0.095)|0.743(0.106)
NBC 0.683(0.105) | 0.516(0.137) | 0.649(0.073) | 0.629(0.153)

of predictive accuracies it achieves on the voting and document classifica-
tion problems. One factor which contributes to these differences is the vari-
ation in the size of the training sets available for each problem. In terms of
available data, the voting problem represents a fairly data-rich classification
problem, with 435 samples available, whereas the number of available sam-
ples for the document classification problem, between 61 and 131, makes it
a relatively data-sparse problem. This leads to less samples being available
for classifier training, and so it is expected that performance will generally
be lower on this task. A second factor contributing to the difference in per-
formance across the two problems is the feature extraction algorithm. In
this paper we use a statistical feature extraction algorithm which extracts
features based on their expected information gain and, while necessary to
provide a principled comparison with the NBC-based system of Pazzani et
al. [8], such a method is far from ideal in the context of HTML document
classification. The coarse-grained document representation produced by our
feature extractor introduces a fair amount of noise into the system, making
classification generally that much harder than in the voting problem. Using
a more fine-grained feature extractor, such as that described by Cohen (3],
which also exploits meta-features of HTML documents such as hyperlinks
and tags, would potentially increase classifier performance on the document
classification problem and close the gap in performance difference.

In practical terms, choice of a classifier not only depends upon the predic-
tive accuracies it is able to achieve, but also on the amount of time taken in
training the classifier. No matter how good the results achieved, users would
often be unwilling to wait for more than a few seconds for these results, and
definitely not, for example, the several days or even months taken by some of
the algorithms reported by Lim et al. [5]. While our immune based classifier
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is obviously more computationally expensive than the NBC, for all prob-
lems examined here training times were measured in seconds. Thus as well
as achieving better predictive accuracies than that of many other classifiers,
our immune-based classifier is able to do so in a time which allows it to be
applied to real-world problems.

In summary, we have produced a novel, working system built on an
immune-based learning algorithm, which is able to perform better than cur-
rently available learning algorithms.

5.1 Future work

Future work could include dynamic classification tasks. Take for example a
system in which users have a collection of documents from which the concepts
of ‘related’ and ‘unrelated’ are learnt. Over time, users may add or remove
documents to and from this collection. Instead of relearning the concepts from
scratch each time a document is added, as is necessary with NBC, it would
be interesting to see if the AIS concept learner was able to produce accurate
hypotheses starting from the previously learned concept, and so potentially
offer savings in the amount of training time necessary.

Another possibility is to change the form and general properties of the an-
tibodies produced by the AIS classifier; for example the encoding and match-
ing algorithm. The possibility of using a more fine-grained feature extraction
algorithm has already been mentioned.

In terms of the mechanisms at work in the human immune system those
of the artificial immune system described in this paper are, to say the least,
simplistic, and present a very crude analogy to their biological counterparts.
Nevertheless, even from such humble an analogy it has been shown that a
powerful concept learning system can be created. Perhaps with increased
fidelity to its biological counterpart, for example through processes akin to
affinity maturation and clonal selection, yet further increases in performance
can be gained.
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Abstract. A new technology for service description and composition in open and
distributed environment is proposed. The technology consists of description lan-
guage (called Entish) and composition protocol called entish 1.0. They are based
on software agent paradigm. The description language is the contents language of
the messages that are exchanged (between agents and services) according to the
composition protocol. The syntax of the language as well as the message format
are expressed in XML. The language and the protocol are merely specifications. To
prove that the technology does work, the prototype implementation is provided. It is
still under testing. However, it is available for use and evaluation via web interfaces
starting with the website www.ipipan.waw.pl/mas/. The specifications were created
on the basis of the requirements produced by the Service Description and Com-
position Working Group ( www.ipipan.waw.pl/mas/sdc-wg ) of Agentcities NET
project. Related work was done by WSDL + BPEL4WS + (WS-Coordination) +
(WS-Transactions), and DAML-S. Our technology is based on different principles.
The language Entish is fully declarative contrary to BPEL4WS and DAML-S. A
task (expressed in Entish) describes the desired static situation to be realized by
the composition protocol.

1 What are web services?

Perhaps the most popular definition can be found in IBM’s tutorial [8]:

Web services are self-contained, self - describing, modular applications
that can be published, located, and invoked across the Web. Web services
perform functions that can be anything from simple requests to complicated
business processes ... Once a Web service is deployed, other applications (and
other Web services) can discover and invoke the deployed service.

In order to realize this vision simple and ubiquitous protocols are needed.
From service providers’ point of view, if they can setup a web site they could
join global community. From a client’s point of view, if you can click, you
could access services.

* The work was supported partially by KBN project No. 7 T11C 040 20
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Web services are supposed to realize the Service-Oriented Architecture
(SOA) in a global networked environment. SOA provides a standard pro-
gramming model that allows software components, residing on any network,
to be published, discovered, and invoked by each other as services. There are
essentially three components of SOA: Service Provider, Service Requester (or
Client), and Service Registry. The provider hosts the service and controls ac-
cess to it, and is responsible for publishing a description of its service to a
service registry. The requester (client) is a software component in search of
a component to invoke in order to realize a task. The service registry is a
central repository that facilitates service discovery by the requesters.

The following stack of protocols: SOAP, WSDL, UDDI, and BPEL4WS
is positioned to become Web services standards for invocation, description,
discovery, and composition. SOAP (Simple Object Access Protocol) is a stan-
dard for applications to exchange XML - formatted messages over HTTP.
WSDL (Web Service Description Language) describes the interface, protocol
bindings and the deployment details of the service. UDDI (Universal De-
scription, Discovery and Integration) provides a registry of businesses and
web services. A UDDI service description consists of physical attributes such
as name and address augmented by a collection of tModels, which describe
additional features such as, for example, reference to WSDL document de-
scribing the service interface, and the classification of the service according
to some taxonomies.

BPEL4WS (BPEL for short) is a process modeling language designed to
enable a service composer to aggregate Web services into an execution. There
are abstract and executable processes. Abstract processes are useful for de-
scribing business protocols, while executable processes may be compiled into
invokeable services. Aggregated services are modeled as directed graphs where
the nodes are services and the edges represent a dependency link from one ser-
vice to another. Canonical programmatic constructs like SWITCH, WHILE
and PICK allow to direct an execution’s path through the graph. BPEL was
released along with two others specs: WS-Coordination and WS- Transac-
tion. WS-Coordination describes how services can make use of predefined
coordination contexts to subscribe to a particular role in a collaborative ac-
tivity. WS-Transaction provides a framework for incorporating transactional
semantics into coordinated activities. WS-Transaction uses WS-Coordination
to extend BPEL to provide a context for transactional agreements between
services.

There is also a DARPA project DAML-S. It is a DAML-+OIL ontol-
ogy for describing Web Services. It aims to make Web services computer-
interpretable, i.e., described with sufficient information to enable automated
Web service discovery, invocation, composition and execution monitoring.
The DAML-S Ontology comprises ServiceProfile, ServiceModel, and Service-
Grounding. ServiceProfile is like the yellow page entry for a service. It relates
and builds upon the type of content in UDDI, describing properties of a
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service necessary for automatic discovery, such as what the services offers,
and its inputs, outputs, and its side-effects (preconditions and effects). Ser-
viceModel describes the service’s process model, i.e., the control flow and
data-flow involved in using the service. It relates to BPEL and is designed
to enable automated composition and execution of services. ServiceGround-
ing connects the process model description to communication- level protocols
and message descriptions in WSDL. The main limitation of DAML+OIL is
its lack of a definition of well formed formulae and an associated theorem
prover. So that there is a problem with expressing (as formulas) precondi-
tions, effects, and output - input constrains.

Coming back to the SOA architecture. What is service provider and what
is service requester (client) in the technologies described above? The question
about service provider is in fact the question about the service architecture.
Application that is connected as a service can be an object with public meth-
ods exposed as operations in a WSDL interface. Usually, the operations are
accessible via SOAP. WSDL interface can be generated from application code.
It is not possible to specify (in WSDL) the abstract functions implemented
by the operations, i.e., what the operations do. Service provider itself must
classify these operations according to the taxonomies available in UDDI.

Client to a service is a user (via its GUI) or another application that in-
vokes the service. The task the client performs is not explicitly stated and is
hard encoded in the client implementation. BPEL extends the client capabil-
ity to compose service invocations into a workflow. A client realized in BPEL
can itself be exposed as a service, i.e., has its own WSDL interface. Client’s
task is specified in an imperative way, that is, by specifying (in BPEL) How
to realize? There is no way to specify the task in a declarative way, i.e., to
specify formally What to realize? Actually, there is no need to do so if the
imperative approach has been chosen.

The question is whether the technologies presented above are simple, ubig-
uitous, and widely deployed? Note, that there is a criticism of WSDL and
UDDI, e.g., [3,4] and [7]. There is also an attempt to revise the notion of
service architecture, see [6], by adding next protocol, called CS-WS (conver-
sation support), on the top of BPEL.

Perhaps, it is time to revise the concept of service and client architecture
as well as to take into account the declarative approach. The technology we
propose realizes the declarative approach.

2  Owur approach

We follow the idea of layered view of service architecture introduced in [5,6].
Our service architecture comprises the following three layers: conversation
layer, functionality layer, and database management layer. The database
management layer is the same as in [5]. However, the next two layers have
different meaning. The functionality layer has exactly two interrelated com-
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ponents: raw application, and so called filter associated with the raw ap-
plication. Raw application implements a single operation, i.e., given input
resources, it produces the output resource according to the operation speci-
fication. Note, that operation has exactly one output, although it may have
several inputs. The associated filter works as follows. Given constrains on the
output resource, it produces the constrains on the input resources. That is,
given a specification of the desired output, the filter replies with properties
that must be satisfied by the input in order to produce the desired output by
the raw application. It is clear that these constrains must be expressed in one
common language. The conversation layer implements a conversation proto-
col to arrange raw application invocation, as well as input / output resource
passing to / from the raw application. The conversation protocol specifies the
order for message exchange. Message contents is expressed in the common
language.

Since our service architecture is different than the one of WSDL and
UDDI, we must revise the concept of service description language as well
as the concept of service registry. It is natural that service description lan-
guage should describe the types of service input / output resources as well
as attributes of these types to express constrains. Note, that the language is
supposed merely to describe resource types in terms of theirs attributes, not
to construct data types as it is done in WSDL. It is also natural to describe
what service does in the language, i.e., the abstract function implemented
by the operation the service performs. Note, that this is a job of UDDI. We
include this job in our description language.

Since service has additional functionality performed by filter (i.e., service
may be asked if it can produce output resources satisfying some properties),
the description language should be augmented with a possibility to formulate
such questions as well as answers. Moreover, the clients’ tasks should be
expressed in the language.

We also want to describe some static properties of service composition

such as intentions, and commitments; this corresponds to the functionality
of WS-Coordination.

The final requirement is that the language must be open and of distributed
use. It means that names for new resource types, their attributes, and names
for new functions can be introduced to the language by any user, and these
names are unique (e.g., URIs [11]). This completes the requirements for the
description language called Entish. Since our technology is supposed to re-
alize the declarative approach, we need a universal protocol for realizing the
tasks specified in our description language. The realization is to be done by
service discovering, arranging composition and coordination. The protocol we
propose is called entish 1.0.

To prove that the requirements for the service description language and

composition protocol can be satisfied we provide the prototype implementa-
tion.
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3  Walk-through example

The working example presented below constitutes an intuitive introduction
to the description language and the composition protocol. The services de-
scribed in the example are implemented and are ready for testing via the
www interfaces.

A client was going to book a flight from Warsaw to Geneva; the departure
was scheduled on Nov. 31, 2002. It wanted to arrange its task by Nov. 15,
2002. With the help of TaskManager (TM for short), the client expressed the
task in a formal language; suppose that it was the following formula:
phi =
Yinvoice for ticket (flight from Warsaw to Geneva,
departure 1s Nov. 31, 2002) is delivered to TM by
Nowv. 15, 2002”

Then, the task formula (i.e., phi) was delegated to a software agent, say
agent0. The task became the goal of the agent0. The agentO set the task
formula as its first intention, and was looking for a service that could realize
it. First of all, the agentO sent the query:

“agent0’s intention is phi”

to a service registry called infoService in our framework. Suppose that in-
foService replied that there was a travel agent called FirstClass that could
realize agentQ’s intention. Then, the agent sent again the formula "agent0’s
intention is phi” however, this time to the FirstClass. Suppose that First-
Class replied with the following commitment:

" FirstClass commits to realize phi,

if (order is delivered to FirstClass by Nov. 15, 2002 and

the order specifies the flight (i.e., from Warsaw to

Geneva, departure Nov. 31,2002)

and

one of the following additional specification of the

order is satisfied:

( airline is Lufthansa and the price is 300 euro)

or

( airline is Swissair and the price is 330 euro)

or

( airline is LOT and the price is 280 euro) )”

Let psi denote, the formula after ”if” inside (...) parentheses. The formula
psi is the precondition of the commitment. Once the agent0 received the info
about the commitment, the agentO considered the intention phi as arranged
to be realized by FirstClass, and then the agent0 put the formula psi as its
current intention, and looked for a service that could realize it. Let us notice
that the order specified in the formula psi could be created only by the client
via its TM, that is, the client had to decide which airline (price) should be
chosen, and the complete order was supposed to include details of a credit
card of the client. Hence, the agent0 sent the following message to TM:
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Yagent0’s intention is psi”

Suppose that TM replied to the agent:

?TM commits to realize psi, if true ”

The agentO considered the intention psi as arranged to be realized by TM
Since the precondition of the TM commitment was the formula "true”; a
workflow for realizing agent0Q’s task was already constructed. Once TM cre-
ated the order and sent it to FirstClass, the FirstClass would produce the
invoice and send it to TM. It was supposed (in the protocol) that once a
service realized a commitment, it sent the confirmation to the agent0. Once
the agent0 received all confirmation, it got to know that the workflow was
executed successfully. In order to complete this distributed transaction, the
agent sent synchronously the final confirmation to the all services engaged in
the workflow. This completes the example.

4 The prototype implementation

Before we go into details of the language and the protocol, let us present how
the prototype works. The system resulting from the prototype implementa-
tion is fully functional. It allows providers to join their application as services
as well as to formulate tasks by clients, and delegate the tasks to the system
for realization.

The system is available for testing and evaluation via three www in-
terfaces starting with http://www.ipipan.waw.pl/mas/ . The first interface
called EntishDictionary serves for introducing names for new data types,
their attributes, and new functions to the language Entish. The second in-
terface called serviceAPI is for joining applications (that implement the new
functions) as networked services to our system. The third interface called
TaskManager is devoted for a client to specify its task in Entish, and provide
initial resources for the task realization. Hence, from the outside, i.e., from
service providers and clients point of view, the system consists of the three
interfaces: EntishDictionary, TaskManager, serviceAPI. What is inside, that
is, the system engine is transparent for the providers and clients. The engine
implements the language, and the protocol that realizes the clients’ tasks by
discovery of appropriate services, their composition and invocation. The www
interfaces are user friendly so that to use the system almost no knowledge on
XML, Entish syntax, and entish 1.0 is needed.

EntishDictionary (ED for short) serves also as an ordinary dictionary, i.e.,
for looking at the existing ontologies as well as for explanation of names used
in the language. Ontology is meant as a collection of names of resource types,
their attributes, and functions defined on these types. It is supposed that they
come from one application domain. Any user can introduce its own ontology.
There is no conflict with names, because short names introduced by users
are automatically extended to long names that are URIs [11]. ED has also
additional functionalities. It allows a service provider to create Entish formula



Entish 55

that describes operation type performed by its application. The formula along
with some additional information about the host on which the application
is running is sent automatically to the system (actually to serviceServer) for
registration and publication.

The second functionality of ED is that it allows a user to create task;
usually it is a composition of abstract functions. The task is sent automat-
ically to TaskManager for realization. It is important to note, that task is
merely an abstract description of what is to be realized, so that it does not
indicate what services could realize it. Note, that EntishDictionary realizes
some functionality of UDDI concerning service classification. However, service
registration and publication is done inside the system.

Generally there is no restriction on the type of resources that can be
defined in the dictionary. However for the purpose of system demonstration
we assume that resource type has flat XML format, i.e., it has several elements
that are of type xsd:string .

TaskManager is a GUI that, given a task from a user, creates and manages
appropriate interfaces for delivering (by the user) initial resources needed
for the task realization. Then, the task is sent to the system (actually to
agentServer) for realization. If the system is ready to realize the task (it
means that a workflow consisting of appropriate services has been already
constructed), the TaskManager asks the user to provide the initial resources
according to the constrains returned by the system. More sophisticated tasks
can be generated directly from a repository of typical tasks provided by the
TaskManager.

The interface serviceAPI provides Java classes and explanation for creat-
ing service (according to our architecture) by a service provider.

4.1 Middleware

What was described intuitively in the examples is realized by the engine of
the prototype system. Since the engine is transparent for clients and service
providers, it may be regarded as a middleware. The www interfaces were
created only to facilitate the use of the middleware. The middleware is an
implementation of the language Entish and the protocol entish 1.0. The lan-
guage and the protocol constitute the technology we propose.

Service provider creates a service according to serviceAPI, and runs it
on its host. Then, the provider registers its service to the middleware via
EntishDictionary. Client creates its task via TaskManager, and the task is
sent to the middleware. If the task could be realized, the middleware returns
constrains on the initial resources needed for task realization. The constrains
are displayed to client by TaskManager. The client creates (via GUI) initial
resources according to the constrains, sends it to the middleware and waits for
the final resource. What is going on inside the system is transparent to clients
and service providers. From their point of view only result is important, that
is, services are to be used, and tasks are to be realized.



56 S. Ambroszkiewicz

The middleware consists of three basic elements: agentServer, service-
Server, and infoService that exchange messages according to the protocol
entish 1.0. The contents language of the messages is Entish, so that these
three components speak one common language. The middleware can be dis-
tributed, i.e., the components may be scattered on different hosts; several
instances of the same component may be running at the same time; they
may be implemented independently.

The first component, i.e., agentServer represents clients in the middleware.
Once a task is delivered to the agentServer from TaskManager, a process
dedicated to the task realization is created. The process is called agent, and
has its own state for expressing its goal, intentions, and knowledge.

The second component called serviceServer represents service providers
in the middleware. Once a service is registered to the serviceServer, a ded-
icated process is created that represents this service in the middleware for
arranging invocation, transactions, etc. The process is equipped with its own
state for expressing commitments and knowledge about the current status of
conversation with agents and other services.

The third component, i.e., infoService is a global database for storing info
about services, that is , what is the operation type of a service, and what is
its name and the communication address.

The protocol entish 1.0 is divided into the following phases:
. serviceServer publishes a service at infoService;
. agent discovers services at infoService;
. services are composed into a workflow by an agent;
. workflow is executed;
. transactional semantics is realized.

CU b W N =

5 The language Entish

The language is supposed to describe the resources (electronic data, docu-
ments), their types, attributes, locations, and processing by abstract func-
tions. Thus, it serves for expressing tasks by clients. The language also de-
scribes services (implementing the abstract functions) and agents (for com-
posing services) in terms of goals, intentions, and commitments. They are
essential for arranging services into workflow in order to realize the clients’
tasks. Hence, the language also describes workflow formation and execution
process, however, the language is fully declarative, i.e., no explicit actions are
used.

There are three kinds of objects the language describes: resources, ser-
vices, agents. Since the language is supposed to be open and of distributed
use, all names must be URIs [11]. So that we must provide namespaces for
resources, services, and agents. Resources are supposed to be passed from
one service to another. Hence, their names are URLs, and their transport is
realized by the GET method of HTTP protocol.
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Services and agents communicate and speak the language Entish, i.e., they
exchange messages with contents expressed in Entish. The message format is
defined at high level of abstraction, i.e., at the level of logical communication
between agents and services, so that the message transport is not essential
and is not specified in the language. However, we assume that the message
transport identifier is an integral part of the names of agents and services.
Since SOAP is a standard for exchanging XML - formatted messages, we
introduce the following name format:

soap://host_name:8080#agent1
soap://host_name:8080#servicel

for agents and services.

Agent (or service) is a processes running on agentServer (or serviceServer)
and equipped with its own state. The format of the state is common for agent
and service. It is defined as XML schema in the document state.xsd, see
the documentation of the enTish project.

This concludes the short introduction to project enTish, and correspond-
ing technology for service description and composition. The specifications of
the proposed technology are in version 1.0, and were designed to be extremely
simple for the purpose of understanding the idea behind them as well as for
the prototype implementations. So that, several important features, not es-
sential for the basic functionality, were skipped and left to be completed in
the next version. These are for example security, and service quality. However,
transactional semantics is included in the specifications.

6 Acknowledgments

I am grateful to Steven Willmott and N.C. Narendra for their cooperation
within the framework of Service Description and Composition Working Group
of Agentcities. NET project. My thanks to Prof. Andrzej Barczak for his en-
couragement and support from Institute of Informatics of the University of
Podlasie. I am also grateful the members of enTish team (Dariusz Czer-
ski, Pawel Jurski, Dariusz Mikulowski, Michal Rudnicki and Leszek Rozwad-
owski) for their assistance. The work was done within the framework of KBN
project No. 7 T11C 040 20.

References

1. Ambroszkiewicz S. Entish: a simple language for Web Service Description and
Composition, In (eds.) W. Cellary and A. Iyengar. Internet Technologies, Ap-
plications and Societal Impact. Kluwer Academic Publishers. pp. 289- 306,
2002.

2. Service Description and Composition Working Group of Agentcities. NET,
www.ipipan.waw.pl/mas/sdc- wg/



58

10.
11.

S. Ambroszkiewicz

M. Gudgin and T. Ewald. All we want for Christmas is a WSDL Working
Group. www.xml.com/pub/a/2001/12/19/wsdlwg.html

M. Gudgin and T. Ewald. The IDL That Isn’t.
www.xml.com/pub/a/2002/01/16 /endpoints.html

F. Leymann and D. Roller. Workflow-based applications. IBM Sys-
tems Journal, Volume 36, Number 1, 1997 Application Development
http://researchweb.watson.ibm.com/journal

/sj/361/leymann.html

Santhosh Kumaran and Prabir Nandi. Conversational Support
for Web Services: The next stage of Web services abstraction.
http://www-  106.ibm.com/developerworks/webservices/library/ws-  con-
ver/?dwzone=webservices

Tarak Modi. WSIL: Do we need another Web Services Specification?Explaining
the difference between UDDI. http://www.webservicesarchitect.com/content/
articles/modi01.asp

IBM’s tutorial http://www- 4.ibm.com/software/solutions/webservices
KQML - Knowledge Query and Manipulation Language,
http://www.cs.umbc.edu/kqml/

FIPA ACL http://www .fipa.org

Naming and Addressing: URIs, URLs, ... http://www.w3.org/Addressing/



Automated Classification of Web Documents
into a Hierarchy of Categories

Michelangelo Ceci, Floriana Esposito, Michele Lapi, and
Donato Malerba

Dipartimento di Informatica, Universitd degli Studi, via Orabona 4,
70126 Bari, Italy
{ceci, esposito, lapi, malerba}@di.uniba.it

Abstract. In this paper, the problem of classifying a HTML documents into a
hierarchy of categories is investigated in the context of cooperative information
repository, named WebClasslI. The hierarchy of categories is involved in all aspects
of automated document classification, namely feature extraction, learning, and clas-
sification of a new document. Innovative aspects of this work are: a) an experimental
study on actual Web documents which can be associated to any node in the hier-
archy; b) the feature selection process; c) the automated selection of thresholds for
the score returned by a classifier; d) the comparison of three different techniques
(flat, hierarchical with proper training sets, hierarchical with hierarchical training
sets); e) the definition of new measures for the evaluation of system performances.
Results show that the use of hierarchical training sets improves the hierarchical
techniques.

Keyword: web content mining, hierarchical document classification.

1 Introduction

In cooperative information repositories the manual indexing of documents
is effective only when all information providers have a thorough comprehen-
sion of the underlying shared ontology. However, an experimental study on
manual indexing for Boolean information retrieval systems has shown that
the degree of overlap in the keywords selected by two similarly trained peo-
ple to represent the same document is not higher than 30% on average [3].
Therefore, to facilitate document sharing, it is important to develop tools
that assist users in the process of document classification.

WebClass [8] is a client-server application that has been designed to sup-
port the search activity of a geographically distributed group of people with
common interests. It works as an intermediary when users browse the Web
through the system and categorize documents by means of one of the classi-
fication techniques available. Automated classification of Web pages is per-
formed on the basis of their textual content and may require a preliminary
training phase in which document classifiers are built for each document cat-
egory on the basis of a set of training examples.
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A simplifying assumption made in the design of WebClass is that doc-
ument categories are not hierarchically related. This permits the system to
build either a unique classifier for all categories or a classifier for each category
independently of the others (flat classification). However, in many practical
situations categories are organized hierarchically which is essential when the
number of categories is quite high, since it supports a thematic search by
browsing topics of interests.

In this work we present an upgrade of some techniques implemented in
WebClass to the case of Web documents organized in a hierarchy of categories,
that is, a tree structure whose nodes and leaves are document categories.
The upgrading of the techniques involved all aspects of automated document
classification, namely:

e the definition of a document representation language (feature extraction),

e the construction of document classifiers (learning), and

e the classification of a new document according to the hierarchy of cate-
gories.

The paper is organized as follows. In the next section, we introduce some
issues related to upgrading the document classification techniques. In Sec-
tion 3 we describe a new feature selection process for document classifica-
tion, while in Section 4 we present the naive Bayes and the centroid-based
classification techniques as well as the automated threshold determination
algorithm. Section 5 is devoted to the explanation of the document classifica-
tion process. All these techniques have been implemented in a new version of
the WebClass system, named WebClassll. Finally, some experimental results
are reported and commented in Section 6.

2 Hierarchical document classification

In flat classification, a unique set of features is extracted from the training
documents belonging to several distinct categories [8]. The uniqueness of the
feature set permits the application of several statistical and machine learn-
ing algorithms defined for multi-class problems. However, this approach is
impractical when the number of categories is high. In the case of hierarchi-
cally related categories it would be difficult to select a proper set of features,
since documents concerning general topics are well represented by general
terms like "mathematics”, while documents concerning specific topics (e.g.,
trigonometry) are better represented by specific terms like ” cosine”. By tak-
ing into account the hierarchy of categories, it is possible to define several
representations (sets of features) for a document. Each of them is useful for
the classification of a document at one level of the hierarchy. In this way,
general and specific terms are not forced to coexist in the same feature set.
As for the learning process, it is possible to consider the hierarchy of
categories in the definition of the training sets. In particular, training sets
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can be specialized for each internal node of the hierarchy by considering
only documents of the subhierarchy rooted in the internal node (hierarchical
training set). This is an alternative to using all documents for each learning
problem like in flat classification.

In the classification process, considering the problem hierarchically re-
duces the number of decisions that each classifier has to take and increases
its accuracy. Indeed, the problem is partitioned into smaller subproblems,
each of which can be effectively and efficiently managed on the contrary, in
flat classification with r categories the classifier has to choose one of r. This
can be difficult in the case of large values of r and may lead to inaccurate
decisions.

Some of these aspects have been considered in several works [7], [9], [10],
[4], [5]. Our work differs from previous studies in several respects. First,
documents can be associated to both internal and leaf nodes of the hierarchy.
Surprisingly, this aspect is considered only in [10]. However, differently from
Mladenic’s work, we consider actual Web documents referenced in the Yahoo!
ontology, and not only the items which briefly describe them in the Yahoo!
Web directories (see Fig. 1). This is the situation that we expect to have in
cooperative web repositories indexed by a hierarchy of categories.

A second difference is in the feature selection process for each internal
category. It is based on an upgrade of the technique implemented and tested
in WebClass, named TF-PF2-ICF. Indeed, a comparison with other two well-
known feature selection measures showed better results in the case of flat
classification [8].

The third innovative contribution is in the development of a technigue
for the automated selection of thresholds both for posterior probabilities (in
the case of naive Bayes classifiers) and for similarity measures (in the case
of centroid-based classifiers). The thresholds are used to determine whether
a document has to be passed down to the one of the child categories during
the top-down classification process.

The fourth difference is the comparison of system performances on two
types of training sets definable for a given category: i) a proper training set,
which includes documents of the category (positive examples) and documents
of the sibling categories (negative examples), and ii) a hierarchical training
set, which includes documents of the subtree rooted in the category (positive
examples) and documents of the sibling subtrees (negative examples).

Finally, we define new measures for the evaluation of the system perfor-
mances so to capture some aspects related to the ”semantic” closeness of the
predicted category from the actual one.

3 The feature selection process

In WebClassII each document is represented as a numerical feature vector,
where each feature corresponds to the occurrence of a particular word in
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the document. In this representation, no ordering of words or any structure
of text is used. The feature set representation is unique for each category.
It is automatically determined by means of a set of positive and negative
training examples. All training documents are initially tokenized, and the
set of tokens (words) is filtered in order to remove HTML tags, punctuation
marks, numbers and tokens of less than three characters. Standard text pre-
processing methods are used to:

1. remove words with high frequency, or stopwords, such as articles,
2. determine equivalent stems (stermming) by means of Porter’s algorithm
for English texts [11).

Only relevant tokens are considered in the feature set. Many techniques
have been proposed in the literature on information retrieval for the iden-
tification of relevant words to be used as index terms of documents [12].
However, they are not appropriate for the task of document classification,
where words are selected for discrimination purposes and not indexing. For
two-class problems, Mladenic [10] compared scoring measures based on the
Odds ratio and those based on information gain, leading her to favor the
former. For multi-class problems, as in the case of WebClassII, Malerba et
al. [8] developed a feature selection procedure based on an extension of the
well-known TF-IDF measure. Here we briefly present its extension to the case
of hierarchical training sets.

Let c be a category and ¢’ one of its children in the hierarchy of categories,
that is, ¢ € SubCategories(c). Let d be a training document from ¢, w a
feature extracted from d (after the tokenizing, filtering and stemming steps)
and TFy(w) the relative frequency of w in d. Then, the following statistics
can be computed:

e the maximum value of TF;(w) on training documents d of category ¢,

TFC/(’LU) = deT,»lg%g?;g(cl) TFd(’U)) (1)
e the percentage of documents in ¢’ where w occurs (page frequency)
ocee (W)
PF, = 2
(w) [Training(c’)| )

where Training(c’) is the training set for category ¢’ (see section 6).

The union of feature sets extracted from Web pages of ¢’ defines an ”em-
pirical” category dictionary used by documents on the topics specified by that
category. By sorting the dictionary with respect to T'F-(w), words occurring
frequently only in one long HTML page might be favored. By sorting each
category dictionary according to the product TFy (w) - PF. (w)?, the effect
of this phenomenon is kept under control.! Moreover, common words used in

! The plain PF./(w) factor was also used, but was found to reduce performance
slightly. For small sets of training documents, the term PF. (w) might not be
small enough to reduce the effect of very frequent words in single documents.



Automated Classification of Web Documents 63

documents of ¢ will appear in the first entries of the corresponding category
dictionary. Some of these words are actually specific to that category, while
others are simply common English words (e.g., ”information”, ”unique”, and
"people”) and should be considered as gquasi-stopwords. In order to move
quasi-stopwords down in the sorted dictionary, the value TF, (w) - PF. (w)?
is multiplied by a factor ICF.(w) = 1/CF.(w), where CF,.(w) (category fre-
quency) is the number of categories ¢” € SubCategories(c) in which the word
w occurs. In this way, the relevant features that discriminate documents of
¢’ from documents of its sibling categories can be found in the first entries of
the category dictionary for ¢’. If ng;.; is the maximum number of features se-
lected for a category dictionary, then Dicty = [(wy,v1), (we,v2), ..., (Wk, V)]
such that Vi € [1---k] w; is a feature extracted from some document d in
¢, vi =TF(w;) - PF%(w;)-1/CFc(w;) and k < ng;ee (with k=ng;: when at
least ng;. features can be extracted from training documents of category ¢’).
The feature set (FeatSet.) associated to a category c is the union of Dict. for
all its subcategories ¢’. It contains features that appear frequently in many
documents of one of the subcategories but seldom occur in documents of
the other subcategories (orthogonality of category features). In other words,
selected features decrease the intra-category dissimilarity and increase the
inter-category dissimilarity. Therefore, they are useful to classify a document
(temporarily) assigned to c as belonging to a subcategory of ¢ itself. It is note-
worthy that this approach returns a set of quite general features for upper
level categories, and a set of specific features for lower level categories.

Once the feature set has been determined, training documents can be
represented as numerical feature vectors whose values are frequencies.

4 The learning process

WebClassll has two ways of assigning a Web document d to a category c;:

1. By computing the similarity between d and the centroid of ¢;.
2. By estimating the posterior probability for ¢; given d (naive Bayes).

Therefore, a training phase is necessary either to compute the centroids of
the categories or to estimate the posterior probability distributions. Let us
suppose that d has been temporarily assigned to a category c¢. We intend to
classify d into one of the subcategories of ¢. According to the Bayesian theory,
the optimal classification of d assigns d to the category ¢; € SubCategories(c)
maximizing the posterior probability P.(¢;|d). Under the assumption that
each word in d occurs independently of other words, as well as independently
of the text length, it is possible to estimate the posterior probability as follows
(adapted from [6]):

PC(Ci) i II'LueFeat.‘S'EtC Pc(wlci)TF(U}Yd)

Pe(eild) =
Zc’ESubCatego’ries(c) Pc(c’) : HweFeatSetc Pc(wlcl)TF(w,d)

3)
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where the prior probability P.(c;) is estimated as follows:

|Training(c;)| _ |Training(c;)|

C(c ) Zc’éSubC’ategories(c) )Training(c’)| }Trammg(c)|

(4)

and the likelihood P.(w|c;) is estimated according to Laplace’s law of succes-
sion:

B 14+ PF(w,¢;)
 |FeatSet.| + 5

Pc(wicz) w'e FeatSet, PF(w’,ci) (5)
In (3)-(5), TF(w,d) and PF(w,c) denote the absolute frequency of w in d
and the absolute frequency of w in documents of category c, respectively.

The centroid of a category is defined as a feature vector whose components
are computed by averaging on the corresponding feature values of all training
documents of the category. In order to classify a document d, the centroid
most similar to the description of d is sought. Similarity is measured by
means of cosine correlation, which computes the angle spanned by two feature
vectors (d and the centroid):

Zde Training(c;) TFd(w)

P.(w,c;) = |Training(c;)|

(6)

d) — ZwEFeatSetC Pc(wa Ci) . TFd(w)
\/ZweFeatSetc Pc(w7 Ci)2 : ZweFeatSetc TFd(w)2

The cosine correlation is particularly meaningful when features define or-
thogonal directions and vectors are highly dimensional. Both conditions are
satisfied in WebClasslI, though orthogonality refers to the group of features
extracted from each category dictionary rather than to the single features.
The above formulation of both the naive Bayes and the centroid-based
classifiers assigns a document d to the most probable or the most similar class,
independently of the absolute value of the posterior probability or similarity
measure. However, we should expect that WebClasslI users try to classify
documents not related to any category in the hierarchy. In this case we expect
a "reject” of the document. By assuming that documents to be rejected have
either a low posterior probability for all categories or a low similarity to
the centroids of all categories, the problem can be formulated as defining a
threshold for the value taken by a naive Bayes or centroid-based classifier [2].

Sime(cs, (7)

5 The classification process

The classification of a new document is performed by means of a general
graph search of the hierarchy of categories. The system starts from the root
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and selects the nodes to be expanded such that the score returned by the
classifier is higher than the threshold determined by the system. At the end of
the process, all explored categories are considered for the final selection. The
winner is the explored category with the highest score. It is noteworthy that
the application of a classifier is always preceded by a change in the document
representation according to the set of selected features. This corresponds to
abstracting the same document at increasing levels of specificity.

6 Experimental results

In this section we study the performance of WebClassII on a set of Web doc-
uments. The data source used in this experimental study is Yahoo! ontology.
We extracted 1026 actual Web documents referenced at the top two levels
of the Web directory http://dir.yahoo.com/Science. There are 7 categories at
the first level and 28 categories at the second level (see Fig. 1). A document
assigned to the root of the hierarchy is considered ”rejected” since its content
is not related to any of the 35 subcategories. All the results are averages of
five cross-validation folds. The size of the feature set ranges from 5 to 50
features per category. Features are extracted using hierarchical training sets.
Collected statistics concern centroid-based and naive Bayes classifiers trained
according to one of the following three techniques:

1. flat, that is, by considering all subcategories together and neglecting their
relations;

2. hierarchical with proper training sets, that is, by assigning only documents
of category c to Training(c);

3. hierarchical with hierarchical training sets, that is, by assigning docu-
ments of either category c or one of its subcategories to Training(c).

To evaluate both flat and hierarchical classification techniques, we be-
gin by considering the macro-weighted-average of both precision and recall
measures [13]. They are computed as the normalized weighted sum of the cor-
responding microaverage measure. Weights are the percentages of documents
per category, while the normalization factor is the number of categories.

Results reported in Fig. 2 (a) and (b) show that the flat technique always
outperforms the hierarchical technique with respect to precision, while the
naive Bayes with hierarchical training sets has the best recall for increasing
feature set size. Moreover, the centroid-based classifiers almost always have
a lower accuracy and recall than the corresponding naive Bayes classifiers,
independently of the adopted technique (flat or hierarchical) and of the fea-
ture set size. Another interesting point is that the use of hierarchical training
sets improves both performance measures independently of the method and
the feature set size (see lines with suffix _SubCat).

In fig. 2 (c) the percentage of "rejected” documents is reported. All train-
ing and test documents belong to a category of the hierarchy; therefore, it
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Fig.1. A segment of Yahoo! ontology considered in this work. Numbers refer to
the number of training documents for each category

would be desirable to have very low percentages of rejected documents, as in
the case of naive Bayes method with hierarchical training sets (< 30%).
Intuitively, misclassifications of a document into categories similar to the
correct one should be preferred to misclassifications into totally unrelated
categories. Therefore, other three evaluation measures can be defined:

1. the generalization error, which computes the percentage of documents in
¢ misclassified into a supercategory c’;

2. the specialization error, which computes the percentage of documents in
¢ misclassified into a subcategory ¢’;

3. the misclassification error, which computes the percentage of documents
in ¢ misclassified into a category ¢’ not related to ¢ in the hierarchy.

The macro-weighted-average of the misclassification error is reported in
Fig. 2 (d). Bayesian methods are the most prone to misclassification errors.
However, in the case of hierarchical training sets, the increase of misclassifi-
cation rate with respect to the centroid-based approach is about 7%, while
the decrease of the rejection rate is above 23% with 50 features per category.

The graphs in fig. 2 () and (f) show the generalization and specialization
errors. The flat approaches have the lowest generalization error, since they
simply ignore the relations among categories. The centroid-based method
with hierarchical training sets tend to overgeneralize. On the contrary, all
methods have a low specialization error rate.

Finally, it is noteworthy that the centroid-based method is more compu-
tational efficient of the naive Bayes only in the flat approach, while they have
almost equal learning time in the hierarchical approaches. Also, the learning
time of hierarchical techniques is lower than the flat technique, independently
of the learning method.
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7 Conclusion

In this paper, the problem of automatically classifying HTML documents
into a hierarchy of categories has been investigated in the context of a client-
server application developed to support Web document sharing in a group of
users with common interests. We studied the use of the hierarchy of categories
both in the feature extraction and in the construction of the classifiers and
in the classification process. As to feature extraction, a novel technique for
the selection of relevant features from training pages has been presented.
For the learning step, two classifiers have been considered and a thresholding
algorithm has been proposed in the case of a reject class. For the classification,
a generalized graph search technique has been considered. Experiments have
been performed on a set of Web documents indexed in the Yahoo! ontology.
Three techniques have been compared: i) flat classification; ii) hierarchical
classification with proper training sets and iii) hierarchical classification with
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hierarchical training sets. Results show that for hierarchical techniques it is
better to use hierarchical training sets. Furthermore, the naive Bayes classifier
with hierarchical training sets has high overall recall and efficient learning
process. Our results are comparable to those reported in [9], which is the only
other work where Web documents indexed by Yahoo! ontology are actually
used. However, in our study we have obtained an overall recall of 39.58% using
only 875 features, while McCallum et al.’s method required about 13,000
features.

As future work, we intend to investigate a multistrategy approach, where
different criteria and techniques are used at different levels of the ontology.
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Abstract. The recent evolution of e-commerce has emphasized the need for ser-
vices to be suitable to the needs of individual users: as a consequence, personal-
ization has become an important strategy to improve access to relevant products.
This work presents a personalization process based on a text categorization method,
which exploits the textual descriptions of the products in online catalogues, in order
to discriminate between interesting and uninteresting items for the customer. Ex-
perimental results encourage the integration of the method in the personalization
component we developed in the COGITO project?.

1 Introduction

In the recent years, the Internet has experienced a rapid shift from informa-
tion and entertainment to electronic commerce. Enterprises are developing
new business portals and providing huge amounts of product information,
which in many cases is heterogeneous, not structured and needs to be dealt
in a personalised way. The main challenge is to support Web users in or-
der to facilitate searching in extremely large Web repositories, such as online
product catalogues. The complexity of the problem could be lowered by the
automatic construction of machine processable profiles that can be exploited
to deliver personalized content to the user [8], fitting his or her personal
choices. This is called user modelling process.

User modelling [12] simply means ascertaining a few bits of information
about each user, processing that information quickly and providing the re-
sults to applications, all without intruding upon the user’s consciousness. The
final result is the construction of a user model or a user profile. Roughly, a
user profile is a structured representation of the user’s needs which can be
exploited by a retrieval system in order to autonomously pursue the goals
posed by the user. In short, the user model should be able to recognize the
user, know why the user did something, and guess what he or she wants to
do next.

! The COGITO project is funded by the European Commission under contract
[ST-1999-13347.
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For this purpose, we adopt machine learning techniques that extract per-
manent features of a given user from interaction data and construct a corre-
sponding user profile.

2 Related work

During recent years several systems have been designed to offer personalized
services and to deliver user-tailored Web content. In this context, various
learning approaches have been applied to discover user preferences and to
construct user profiles. A text categorization method is adopted by Mooney
and Roy [6] in their LIBRA system. It makes content-based book recom-
mending by applying automated text categorization methods to the product
descriptions in Amazon.com, using a naive Bayes text classifier.

Lee et al. [4] present a system able to provide personalized recommenda-
tions for some types of product that a consumer may purchase frequently,
such as books, CDs, DVD films. The system uses an evolutionary method
to model the preferences of a customer for DVD film recommendations. The
examples used to train the system are the feature vectors (the keywords
associated with a film) of the products more recently collected during the
browsing history of a user on a movie site. This learning strategy focuses on
the capacity to adapt to the customer’s changes of interests.

Data mining methods are used by the 1:1Pro system [2] in order to con-
struct individual profiles. One part of the profile contains facts about a cus-
tomer, and the other part is made of rules describing the customer’s behavior.
The behavioral part of the profile is derived from transactional data, repre-
senting the purchasing and browsing activities of each user. Using rules to
describe customer behavior has the advantage of being an intuitive way to
represent the customer’s needs. Moreover, the rules generated from a huge
number of transactions tend to be statistically reliable. For these reasons,
the learning mechanism of our profiling system exploits transactional data to
discover rules describing the preferences of a user. Since this method does not
use any strategy that categorizes the products into the classes of customer-
likes and customer-dislikes, in this paper we try to combine the rule-based
approach with a text categorization method applied to semi-structured text,
the product description as in [6], in order to build more detailed user profiles.
According to this idea, we propose a two-step process for generating profiles:
in the first step, the system learns coarse-grained profiles in which the prefer-
ences are the product categories the user is interested into. In the second step,
profiles are refined by adding a probabilistic model of each preferred product
category, induced from the descriptions of the products the user likes in these
categories. The final outcome of the process is a more specific fine-grained
profile able to discriminate between interesting and uninteresting products
for the user.
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3 Discovering user preferences from transactional data

The Profile Extractor (Figure 1) is a highly reusable personalization mod-
ule which employs supervised learning techniques to dynamically discover
user preferences from data collected in log files during past interactions be-
tween users and the Web site [11]. In the COGITO project, the system was

Fig. 1. Profile Extractor Architecture. In addition to the profiling sub-modules,
the figure shows the Community Manager that groups usage sessions to infer usage
patterns exploited for understanding trends useful to further market studies

tested on the German virtual bookshop of the Bertelsmann Online company
(www.bol.de): the user’s preferences automatically inferred by the system
are the ten main book categories the BOL product database is subdivided
into, ranked according to the degree of interest computed by the learning sys-
tem (Figure 2). The Profile Extractor automatically assigns each customer
to these predefined classes.

The input to the Profile Extractor is represented by an XML file con-
taining all the interactions and personal details of users (Users History). The
XML I/O Wrapper performs the extraction (from the Users History) of data
required to set up the examples used to train the learning component (number
of searches and purchases for each product category, number of connections,
etc.). This information is arranged into a set of unclassified instances, where
each instance represents a single customer. The instances are pre-classified
by a domain expert (each customer is associated with a subset of the BOL
book categories) and processed by the Rules Manager, which induces a clas-
sification rule set for each book category. The learning scheme is based on the
PART algorithm [3] and is implemented by the WEKA learning suite [13].
After the training phase, the 10 rule sets are used by the Profile Manager
to predict whether a user is interested in each book category. All these clas-
sifications, together with the interaction details, are gathered to form the
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Fig.2. A COGITO coarse-grained profile is composed by two main frames: the
frame of user data (personal+interaction data) and the frame of user’s interests

user profile. In the COGITO context, it is used to fit the search in the BOL
product database to the user’s interests [1].

4 Refinement of profiles by learning from textual
annotations

The coarse-grained profiles inferred by the COGITO system contain the book
categories preferred by a user. Our intention was to enhance the profiles
by taking into account the user’s preferences in each category, in order to
achieve more precise book recommendations. Thus, we adopt an algorithm
for learning to classify the textual descriptions of the books, based on the
naive Bayes classifier [5,10]. Our prototype, called ITem Recommender (ITR),
is able to classify books belonging to a specific category as interesting or
uninteresting to a particular user: for example, the system could learn the
target concept ”book descriptions the user finds interesting in the category
Computer and Internet”.

In our learning problem, each instance is represented by a set of slots.
Each slot is a textual field corresponding to a specific feature of a book. The
slots used by ITR are: title, authors and textual annotation. A simple pattern-
matcher, the Item Extractor (Figure 3), analyzes the book descriptions and
extracts the words, the tokens to fill each slot (it also eliminates stopwords
and applies stemming). The text in each slot is a collection of words (bag of
word, BOW) processed taking into account their occurrences in the original
text. Thus, each instance is represented as a vector of three BOWSs, one for
each slot. Moreover, each instance is labelled with a discrete 1 to 10 rating
provided by a user, according to his degree of interest.
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Fig. 3. The BOW extraction process

According to the Bayesian approach to classify natural language text

documents, given a set of classes C= {c1, ¢2, ..., ¢/c|}, the probability of a
class ¢;, given a document d is calculated as follows:
P(c;)

Ple;ld) = “py P(dle)

In our problem, we have only 2 classes: ¢y represents the positive class
(user-likes, ratings from 6 to 10) and c_ the negative one (user-dislikes, rat-
ings from 1 to 5). Since instances are represented as a vector of documents,
one for each BOW, the category probabilities of an instance d; are computed
using:

[S] |bim]
P(cj|di) = 3 Sm)" ™ (1)
m=1 k=1
where S= {s1, s3, ..., 8|5/} is the set of slots, b;n, is the BOW in the slot s,

of the instance d;, nim is the number of occurrences of the token tx in bim.
To calculate (1), we have to estimate the probability terms P(c;) and
P(tx|cj, $m), from the training data, where each instance is weighted accord-
ing to the user rating r:
. r—1 . ,
wh = 5 wt =1—-wl (2)
The weights in (2) are used for estimating the two probability terms from
the training set TR, according to the following equations:

ITR| TR
> W Y. WiNkim
P(c;) = =2 S R - S
(CJ) !TRI P( k|C_—,,3m) ]f]gl wzlb | (3)
=i 7 m

In (3), nkim is the number of occurrences of the term ¢ in the slot s,, of the
it instance and the denominator denotes the total weighted length of the
slot s, in the class c;.
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This approach allows the refinement of the profiles by including words
most indicative of user preferences for each preferred book category the sys-
tem was trained on. An example of profile obtained by rating books about
“Computer and Internet” is given in Figure 4. The features are ranked ac-
cording to a measure (strength) that indicates the discriminatory power of a
word in classifying a book.

5 Experimental sessions

Two different experiments were performed: the former consisted in observing
the accuracy of the ITR system, the latter was conducted to evaluate the
combination of the COGITO profiles with the ITR ones.

Fig. 4. An example of ITR user profile

For both experiments, five book categories at uk.bol.com were selected.
For each category, a set of book descriptions was obtained by analyzing Web
pages using the Item Extractor (Figure 3).

Table 1 describes the extracted information. For each category we con-
sidered:

e Book descriptions - number of books extracted from the Web site belong-
ing to the specific category;

o Books with annotation - number of books with a textual annotation (slot
annotation not empty);

e Aug. annotation length - average length (in words) of the annotations;
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Table 1. Dataset information

Category Book Books with Avg. User

descriptions annotation annotation
length
Computer & internet 5414 4190 (77% 42.39 Userl
Fiction & literature 6099 3378 (55% 35.54 User2
Travel 3179 1541 (48% 28.29 User3
Business 5527 3668 (66% 42.04 User4
SF, horror & fantasy 667 484 (72% 22.33 User5
Total 20886 13261

e User - the COGITO user that rated books in the category.

The system has been trained for each category by a specific COGITO
user that rated approximately 90 books (chosen among those contained in
the dataset). In this way, a training set of roughly 450 classified instances is
obtained.

5.1 Measuring the accuracy of ITR

The accuracy of ITR system was measured using a 10-fold cross-validation
and several metrics were used in the testing phase. In the evaluation phase,
the concept of relevant book is central: a book d; in a specific category is
considered relevant by the system if P(c4|d;), calculated as in equation (1),
is greater than 0.5. A book d; in a specific category is considered relevant
by a user if wf,_, calculated as in equation (2), is greater than 0.5. Classifica-
tion effectiveness is measured in terms of the classical Information Retrieval
(IR) notions of precision (Pr) and recall (Re), adapted to the case of text
categorization [9).

Let T'P (true positive) be the number of relevant test documents correctly
classified, that is documents both the system and the user deemed relevant.
Then, recall and precision are computed as follows:

; P
Re —
numbe1 O’ documents the user deemed 7 elevant

TP

Pr=
number of documents the system deemed relevant

Also used is F-measure, which is a combination of precision and recall:

F~2xRexPr
~ Pr+Re

In addition to these classical measures, we adopted also:
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o Normalized Distance-based Performance Measure (NDPM) - the distance

between the ranking imposed by the user ratings and the ranking pre-
dicted by the system, as defined by Yao [14]. Values range from 0 (agree-
ment) to 1 (disagreement);

Spearman’s Rank Correlation (Rs) - a statistic measure used to discover
the strength of the association between two sets of data. In our experi-
ments we will look at the strength of the link between the the ranking
imposed by the user and the ranking obtained using the profiles. Given
a list of elements sorted according two different measures, Spearman’s
Rank Correlation compares the two sortings and computes a correlation
coefficient that tells us how close the two measures are. Say we have n
elements sorted on two measures. The following formula computes Rs,
where d is the difference between the ranks given to each element by the

two measures. )
6x> d
n3—n
Coefficient ranges from -1 (completely reversed rankings)and +1 (exactly

same rankings). A correlation coefficient of 0.3 to 0.6 is considered as
moderate and above 0.6 is considered strong;

o Error (E) - it is calculated as an average of the absolute difference be-

tween the user ratings and those predicted by the system.

All results of the experiment are reported in Table 2.

Table 2. 10-fold cross validation results

Category Pr Re F NDPM Rs E

Computer & internet 0.8500 0.5476 0.6660 0.3241 0.5499 0.3498
Fiction & literature 0.5971 0.7033 0.6459 0.4458 0.0676 0.3489

Travel 0.8100 0.8900 0.8481 0.3322 0.4683 0.2885
Business 0.7364 0.6800 0.7070 0.3741 0.3466 0.3576
SF, horror & fantasy  0.4695 0.7833 0.5871 0.3583 0.3970 0.4105
Avg. 0.6926 0.7209 0.6909 0.3670 0.3659 0.3611

Values of Pr, Re and F provide evidence that the system produces ac-

curate recommendations. NDPM is fairly consistent, while looking at Rs we
observe that there is at least a moderate correlation for each category.

5.2 Coarse-grained profiles vs. fine-grained profiles

In the second experiment, each user has been requested to submit 3 different
queries to ITR. Then, a feedback is given to the system by rating the 20
top ranked books in each result set. The experiment has been modelled on
the basis of two different scenarios. In the first scenario, books are ranked
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according to the COGITO profile, whereas in the second scenario the ranking
is performed using the COGITO profile integrated with the ITR one. For both
scenarios feedback evaluation results are given in Table 3.

For pairwise comparison of methods, the non-parametric Wilcoxon signed
rank test is used [7], since the number of independent trials is relatively low
and does not justify the application of a parametric test, such as the t-test.
In this experiment, the test is adopted in order to evaluate the difference
between the effectiveness of the different profiles by means of the metrics
pointed out in Table 3, requiring a significance level p <0.05.

Table 3. Results of the comparison between the COGITO and the ITR profiles

User Query Pr NDPM Rs
COGITO ITR COGITO ITR COGITO ITR
1 Java, 0.50 0.90 0.594 0.423 -0.288 0.300
1 Graphics 0.30 0.70 0.465 0.328 0.156 0.490
1 Security 0.80 0.75 0.636 0.410 -0.412 0.278
2 Realism 0.35 0.50 0.421 0.400 0.258 0.329
2 romanticism 0.60 0.55 0.505 0.636 -0.053 -0.362
2 Science fiction 0.65 0.55 0.468 0.476 0.042 0.109
3 Islands 0.65 0.90 0.600 0.536 -0.288 -0.136
3 Guides 0.40 0.60 0.539 0.694 -0.130 -0.581
3 restaurants 0.30 0.35 0.505 0.415 0.037 0.338
4 Business manager 0.35 0.60 0.513 0.494 -0.074 0.018
4 enterprise solution 0.20 0.30 0.365 0.292 0.405 0.595
4 investment 0.50 0.70 0.547 0.605 -0.118 -0.312
5 s _king 0.30 0.60 0.589 0.197 -0.261 0.806
5 Space 0.10 0.40 0.447 0.184 0.178 0.839
5 ing 0.70 1.00 0.550 0.326 -0.154 0.517
Avg. 0.45 0.63 0.516 0.428 -0.047 0.215

W= 130 -74 72

On the basis of the values of the W statistic calculated above, we can
deduce that there is a consistent statistically significant difference in perfor-
mance among the two different profiles.

6 Conclusions

In this paper we evaluated a simple approach, based on the naive Bayes
machine learning method, to build user profiles for a content-based book
recommender system. We presented a prototype system, called Item Recom-
mender, able to refine user profiles by adding a list of words to each book
category preferred by a specific user. Our goal was to integrate the prototype
in an already existing personalization system, the Profile Extractor, which
employs machine learning techniques to infer the book categories preferred
by a user, and stores them in a user profile. Experiments confirm that the
use of the integrated profiles has a significant positive effect on the quality
of the recommendations made by the system.
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Abstract. A hierarchy of beliefs for an agent has been proposed in [3]. The aim of
this paper is to investigate the performance of such 'multi-model’ agents with some
experiments in the simplest possible case. The experiments consist of the agent’s
interactions with simulated agents, acting as customers of an imaginary Internet
banking service.

Keywords: autonomous agents, user modeling, machine learning, decision mak-
ing, beliefs, game theory.

1 Introduction

A software agent may clearly benefit from having an up-to-date model of her
environment of activity. The model may, for example, include actual users’
profiles or some assumptions being accepted by default. However, the agent
doesn’t have to stick to one model only, she can possess a set of complemen-
tary beliefs, both learned and assumed. The agent may then switch to the
most appropriate one when making her decisions, or even combine several
models under certain assumptions [3]. The aim of this paper is to investigate
the performance of such 'multi-model’ agents in the simplest possible case,
i.e. in the case of an agent using exactly two alternative models of reality. The
output of such a hybrid agent can be then compared with the performance
of both ’single-model’ agents alone to see if (and when) a software agent can
really benefit from using a more complicated belief structure and decision
making scheme.

The controversy between normative models (like non-cooperative equilib-
ria from Game Theory) and adaptive models (obtained through some kind
of learning) has been another inspiration for this paper. The adaptive solu-
tions are more useful when the domain is cooperative or neutral; they also
allow the agent to exploit deficiencies of her adversaries. The 'best defense’
assumptions are still tempting, though, in a situation when the agent risks
real money. Even one opponent who plays his optimal strategy persistently
can be dangerous then. This paper presents another attempt to integrate
both approaches. The main model used by the agent in the experiments is a
profile of the user; the other model is based on the maxmin equilibrium.

1.1 The Game and the Agent

The experiments were inspired by the following scenario: a software agent is
designed to interact with users on behalf of an Internet banking service; she
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can make an offer to a user, and the user’s response determines her output
at this step of interaction. In the actual experiments the agent has had 3
possible offers at hand: the 'risky offer’, the normal offer’ and the ’safe offer’,
and the customer could respond with: ’accept honestly’, ’cheat’ or ’skip’. The
complete table of payoffs for the game is given below. The 'risky offer’, for
example, can prove very profitable when accepted honestly by the user, but
the agent will lose much if the customer decides to cheat; as the user skips
an offer, the bank still gains some profit from the advertisements etc.

accept cheat skip
risky offer 30 -100 0.5
normal offer| 10 -30 0.5
safe offer 0.5 0 05

The banking agent is a 1-level agent, i.e. an agent that models other
agents as stochastic (0-level) agents. The user is simulated as a random 0-
level agent — in other words, his behavior can be described with a random
probabilistic policy. The agent estimates the user’s policy p with a relative
frequency distribution p, counting the user’s responses. At the same time
the agent computes a confidence value C' for the profile acquired so far. The
default model is defined in the Game Theory fashion: the user is assumed an
enemy who always cheats.

default

[profite | €

Fig. 1. The simplest hierarchy: two models of reality

The motivation behind the confidence C is the following: if a numerical
evaluation can be computed for every decision with respect to a particular
model (the expected payoff, for instance), then the agent’s decision may be
based on a linear combination of the evaluations, with the confidence provid-
ing weights. If the agent trusts the user’s profile in, say, 70% - the final eval-
uation may depend on the profile in 70%, and the remaining 30% can be de-
rived from the default model: eval(a) = C eval rofile(@) +(1=C) eval gog0,14(a).
In consequence, the decision is based on botﬁ models at the same time, al-
though in different proportions — weighting the partial evaluations with the
confidence the agent has in them [3].

2 Confidence

In order to provide the agent with a way of computing her ’self-confidence’,
two measures are combined: the log-loss based confidence [4] and the datasize-
related measure proposed by Wang [9].
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Let p:(-]a) be the model of the user at his ith response to a, and b} - his
actual response at that step. To detect changes in the pattern of the user’s
behavior, a confidence measure based on the log-loss function [7] can be used.
The one-step loss is defined as I; = — log, p; (b} |a), and the confidence is based
on the average deviation of the actual loss from the expected optimal loss in n
steps, re-scaled with respect to the minimal and maximal possible deviation
value [4]. To implement a simple forgetting scheme, temporal decay with a
decay rate of A € [0,1] is introduced to make the recent loss values matter
more than the old ones [5,6,4]:

A
{ /\A n — |
max, i,
-4,

N —
Clog =92 4,

where: A = MA( — log, pi(bi]a) + Zﬁi(b|a) log, ﬁi(b|a))i:1”n
b

AN AT ey {—=Mx(log, pi(bj|a))} — min {—M,(log, p:(bi|a))}
(b3..b%) (b3..67.)

_ maxy pi(bla)
= M)\ ( IOgZ minb ﬁz(bla) )izl..n

7.7,_ /\n—iXi
My(Xi1,...n) = RS

i=1

It is easy to prove that if p;(-|a) are frequency distributions and p;(-|a)
is uniform, then for every n > 1: Cj,, is defined and 0.5 < C},, < 1.
Cl}(‘)g helps to detect changes in the user’s policy, but it’s unreliable when
the number observations is small. This disadvantage can be tackled, though,
with a very simple (but efficient) measure: Cwang = n/(n+1) [9,2]. Now, the
agent is confident in her knowledge if she has enough data and she detects no
irregularities in the user’s behavior: C = min(Cj,g, Cwang). The decay rate A
was set to 0.9 throughout the experiments.

3 The Simulations

To investigate performance of the hybrid agent, several series of experiments
were run. The agent played with various kinds of simulated ’users’, i.e. pro-
cesses displaying different dynamics and randomness. Those included:

e static (or stationary) 0-level user with a random policy,

e ’linear’ user: a dynamic 0O-level agent with the initial and the final prefer-
ences po, pioo generated at random, and the rest evolving in a linear way:
pi = po + (p1o0 — po)/100,

e ’'stepping’ user: same as the ’linear’ one except that the preferences change
after every 30 steps: p;(b) = po(b) + (2 div 30)(p10oo(b) — po(b))/3,

e ’cheater’: a user that chooses the action ’cheat’ with probability of 1.0,

e ’'malicious’: an adversary 0-level user with a stationary random policy for
the first 30 rounds, then switching to the ’cheater’ policy.
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Fig. 2. Hybrid agents vs. single-model agents: the average payoffs for single-minded
users

1000000 independent random interactions (a sequence of 100 rounds each)
have been simulated for every particular setting; the average results are pre-
sented in the following subsections.
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3.1 Playing Against Single-Minded Users

The user has been assumed rather simple-minded in the first series of ex-
periments, in order to get rid of the exploration/exploitation tradeoff. Thus,
it has been assumed that the user’s response doesn’t depend on the actual
offer being made: p(cheat), p(accept) and p(skip) are the same regardless of the
offer (if he’s dishonest, he cheats for a small reward as well as a big one, for
instance). In consequence, no specific exploration strategy is necessary — ev-
ery action the agent can choose will reveal exactly the same about the user’s
policy — so the agent can just maximize eval(a) when making her decisions.
The results for various types of users are presented on figure 2. The hybrid
agent is almost never worse than the agent using only the user’s profile (even
for the static user), and in the most risky moments she plays much safer than
the latter. At the same time, she has the potential to play positively better
than the ’default model’ agent. Some simulations were also run for a modified
version of the banking game (representing a situation in which the agent’s
decisions involve less risk) with similar results (see figure 3).

The ’single-mindedness’ assumption looks like a rough simplification. On
the other hand, the preferences of a particular user (with respect to different
offers) are hardly uncorrelated in the real world. For most human agents the
situation seems to be somewhere between both extremes: if the user tends to
cheat, he may cheat in many cases (although not all by any means); if the user
is generally honest, he’ll rather not cheat (although the temptation can be
too strong if the reward for cheating is very high). Therefore the assumption
that the user has the same policy for all the agent’s offers may be also seen
as the simplest way of collaborative modeling [10]. Section 3.3 gives some
more rationale for this kind of assumption, while in the next section users
with multi-dimensional (uncorrelated) policies are studied to complete the
picture.

3.2 Experiments for Users with More Complex Policies

In this section users are simulated with no restriction on the relation between
their conditional policies p(:|safe), p(-|normal) and p(-|risky). Boltzmann explo-
ration strategy is used to deal with the exploration-exploitation problem: the
agent chooses action a with probability P(a) = e®*@/(®/T 3" eevall@)/T [1),
As the possible rewards span a relatively large interval (we are using the
first payoff table again), the initial temperature parameter is relatively high:
To = 100, and the decay factor is 0.8. Thus T; = To * (0.8)*. The results on
figure 4 show that the double-model agent has some problems with efficient
exploration — in consequence, she plays too safe against a stationary user.
On the other hand, she is much better protected from sudden changes in the
user’s behavior. Moreover, the double-model agent plays much better against
a 'cheater’: she loses 86.9 less than the profile-based agent in the first 15 steps
(after that both agents fare almost the same).
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Fig. 3. Results for the modified game
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Fig. 4. Playing against non-singleminded users

3.3 Matrix Games with No Pure Equilibrium

Let us go back to section 3.1 and to the assumption that the user’s response
doesn’t depend on the actual action from the agent. Note that the assumption
makes perfect sense when the user simply cannot know the agent’s action in
advance. This is the case, for instance, when the negotiation process is longer
and consists of multiple steps, or when some hidden policy of the bank is con-
cerned (instead of particular ’offers’). The game is a matrix game then, and
the 'default’ strategy pair (safe offer,cheat) is the maxmin equilibrium [8].
The games from section 3.1 are somewhat special since they have their equi-
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libria within the set of pure strategies (i.e. single decisions of the agents). For
most matrix games that’s not the case. However, every game has its maxmin
equilibrium within the set of mized strategies (i.e. probabilistic policies). The
set is infinite, but in principle only a finite subset really matters: if the agent
can guess the opponent’s current (mixed) strategy approximately, then there
is a pure strategy with the best expected payoff; otherwise, the agent should
choose her maxmin. An example of such game is presented below. The agent’s
maxmin strategy for this game is Sp = [0.4, 0.4, 0.2]. If any of the players plays
his/her maxmin, the expected output of the game is 0.

bl b2 b3
al|-1 2 0
a2l 0 -2 b
a3l 2 0 -10

Note that in the case of mixed strategies, the strategies can be combined
directly instead of combining the evaluations. Thus in the experiments the
hybrid agent has been choosing the strategy S = C Sprofile + (1-C) Sp
where Sprofile is the strategy with the best estimated payoff. A different way
of decision making calls for a modified confidence measure: the confidence is
now C’ = C for C < 0.4, and ¢’ = max(0.4,3C — 1.9) otherwise. The results
(figure 5) reveal that the hybrid agent is again too cautious when the user
is random and stationary. However, the bottom line in the game is drawn
by a user who can guess the agent’s current strategy .S somehow (it must a
2-level agent rather than O-level, since the banking agent is a 1-level one).
The ’malicious’ user here is defined this way: he uses a random policy for
the first 30 steps, and after that starts choosing the most dangerous action
(the one with the minimal payoff), ’guessing’ the agent’s strategy in advance.
Playing against a user who chooses the most dangerous action all the time,
the hybrid agent was 93.6 better off than the profile-based agent after the
first 50 steps.

4 Conclusions

The experiments presented in this paper suggest that a software agent can
combine machine learning with Game Theory solutions to display more prof-
itable (or at least safer) performance in many cases. The confidence measure
used here is not perfect, and it shows in the results of the simulations. Fur-
ther experiments should include also agents using more sophisticated learning
methods.
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Abstract. The paper introduces a new concept of a collaborative filtering system,
based on application of Bayesian Networks for joint classification of documents and
clustering of clients.
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1 Introduction

An intelligent agent, called recommender [23], is an assistant to the user in
search for useful information exploiting machine learning techniques and data
mining technologies.

There exist two principal approaches to the construction of a recom-
mender systems:

1. content-based approach to document filtering [7,18]
2. collaborative approach, called also social learning, collaborative or social
filtering [12]

The first approach rooted in the tradition of information search is applicable
if the system deals with text only. The system seeks information similar to
that preferred by the user. If a user is interested in some knowledge areas
(represented by documents described by some keywords, phrases), then the
recommender looks for documents with similar content to that articulated.
The basic problem here is to capture all essential contents of a document in
various areas. Even with restriction to text documents most representations
can capture only some aspects of document content which results in weak
system quality.

The second approach relies on exploiting reactions of other users to the
same document (e.g. a course, educational path, a film, etc.). The system
looks for users with similar interests, capabilities etc. and recommends them
necessary information or items. The best known example of such a recom-
mender is probably the ”people who bought this <book> also bought ”
feature of the internet company Amazon, [1].

This approach allows for posing questions like ”show me information I've
never seen but it turned interesting to people like me”. Personalized informa-
tion is provided in an iterative process where information is presented and
their ranking is being asked for, just allowing to determine the user profile.
This profile is used to locate other users with similar interests in order to
distinguish groups with similar interests.
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This approach is characterized by two features: First of all the document
relevance is determined in the context of the group and not of a single user.
Second, evaluation of the document is subjective. Hence one can handle com-
plex and heterogeneous evaluation schemas.

A restricted number of users compared to the number of documents causes
a restricted coverage of any evaluation questionnaire. New documents require
collection of information from different users.

From the algorithmic point of view important and effective tools support-
ing social filtering processes are clustering algorithms (e.g. classical k-NN
algorithm), Bayesian classifiers and Bayesian networks.

Bayesian networks [8,25] are more promising with respect to achieved re-
sults both compared to Bayesian classifiers and also to more traditional vector
methods. The reason is that these networks take into account relationships
among variables influencing the decision process, while the Bayesian classi-
fiers assume their independence, and on the other hand vector classifiers have
to assume a common metrics for all variables while this is not required for
Bayesian networks.

2  Basic elements of a social filtering system

The task of social filtering is to predict the utility of an item to a particular
user (called also active user) based on a database of user votes from a sample
of population of other users, [4]. Typically, the items to be recommended are
treated as ”black boxes”: user’s recommendations are based purely on the
votes of his neighbors and not the content of the item. The preferences of a
user, usually a set of votes on an item, constitute a user profile, and these
profiles are compared to build a neighborhood. The key decisions to be made
are concerned with data encoding (applied to represent user’s profile) and
similarity measure (needed to compare profiles). We can distinguish between
memory-based algorithms which operate over the entire user database to
make predictions and model-based social filtering where the user database
is exploited to learn a model which is then used for prediction. Examples of
this last approach are cluster models and Bayesian networks. More detailed
exposition of different approaches to social filtering can be found in [10].

Generally speaking, two elements are needed in the process of social filter-
ing (assume for clarity that we are interesting in recommending a document
to a user):

1. clustering of users/documents in groups of similar ones
2. classifying documents into distinguished categories

In each case the documents have to be described by attributes which may
refer to contents (e.g. presence/absence of a keyword) or to an evaluation by
the user group (e.g. percentage of users that find the document useful, per-
centage of users that obtained some capabilities when studying the document
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etc.). In a similar way we can describe a user in terms of documents that he
found interesting/non-interesting.

2.1 Clustering of documents and users

A naive approach to clustering is as follows. Let Z be an unobserved vari-
able (say, a class variable) taking on a relatively small number of discrete
values (states), zx (1 < k < K). Assuming that the probability of votes are
conditionally independent given membership in Z, the probability model re-
lating joint probability of class and votes vy, , v, takes the "standard” Bayes
formulation

P(Z = z,v1, ..., 0n) = P(Z = z) % H P(v;|Z = z).

i=1,...,n

Since we never observe the class variable in the database of users, we must
apply methods that can learn parameters for modes with hidden variables,
e.g. the Expectation-Maximization algorithm, or EM, [21].

A more complicated model offers the so-called Probabilistic Latent Se-
mantic Analysis (PLSA) [14] where a factored multinomial model is build
based on the assumption of an underlying document generation process. The
starting point is the term-document matrix N of word counts, i.e., N;; de-
notes how often a term (single word or phrase) t; occurs in document d;.
PLSA performs a probabilistic decomposition which is closely related to the
non-negative matrix decomposition. Each factor is identified with a state
2z (1 € k < K) of a latent variable (corresponding somehow to a topic,
group in the document collection) with associated relative frequency esti-
mates P(t;|zx) for each term in the corpus. A document dj is then represented
as a convex combination of factors with mixing weights P(zx|d;), i.e., the pre-
dictive probabilities for terms in a particular document are constrained to be
of the functional form P(ti|dj) = >, P(ti|zk)P(zk|dj), with non-negative
probabilities and two sets of normalization constraints ), P(t;|zx) = 1 for
all k and Y, P(zx|d;) =1 for all j.

Both the factors and the document-specific mixing weights are learned by
maximizing the likelihood of the observed term frequencies. More formally,
PLSA aims at maximizing L = ), - Nij xlog 3~ P(ts|zk)P(zk|d;). Since fac-
tors zk can be interpreted as states of a latent mixing variable associated with
each observation (i.e., word occurrence), the EM algorithm can be applied to
find a local maximum of L.

Empirically, different factors usually capture distinct ”topics” of a docu-
ment collection; by clustering documents according to their dominant factors,
useful topic-specific document clusters often emerge (using the Gaussian fac-
tors of LSA, this approach is known as ”spectral clustering”).

PLSA differs from standard mixture model approach in that it assumes
that a single document d; may belong to different states 2 to different ex-
tents. Hence one can think of clustering induced by PLSA as a non-disjoint
one.
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By analogy, we can treat users as a kind of "documents” that contain
"terms” being the items to be recommended. Each user group may be identi-
fied with a state zi (1 < k < K) of a latent variable (corresponding somehow
to a user group) with associated relative frequency estimates P(d;|zx ) for each
document in the corpus (the probability that a user from the group finds the
document interesting). A user u; is then represented as a convex combination
of factors with mixing weights P(zx|u;), i.e., the predictive probabilities for
document interestingness for a particular user are constrained to be of the
functional form P(d;|u;) = >, P(di|2x)P(2k|u;), with non-negative proba-
bilities and two sets of normalization constraints Y, P(d;|zx) = 1 for all &
and ), P(zklu;) =1 for all j.

Both the factors and the user-specific mixing weights are learned by max-
imizing the likelihood of the observed term frequencies. More formally, PLSA
aims at maximizing L = >, : Nj;log 3" P(d;|2)P(2k|u;), with Ny; mean-
ing if the j®* user is interested in the i** document. Since factors zx can be
interpreted as states of a latent mixing variable associated with each obser-
vation, the EM algorithm can be applied again to find a local maximum of
the above function L.

Notice that not only an attribute like interestingness, but also train-
ing effectiveness, perceived clarity, terms occurring in all documents of in-
terest for the user, links occurring in documents of interest for the user
(in analogy to PHITS of [7]), or even document group interestingness for
a group of users etc. may be the basis for a similar clustering approach.
In fact we may combine them to a single L function of the form L =
Sy N xlog 3oy P'(dilz) Plaelu) + X, NI x log o P(dilz) P(zus) +
>0 N xlog )2y P"'(di|2k) P(2zk|uz) + ..., where the primes refer to different
evaluation aspects. The EM algorithm will be applied here in an analogous
way as done in [6].

2.2 Classifying new documents into the categories

For a long time already Bayesian networks have been applied for free text
classification [19] and other classification tasks. The basic strategy of clas-
sification consists in creation of Bayesian networks for each class of known
documents and in calculating the probability of membership to each class of
a new document (perhaps weighed by a priori class membership). The class
with highest a posteriori probability is considered as the proper class for the
new document.

Notice that, given we are knowing the degree of interestingness of a group
of documents for a group of users, we can easily derive the degree of inter-
estingness of the document for the group of users from the document class
membership.

However, a major problem with Bayesian networks is that the number
of attributes (terms) to be considered is beyond learning capabilities of any
Bayesian network learning algorithm (for a review of the algorithms consult
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[13]). Therefore new algorithms have been devised specially for applications
with huge number of attributes {15,17]. Basic concepts of Bayesian networks
and a new algorithm are briefly introduced in Section 3 below.

2.3 The social network hypothesis

In a number of studies personal opinions play important role in evaluation
of broadly understood documents. The expression of the opinion (vote) is
in the simplest case either positive or negative, and usually a "no opinion”
possibility is also permitted. Failures of public opinion pools of prediction of
votings especially in cases when more than 50

We are currently investigating a different independence hypothesis ex-
ploring the "no opinion” phenomenon. We assume that the decision of ”no
opinion” results from a clash of two types of factors: on the one hand the
matter under consideration, on the other hand the social pressure (opinions
of neighbors, living conditions etc.) which imply a positive or negative mood.
Now the actual vote is positive if both the "mood” and the matter consid-
ered are both positive, the actual vote is negative if both the "mood” and
the matter considered are both negative. Otherwise there is a clash leading
to a ”no opinion” vote.

For simplicity we assume that both the matter and the mood factors are
independent (P(g;,7;) = P(g;) - P(r;)). But we allow for interdependence
between the matters g; as well as between the respondees r;. In particular
both sets of interdependencies may be described e.g. by a Bayesian network.
In case of users we will call it a ”social network”. The notion of a social
network would introduce a kind of fuzzyfied clustering of respondees. Each
respondee is a center of its own cluster to which other belong to the smaller
degree the less we can predict their ”mood” knowing the mood of the cluster
center, that is the further they are in the social network.

In spite of the above-mentioned assumption of independence between the
matter and the mood factors, the actual variables representing the content
of response of the respondee r; to the matter ¢; are dependent because of
the mixing of the two factors in the response. Hence, given the table R with
entries R;; equal to 1, 0, or -1 representing positive, no opinion and negative
votes responder r; to the matter ¢g; cannot be used directly to create Bayesian
networks of matters and responders, because column/row relative frequen-
cies do not approximate probabilities of corresponding r; and g; variables.
Separating the impacts of both sets of variables is simple, however, in this
case. Out of the table Rij we can calculate the "expected relative number
of positively mooded responders” EPR,,s and ”expected relative number of
positively answerable questions” EPQ,0s, the same for negative ones, from
the quadratic equation system:

EPRpos - EPQpos = rel — card(R;; = 1)
(1 = EPRyos) - (1 — EPQpos) = rel — card(R;; = —1)
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(rel - number of n-tuples in the relational table). To approximate relative
frequencies of r; variables, one needs to divide the relative frequencies from
the table R;; by EPQpos, if positive frequencies are calculated, or by (1-
EPQpos) if negative ones. Then the methods of Bayesian network learning
described below are applicable.

We still need to elaborate a more complex model of interaction between
subject matter networks and social networks taking into account possible
missing independence.

3 Bayesian belief networks

A Bayesian network is a directed acyclic graph with nodes representing vari-
ables (events), where nodes are annotated with conditional probability dis-
tribution of the node given its parents in the network [13]. The product of
node annotations over the whole network represents the joint probability dis-
tribution in all variables. Bayesian belief networks were primarily intended
to model a typical causal situation: in a causal chain (network) subsequent
events occur with some probability given one or more preceding ones. One
could learn the model of dependencies among the events given a sufficiently
large database describing identical sets of events governed by the same model,
with one set of events being independent of the other.

The most important issue in modeling via Bayesian networks is the way
they are constructed. One can distinguish situation where both the structure
(the node interconnections) and conditional probability distributions are pro-
vided by the expert. The other extreme is where both are unknown to the
expert. Situations in-between are usually the case (experts may have excellent
knowledge about some dependencies among variables, whereas other may be
partially unclear). The real challenge is when the structure at least partially
is unknown, though estimating conditional probabilities in presence of hid-
den variables may also be a hard task. For instance, in [4] the next strategy
was used: It was assumed that each node in the network corresponds to an
item in the domain and the states of each node correspond to the possible
vote values for each item; also a state "no vote” corresponding to the lack
of data was introduced. Then an algorithm for learning Bayesian networks
from training data was applied. Each item in the resulting network has a set
of parent items that are the best predictors of its votes.

The clue behind the scenes, when classification is our goal, is that we need
to learn and predict at the same time. Hence not all Bayesian network learn-
ing methods known from literature are of comparable value. Some learning
methods, like SGS are strongly oriented towards detecting intrinsic causal re-
lationships among variables. However, reasoning with structures discovered
in this way may be of prohibitive complexity. On the other hand, algorithms
like Chow/Liu or Markov-model learning algorithms learn structures suitable
for efficient reasoning. However, though they possibly either oversimplify the
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relationships or overlook too many conditional dependencies, their time and
space complexity may turn too high. For applications with natural texts
40,000 to 100,000 words is not unusual.

The ETC algorithm [15,17], developed recently in our research group,
overcomes these difficulties by working with a special construct called edge-
tree, representing a tree-like Bayesian network as a tree of edge removals.
When building the Bayesian network, a new node is not compared to all
nodes of the network included so far, but rather to those in one of the subtrees
which reduces the comparison time to logarithmic one.

Experimental implementations of CL (Chow/Liu) and ETC were tested
on identical artificial data sets generated from tree-like Bayesian networks
with binary variables. Networks with 100 up to 2,000 nodes were considered.
Conditional probabilities of success on success and failure on failure of the
variables were varied from 0.6 to 0.9. Branching factors of the underlying trees
were chosen in the range from 2 to 8. Sample sizes ranged from the number
of variables to the tenfold of the number of variables. The sequence of vari-
able inclusions was randomized. The ETC algorithm exhibited consistently
overwhelming advantage in execution time advantage over CL algorithm. In
separate runs (for ETC only, because the runtime of CL exceeded 1 hour for
2,000 variables on a PC Pentium) it has been verified that the construction
time of twenty 45,000 node Bayesian networks lasts 30 minutes or less on a
conventional PC Pentium (twenty networks needed for classification into 20
classes).

In preliminary experiments classification of documents into about 20
classes is performed with 70% accuracy.

4 Envisaged application

The recommender as described above is intended to be foundation of an
e-Advisor system planning educational paths based on information about
knowledge acquired by a student, the educational goals and the interests and
capabilities of a student.

We assume that student knowledge may be described by a vector repre-
senting degree of knowledge acquired in competence areas of interest. Such a
vector may be obtained objectively as a result of properly designed tests or
subjectively as an evaluation of an interviewer. A similar vector may be es-
tablished to describe interests and capabilities of a student. Also educational
goals are described by vectors of degrees of competences targeted at. This
vector is predefined by goals of course participant.

Student descriptions will be used to cluster students either by creating
new profiles (based on some degree of similarity, e.g. cosine, overlap between
the profiles) or to fit them into predefined profiles (like "well prepared stu-
dent”, ”poorly prepared student” etc.). Clustering approaches from section
2.1. or respectively classifying methods from section 2.2 are to be applied. As
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an alternative, application of fuzzy clustering methods [3,20] is considered.
These methods can be used to identify preliminary categorization of the set
of students before and during the training process.

In a similar way one may define the required profiles after the first, second
etc. period of training. Based on similarity measures we can identify degree
of achieving required capabilities and recommend additional training staff.
Initially, the recommender parameters would be set manually, and later, after
collecting sufficient number of cases, the recommender will be trained on data.

Specifically, a Bayesian network (section 3) for each type of course avail-
able for educational path construction would join vectors describing the ini-
tial and final state of knowledge (profiles or sub-profiles) trained by data of
people that completed the course already. For a new person, we would be
capable of calculating probability of attaining required capabilities. Given
a set of alternative courses we can find one that would be most successful
given the initial knowledge and/or skills of the candidate. As such Bayesian
networks can be combined to a cascade, in an analogous way we can evaluate
the formation of a longer educational path.

5 Concluding remarks

This paper presented a Bayesian network approach to collaborative filtering.
Bayesian network technology is proposed especially for classification task.
The user and document clustering is primarily to be performed by PLSA
related techniques. However, if one inspects the EM algorithm as applied
in the literature, he/she can notice unrealistic assumption made about e.g.
independence of terms given the user/document groups. Here also the tree-
like Bayesian networks may play an important role for improving reflection
of real-world data onto the collaborative filtering models. Improvements in
performance are still needed to handle realistic applications, however.
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Abstract. Adaptive web sites automatically improve their organization and pre-
sentation to satisfy needs of individual web users. The paper describes our expe-
riences gained during designing and implementing an adaptive extension to a web
server - AdAgent. AdAgent is based on the adaptation model, where lists of rec-
ommended links are dynamically generated for each browsing user, and embedded
in web pages. AdAgent consists of two components: the off-line module using web
access logs to discover knowledge about users’ behavior, and the on-line module
extending the web server functionality, responsible for dynamic personalization of
web pages.

1 Introduction

In the last few years, adaptive web sites have focused more and more attention
from data mining researchers [2,5-7]. Adaptive web sites dynamically improve
their structure and presentation in order to satisfy needs of individual web
users. Various techniques are used to recognize individual user’s expectations.
In some applications users are explicitly questioned about their preferences,
and then the preferences are used in the future to select the best delivery
format. A different idea is to employ data mining techniques to implicitly
gather preferences of web users. The data source for data mining is usually
a web log file, which stores information about all visits to the web site made
by users. This technique is the most promising one since it does not require
users to fill out any additional web questionnaires.

Designing and implementing adaptive web sites pose many new research
problems. Web log files must be transformed into a logically readable form,
where all complete web access paths of users are identified. Then, the web
access paths must be cleaned in order to remove unwanted noise [4]. The most
typical (frequent) paths must be extracted and clustered into user categories.
New web users must be monitored and their current access paths must be
compared to the most typical ones from the past. Finally, the structure of
web pages must be dynamically changed in order to follow user’s behavior
predictions.
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In this paper we describe our experiences on adaptive web sites implemen-
tation. We have designed a functional model of an adaptive web interface and
implemented a generic web server extension called AdAgent that handles web
site adaptivity. Web designers can use the AdAgent functions by means of
a new tag library which allows them to define presentation features of au-
tomatic recommendations. AdAgent offers various types of recommendation
lists and gives the web designer full control over types and locations of the
lists. Moreover, AdAgent does not require any changes to the web server, and
it can cooperate with popular servers like Apache.

1.1 Related Work

Using web access log mining for web site adaptivity is an area of active re-
search. [7] described the problem of analyzing past user access patterns to
discover common user access behavior. User access logs were examined to
discover clusters of users that exhibit similar information needs. The clus-
ters were used for better understanding of how users visit the web site, what
lead to an improved organization of the web documents for navigational con-
venience. The authors suggestion was to extend a web server in order to
dynamically generate recommended links. In [5,6] the problem of index page
synthesis was addressed. An index page is a web page consisting of links to
a set of pages that cover particular topics. The described PageGather al-
gorithm was used to automatically generate index pages by means of web
access log information analysis. [2] proposed to use frequent itemset cluster-
ing for automated personalization of web site contents. The authors chose
ARHP algorithm (Association Rule Hypergraph Partitioning) for generating
overlapping usage clusters, which were used to automatically customize user
sessions.

2 Architecture of AdAgent Environment

AdAgent was designed to allow web designers to make their sites adaptive by
providing automatically generated lists of recommended links to be embed-
ded in web pages. The lists are generated based on the browsing (navigation)
history of the current user and on the knowledge extracted from access his-
tories of previous users. In our approach, the web designer is given a choice
of several recommendation list types, and is responsible for placing them in
appropriate places within the web pages. The users interact with the adaptive
service normally and do not have to perform any specific actions (like filling
out a questionnaire, etc.) to get a personalized view of the web service. A
very important feature of AdAgent is that it does not require any changes to
the web server, popular web servers can be used together with AdAgent.
Architecture of the AdAgent system is presented in Fig. 1. Typically for
adaptive web site solutions, AdAgent consists of two components. The off-
line module analyzes the web server log, and is responsible for discovering
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knowledge about users’ behavior in the form of clusters of access paths (see
Sect. 3 for details). The on-line module tracks users’ requests and uses knowl-
edge provided by the off-line module for dynamic generation of recommended
links (see Sect. 4 for details). The off-line module is run periodically (e.g.,
once a week), and after completion it notifies the on-line module that its
knowledge buffer has to be refreshed as more recent information is available.
Both AdAgent components are implemented in Java: the off-line module as
a standalone application, the on-line module as a servlet.

Fig.1. AdAgent architecture

The off-line module does not cooperate with the web server directly, it just
reads and analyses the log and writes discovered knowledge to the database
(any database server can be used - in our implementation MS Access was
used). The on-line component extends the functionality of the web server -
it tracks user requests and adds recommendation lists to web pages served.
The web server has to be able to cooperate with some servlet container and
has to support the ECLF log format (in our implementation Apache 1.3.13
with ApacheJServ 1.1.2 was used). HTML files requested by users from the
web server are processed by the on-line AdAgent module. Positions where
dynamic recommendation lists should be embedded are indicated by special
tags. To handle those extra tags the Freemarker package (version 2.0) is used
by the on-line module.

3 Off-line Segmentation of Web Access Paths

The off-line component is responsible for segmentation of web access paths
registered in the web server’s log. The actual segmentation is performed using
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a clustering algorithm. Before the clustering algorithm can be applied, the
log has to be cleaned and access paths have to be extracted from it. The
three general phases of the segmentation process are described below.

3.1 Log Cleaning

Preprocessing is required for clustering of web access sequences as in case of
any advanced analyses of web logs. The log contains entries corresponding to
requests, ordered according to request time. Each entry contains a set of fields
describing one request. AdAgent uses the following fields from ECLF format:
IP address of the client, request time, request type (e.g., GET, POST), re-
quested URL, referrer’s URL, browser type, and HTTP status code. Some
of the fields are used to filter out information that is not relevant, some are
then used to extract access sequences. AdAgent offers an interface to specify
which log entries should be filtered out. In the default configuration, only
entries corresponding to successful accesses to HTML documents using the
GET method are considered for further analysis.

3.2 Access Path Extraction

The first step in access path extraction is identifying blocks of requests coming
from the same IP address and the same browser type. Each block contains one
or more access paths but each path is guaranteed to be contained in exactly
one block. In the second step, blocks are analyzed independently. Access paths
are extracted from blocks based on referrer’s URL (used to find ” previous”
pages). The problem with this approach is possibility of ” path crossing” where
determining which of the matching paths should be extended is not possible
(AdAgent does not rely on any additional session tracking mechanisms). To
avoid the risk of generating false paths, AdAgent cuts the crossing paths
before the crossing point, and starts a new path from there. The result is the
set of reliable access paths, some of which may in fact be fragments of actual
ones.

3.3 Access Path Clustering

For access path clustering a slightly modified version of the POPC-J al-
gorithm ([3]) is applied. POPC-J clusters sequences based on co-occurring
frequent sequences (sequential patterns), and can be decomposed into three
phases: Pattern Discovery Phase, Initialization Phase and Merge Phase. Pat-
tern Discovery Phase can be regarded as a preprocessing step, and consists
in finding all frequent subsequences (for some specified frequency threshold,
e.g., by means of AprioriAll algorithm [1]). In the Initialization Phase, for
each frequent pattern a group of web access sequences containing the pattern
is built (sequences that do not support any frequent pattern are ignored).
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Each pattern, together with the list of sequences supporting it, constitutes
a cluster. In the Merge Phase, the similarity matrix for all possible pairs of
clusters is built and maintained. The similarity of two clusters is expressed
as a Jaccard coefficient of cluster contents (each cluster is a set of sequences).
The Jaccard coefficient is one of the well-known set similarity measures:

|Cl N CQI

C1,Cy) = =222
f(C1,Cy) CrUG|

(1)
Clusters are iteratively merged (according to the agglomerative hierarchical
clustering scheme), in each iteration the two most similar clusters are merged
to form a new larger cluster. The result is a hierarchy of possibly overlapping
clusters. Each cluster is described by a set of patterns that are typical for
cluster members.

The original POPC-J algorithm builds a complete cluster hierarchy or
can stop when a desired number of clusters is reached. AdAgent modifies the
stop condition by requiring a given number of ”useful” clusters, i.e., clusters
containing more than a given number of sequences.

4 On-line Recommendations for Navigation

The discovered segments of typical web access paths are used to dynamically
recommend popular navigation paths to new users. The basic idea of dynamic
recommendations is to follow the new user’s web access path and to match
the path against descriptions of the discovered segments. The segment, to
which the user’s web access path is the most similar is then chosen, and
the navigation styles it contains become new recommendations for further
navigation.

4.1 Web Access Path Classification

The current web access path of the user is compared to all the frequent
web access paths from all segments and the corresponding similarities are
evaluated. The segment, for which the sum of the similarities is maximal, is
chosen as the source for the recommendations.

The similarity sim(C,S) between the current web access path C = <
1 Cg ... ¢p > and a discovered frequent path S = < 51 $2 ... $p, > is defined
as follows:

if there exist integers i1 < iz < ... < im,

such that s1 = ¢i;, S2 = Ciy, ... , Sm = Ci,,, then
sim(C, 8) = £(i1) + f(iz) + v+ f(im),

else
sim(C, S) = 0.
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The function f(z) is a relevance function, used to decrease the significance of
user actions that occurred relatively long before. Example implementations
of the f(z) function include f(z) = z/n, f(z) = n — =z, f(z) = z, etc. To
ignore the aging of current web access paths, we may choose f(z) = 1.

Example. Assuming f(z) = z/n, the similarity between the current web
access path C = <N A D F E P C G > and a discovered frequent path S
= < A F C > is the following:

sim(C, S) = £(2) + f(4) + £(7) = 2/8 + 4/8 + 7/8 = 1.6

4.2 Selecting the Best Recommendations

Recommendations are generated from frequent paths describing the best
matching segment. The ordering of the paths depends on two factors: their
support values and their mean distances. The two factors multiplied form
the ordering key. The paths having the highest values of the key are used as
recommendations.

4.3 Nesting Recommendation Directives Inside HTML Pages

In order to offer the generated recommendations to users, a web designer uses
a set of additional HTML tags. The tags define where on the HTML page
the recommendations will be displayed and what kind of generated recom-
mendations will be used. We have defined four types of recommendations:
(1) recommended global links, (2) recommended personal links, (3) recom-
mended frequent links, and (4) recommended hit links. Global links represent
general trends discovered among all users who have visited a given web page.
All users receive identical recommendations. Personal links represent trends
discovered among those users who followed a web access path similar to the
path of the current user. Thus, different groups of users may receive different
recommendations. Frequent links are the logical sum of global links and per-
sonal links. Hit links include the most popular web pages on the whole web
site. They do not depend on the user’s web access path. An example of an
HTML page containing the recommendation tags is given below.

<body>

<h2>0ur recommendations</h2>

<ul>
<list freqlinks("5") as my_recmnd>
<li><a href="${my_recmnd.href}">${my_recmnd.name}</a>
</list>

</ul>

</body>
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The above HTML page displays a list of five recommended frequent links. The
page will be processed by the AdAgent and the required dynamic contents
will be included in the resulting page to be sent to the user. The user will
receive a document similar to the following one.

<body>

<h2>0ur recommendations</h2>

<ul>

<li><a href="cameras.html">0ur new video products</a>
<1li><a href="/company/about.html">HFC Profile</a>

<li><a href="/faqg/index.html">Frequently Asked Questions</a>
<li><a href="dvd_sales.html">DVDs on sale!!!</a>

<li><a href="cnd30.html">Canon D30 Specifications</a>
</ul>

</body>
5 Conclusions

We have presented the AdAgent environment for creating adaptive web sites.
AdAgent is based on the adaptation model, where lists of recommended links
are dynamically generated for each browsing user, and embedded in web
pages. AdAgent’s general architecture is rather typical for adaptive web site
solutions: the system consists of two components: the off-line module dis-
covering knowledge about users’ behavior, and the on-line module extending
the web server, responsible for dynamic personalization. However, there are
several characteristics of AdAgent distinguishing it from previous proposals,
which we believe make it an attractive solution. Firstly, our system offers
various types of recommendation lists and gives the web designer full control
of which kinds of link lists and where will be embedded. Secondly, the clus-
tering algorithm used by AdAgent’s off-line module takes into consideration
sequential dependencies between requests. Finally, AdAgent does not require
any changes to the web server, and can cooperate with popular servers like
Apache.
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Abstract. In this paper we present web-based implementation of the Intelligent
Tutoring System. In the system the strategy selection is made by application of
consensus methods. In the system the tutoring strategy is adapted for the partic-
ular student basing on the successful strategies of other similar students. Domain
knowledge of the system contains traffic regulations in Poland. This area was chosen
to attract potentially many users.

Key words: Web-based systems, Intelligent Tutoring System, Consensus
method

1 Introduction

Web-based DL (Distant Learning) environments are attracting increasing
number of very differentiated users. The great tempo of the whole civiliza-
tion development necessitates continuous education for those people who wish
to keep pace with it. The DL is a method of conducting of a didactic pro-
cess which according to [5] has the following properties: pupils and teachers
are separated, they use modern media to communicate, they communicate
bi-directionally using modern media, the process is controlled by some edu-
cational institution.

The TS (Tutoring Strategy) could be defined as a kind of combination of
means and methods used in the whole didactic process to increase its effec-
tiveness. In most of CAL (Computer Assisted Learning) or DL environments
only single TS is applied. Some specialists, i.e. teachers or tutors, prepare
this strategy for so called typical student — the user of the CAL or DL sys-
tem. The main disadvantage of such systems is keeping the same strategy
despite differences in students’ progresses. To overcome this disadvantage of
the traditional environments ITS (Intelligent Tutoring System) were devel-
oped [3]. Their goal was to develop such CBT (Computer Based Tutoring)
system that could offer every individual optimal conditions for his or her
education by generating the content and controlling the knowledge transfer.
ITS is build from three basic modules [6]: the domain, the student and the
teacher modules. The domain module is responsible for delivering knowledge
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about the domain of the course that could be represented i.e. in forms of
facts and rules. The module is responsible for both delivering the knowledge
to the student as well as testing his or her progress. The students module
records data about the of students knowledge acquisition progress. Finally,
the teacher module contains knowledge about different TS’s.

2 Tutoring strategies

The differences in T'S’s are caused by differences in students’ learning styles,
which in turn are consequences of differences in their cognitive styles. Finding
out the students’ learning styles preferences is quite a difficult task. In the
literature we can find at least several approaches to this problem. In the pa-
per [1] for each learning style perspective one of the two contradictory values
(given in brackets) has been assigned: perception (sensory or intuitive), input
(visual or auditory), organization (inductive or deductive), processing (active
or reflective) and understanding (sequential or global). For each learning per-
spective corresponding teaching style has been assigned accordingly: content
(concrete or abstract), presentation (visual or verbal), organization (induc-
tive or deductive), student participation (active or passive) and perspective
(sequential or global).

Taking into account all the above mentioned TS perspectives with as-
signed values, several different TS’s could be developed. In our application
we distinguished the following TS’s: text, graphic, animated and active. All
the T'S’s have the same content, but they use different means of presentation
and students participation. They are supposed to offer their students the
same knowledge in the domain of the Polish traffic regulation.

Text strategy is based on the Traffic Code regulations presented in the text
form. This strategy was prepared for those users who could easily interpret the
content of the legal regulations, i.e. people with the legal education. Other
people that could benefit this strategy are those who have some practical
knowledge in the field and need only some precise information in the matter
or to be used in the repetitions. In those cases where the student has some
knowledge in the field that were acquired from other sources this strategy
could be used to present also the new concepts.

In the graphic strategy, the main means of presentation is a static picture
taken from the 3D scene that illustrates the presented regulation. Together
with the image the text describing the situation shown in the picture is
presented. This strategy was prepared for those users which prefer learning
using the graphical examples, for example, they could. have visual input
preference, instead of verbal input, but could have some problems with too
complicated interface. In these cases users will pay more attention to the
interface itself than to the presented content.

In the animated strategy the 3D static graphics with the 2D animations
are used. The animation enables the student to imagine how the real traffic
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problem should be solved. Additionally the strategy offers the possibility to
control the animation with the standard video control panel, having also
additional ability to rotate the views. The animation illustrates precisely the
correct behavior of each vehicle and pedestrian from the scene.

The active strategy requires from a student answering the multiple choice
test questions with three answers. This strategy was designed to resemble the
theoretical test that students have to pass making their driving licences in
Poland, because this official test is being given using PC’s. In this strategy,
students acquire their knowledge by try and error method, however in the case
of bad answer the student receives the detailed information explaining why his
answer is incorrect and which is correct. Not to omit important information in
case of giving the correct answer the student is also offered some information
on his good decisions. To avoid the problem of discouraging students in case
of giving too many incorrect answers the strategy was equipped with the hint
mechanism.

3 Consensus based tutoring strategy selection

In the consensus methods we are seeking for such solution that is the most
representative for some subset of the whole set of elements [8]. In the papers
[2,3,7] the adaptive algorithm and the consensus based tutoring strategy se-
lection method were presented. It was assumed that in the CAL environment
the population of students are tutored one course that is divided into lessons.
The TS selection is made after finishing each lesson by taking into account
the test results accomplished by the student. The TS is prepared for each
new lesson or repetition (obligatory in case of failing the test). The history of
the whole system usage, i.e. TS for each student as well as his/her test scores
are stored and used in the consensus based tutoring strategy selection. The
strategy is called a sequence belonging to Cartesian product (K UT)™ for n
being a natural number, where K is a set of knowledge piece presentations
and T is a set of test questions. Let also Sir be the set of strategies. Let .S be
a given student who is characterized by 3 parameters: Begin_Gradeg, Sts: a
sequence of N strategies and End_Grades. One should find a N + 1 strategy
from Str that is optimal for student S.

Procedure: Determining the (N + 1)-th strategy
Step 1: Create set STUDg from set STUD, which consists of such tuples
stud = (Begin-Grade, St, End_Grade), where St is restricted to N strate-
gies for which distance di (studs, stud) < € (where € is some threshold)
Step 2: On the basis of set STUDg create set STUD’s where
STUD’s = {(N + 1)-th strategy of sequence St where St € STUDg}
Step 3: Determine such strategy St* from Sir as the consensus for set
STUD’s, such that

Z da(St*,s’) = min Z da(s,s)

St
s'€STUDs SESU L eSTUDS




108 Janusz Sobecki, Krzysztof Morel, and Tomasz Bednarczuk

Step 4: Take St* as the (N + 1)-th strategy for the student S.

4 TImplementation of the traffic regulation course

In our implementation several modifications have been introduced to the
strategy selection procedure presented above. First, the set STUDg is de-
termined on the basis resemblance of the explicit preferences given by the
students. To consider only the successful strategies we can take into account
only those students, whose tests results are above the desired threshold. Here,
the distance function d; equals Euclidean distance among several preference
values.

The implemented course has been divided into 7 lessons. Each lesson cov-
ers several topics. Each topic could be presented using different scenes, which
could belong to one of the three strategy types. To preserve the consistency
of each lesson it was necessary to enumerate all possible scenes combinations
for each lesson. We stored all the scene combinations in the database and we
denote them by the set Str. As the same topic could be presented using differ-
ent number of scenes, null scenes were entered to obtain equal topic lengths.
To reduce the computation time of the application we also computed all the
distances between all the combinations of scenes for all the lessons in advance
and stored them in the database. We used the distance function:

n

da (z,y) = Z (i 0 ys),

=1

where: aob =0,if a =band aob =1, if a # b; n is the number of scenes
in the longest combination; z, y are scenes combinations; z; and y; are scene
identifiers. Having defined the distance between combinations, we can define
the distance function for the consensus profile {8]. In our case the profile is
denoted by Str* and contains the combinations from Str that were studied
by students from the set STUDs:

(z, Str") ng z,Yi),

where: z is the element of the set Str; n is the number of elements in the
profile Str*; y; is i-th element of the profile Str*. So the consensus function
in the space (Str, d2) is defined as follows:

e(Str*) = {x € Str:ds (z,Str*) = min ds (y,Str*)} ,
yeStr

In consequence the strategy we are looking for belongs to the set ¢(Str*).
To test the knowledge acquired by the students, after each lesson students
have to pass the multiple choice test with randomly selected questions. Each
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question from the test is associated with the particular topic. Then, if the
student makes too many errors or fails to answer more than one question
associated with the same topic, the whole topic should be repeated. The
strategy selection is repeated each time the student starts a new lesson or
has to repeat its fragment. In case of repeating the whole lesson from the Str
space the recent strategy is removed and the whole process is repeated.

After completing all the seven lessons the student is tested with 18 ques-
tions test generated randomly from the set of about 110 questions. After
completing the test student is able to see his or her results.

5 Summary

The application was implemented in the 3-layer architecture. The presenta-
tion layer was implemented in Macromedia Flash, the application layer was
implemented in PHP and database layer in MS-SQL server. This type of
architecture is the most flexible and enables easier modification. Nowadays
the method should be verified with a larger group of users. So far we were
able to test the application with about 20 users but we considered mainly
the usefulness of the strategies and the utility of the application itself. In the
near future we have to evaluate the efficiency of the TS adaptive selection
consensus method by comparing final test results.
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Abstract. We investigate the possibility of web information discovery and extrac-
tion by means of a modular architecture analysing separately the multiple forms of
information presentation, such as free text, structured text, URLs and hyperlinks,
by independent knowledge-based modules. First experiments in discovering a rel-
atively easy target, general company descriptions, suggests that web information
can be efficiently retrieved in this way. Thanks to the separation of data types,
individual knowledge bases can be much simpler than those used in information
extraction over unified representations.

1 Introduction

Until recently, performance improvements of web search engines have mostly
been connected with enhancement and accumulation of hardware resources.
This was partly due to the fact that the engines represented documents, in
accordance with traditional information retrieval (IR), by keyword indices,
regardless their internal structure and connectivity. The first serious alterna-
tive to this ‘brute force’ approach was the introduction of a ‘link—counting’
algorithm into Google and related efforts in hub/authority analysis, including
term weighing according to the position in an HTML tag or interlinked pages.
Still, the essence of these approaches was the retrieval of single, whole doc-
uments, according to some generic, numerical relevance measure on uniform
document representation.

On the other hand, the discipline of information extraction (IE), which
aims at retrieving textual information below the document level, relies on
task—specific, symbolic extraction patterns!. In principle, IE can improve
both the accuracy and completeness of web IR. Instead of whole pages, only
the fragments containing desired information can be returned to the user.
These may not be all parts of text containing the gquery term, and even

! We consider pattern-based extraction from loosely structured or unstructured
pages, not wrapper—based extraction from database-like pages [10,11].
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may not contain it at all (nor its thesaurus synonyms). For example, when
seeking the address of a particular company, we are not interested in phrases
such as "we address the whole range of problems related to...” but specific
semi-structured text in a certain page of the website. The address could be
recognised by specific phrases occurring in its neighbourhood (”Where can
you find us?”) or merely by its internal structure (particular combinations of
lower /uppercase text, numerals and special symbols).

A clear disadvantage is however the high computational cost of IE, which
(in contrast to optimised search of keyword indices in IR) has to parse the
intricate structure of source documents. Approaches that take into account
the complexity of structures such as HI'ML trees and link connectivity tend
to use powerful representational languages based on first—order logic [8]; this
however entails the use of complex (and thus slow) reasoners. Therefore, IE
was mostly assumed to be applied offline, with the extracted text being stored
in a database. Conversely, if IE were to be adopted by online search engines,
without dramatic performance degradation, extraction patterns should be
simple and/or used only selectively. In fact, simpler (and thus more compre-
hensible) patterns are preferable even if there is no time pressure.

The principle we suggest is the decomposition of web IE tasks according
to the types of data (structures) to be analysed; we denote it as multiway
analysis. The configuration of extraction system for a particular task will
consist of several (generic) analytical modules equipped with (task-specific)
knowledge bases, exchanging information by means of messages conforming
to a shared ontology. In this paper, we explore a very simple scenario of
multiway analysis of company web pages targeting their general descriptions
(company profiles). In section 2 we outline the principles and report on the
current state of our Rainbow system for multiway web analysis. In section 3
we present some empirical results for extraction of company descriptions.
In section 4 we compare our approach with the state of the art. Finally, in
section 5 we summarise the contents and outline the future work.

2 The Rainbow Architecture

The central idea of the Rainbow? system (Reusable Architecture for INtel-
ligent Brokering Of Web information access) is the separation of different
web analysis tasks according to the syntactical type of data involved. In this
way, the natural complementarity and/or redundancy of information inferable
from different types of data co—existing on the web should give way to ro-
bust and reusable applications. The prospective suite of metadata—acquisition
components will consist of specialised modules for

2 For more information see http://rainbow.vse.cz. Beyond the acronym, the
name is motivated by the idea that the individual modules for analysis of web
data should synergistically ‘shed light’ on the web content, in a similar way as
the different colours of the rainbow join together to form the visible light.
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analysis of the (free-text—sentence) linguistic structure
analysis of the HT'ML mark-up structure

analysis of URL addressing

analysis of explicit metadata (in META tags and RDF)
analysis of the link topology

analysis of images

plus additional modules handling source data as well as interaction with users
and external services.

The syntactic (data—type—oriented) labour division enables:

1. toreuse low-level analysis routines, which do not significantly differ across
the tasks and application domains

2. to exploit the possibly deep—and—narrow specialisation of application de-
velopers (e. g. in linguistics, graphs, or image processing)

3. to perform data mining (for important abstraction patterns) on simple,
homogeneous representations of data, and thus more efficiently?.

The implementation of the architecture is currently limited to a quite
primitive running prototype. The functionality of modules is realised by
means of web services a priori defined by the WSDL [4] interface descrip-
tion. The model of communication is limited to synchronous requests and
answers represented by means of the SOAP [3] protocol.

The current version of the linguistic module is able to extract interesting
sentences®. The criterion for selecting sentences is the presence of one of a
family of ‘indicators’, which have been collected, for the company description
problem addressed in this paper, by offline data mining in a web directory
(Open Directory [1]). The key idea of this mining is the fact that indicators are
often syntactically linked, in the text, to the ‘heading’ terms of directory pages
pointing to the respective company pages. This enables to bypass manual
labelling of cases for extraction pattern learning. For more details see [9].

Other analytical modules have either been implemented within Rainbow
in a trivial manner (selection of useful types of META tags), exist as a stand-
alone program (URL analysis, see [14], and HTML mark-up analysis), as a
dedicated, domain-specific application (image analysis) or merely as design
models plus informal knowledge bases (link topology analysis).

3 An obvious risk related to the last point is that of missing some aspects of infor-
mation perceivable only in combination of multiple types of data. We however
hope that a large proportion of such combinations can be captured at the level of
inter-module communication (ontology concepts), without mixing the low-level
representations.

4 The version of linguistic module capable of term-level extraction and distinguish-
ing specific information classes is forthcoming.
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In addition to the analysis modules, a source data component has been
developed, which is responsible for the acquisition (incl. the removal of dupli-
cate pages), cleaning, storage and provision of source data. For the acquisition
of data, a usual web spider has been created. The cleaning amounts to a con-
version of common HTML to well-formed XHTML. The data are then stored
in a relational database and sent to the other modules on request.

Finally, a (testbed) navigation interface has been built, in the form of
plug—in panel in the open—source Mozilla browser. Every time a new page
is opened in the browser, it is downloaded and pre—processed (provided not
yet in the database), the analysis modules are invoked, and their results
are displayed. The three sections of the panel currently correspond to the
sentences provided by linguistic analysis, to the content of selected META
tags, and to the listing of ‘similar’ pages provided by Google (as an additional,
external web service).

The process of building a knowledge base for a particular analysis module,
within a particular Rainbow-based application, should rely on the analysis of
problem domain (usually including interaction with domain experts and/or
data mining) by the responsible developer—knowledge engineer specialised
in the particular type of data. The result should ultimately have the form of
knowledge base connecting high—level semantic concepts (such as categories
of web pages, images, or textual ‘messages’) to data—type—specific features
(such as sets of ‘synonymous’ URL strings, free—text terms, or skeletal HTML
structures). In order for the whole collection of knowledge bases to be con-
sistent, the developers should interact with each other ‘on behalf of their
modules’ and unify their views of the domain; this unification will be mate-
rialised in a formal ontology. Currently, a top-level ontology of web objects
(with 30 classes and 12 slots) has been developed in the OIL language [7],
which enables automatic consistency testing. The top-level ontology has one
task—specific extension for pornography recognition (with 12 classes); the ex-
tension for the OOPS domain (focal in this paper, see next section) is also
being elaborated. For more details, see [15].

3 Discovery of Company Descriptions

As starting point for testing our multiway approach, we selected a rather sim-
ple task: discovery of general company descriptions (profiles) from websites
of ‘organisations offering products or services’ (we therefore use the acronym
OOPS). The descriptions delimit the areas of expertise of the company and
the generic types of products and services. They can be presented as free—
text paragraphs, as HTML structures such as lists or tables, or as content of
META tags such as keywords or description®. The profile usually occurs ei-
ther immediately at the main page of the site, or at a page directly referenced

5 The former are lists of terms while the latter are either lists or free-text para-
graphs.
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Table 1. Presence of ’'profile’ information about the company
Main | Follow—up Only Overall
Information present in page (profile) | follow—up | Overall (% of
page page sample)
META tags 28 10 4 32 89
Free text 11 15 12 23 64
Free text, discovered (FTD) 8 8 7 15 42
FTD while not in META 2 5 5 3 8
HTML-structured text 3 3 3 6 17

by this page. The URL of such profile—page is very likely to be ‘indicative’.
This favourises ‘navigational’ access: rather than analysing exhaustively the
whole website, the link can be followed from the main page.

In our experiment, we randomly chose 50 websites, whose main page
was referenced by the ‘Business’ part of Open Directory [1]. Of these, 36
sites could be considered as directly belonging to ‘OOPS’; other were multi-
purpose portals or information pages. We exploited the Rainbow system in
its current state, i.e. the source data module to acquire and pre—process the
pages, the linguistic and metadata analysis to extract information, and the
navigational assistant to view the results. The simple task-specific knowledge
base for linguistic analysis contained only the 10 most frequent ‘indicators’
such as ‘offer’, ‘provide’ or ‘specialise in’. Since the URL analyser (originally
developed for the VSEved meta-search tool [2]) was not yet operationally
connected to Rainbow, we simulated its behaviour by observing the links on
the page and following them manually. As ‘knowledge base’ for URL-based
detection of profile page, we set up® a collection of four significant strings,
namely: about, company, overview, profile.

Table 1 lists the numbers of websites (among the 36 in the pre-selected
sample) that contained the target information in the respective forms. For
free text, we distinguish the cases where the presence of company profile was
verified only visually, those where it has been detected by Rainbow (denoted
as ‘FTD’), and, most specifically, those where the target terms from free text
(successfully detected by Rainbow) were not contained in META tags. Note
that, in this particular row, the fourth column is not equal to the sum of first
and third, since cases when information in free text and META tags matched
accross the two pages also had to be ignored.

We can see that profile information is often contained in META tags as
well as in free text, but quite rarely in structured HTML form. It might seem

6 We arrived at this collection after having processed the first 20 pages and have not
changed it afterwards. Admittedly, this is not a sound cross—validation method-
ology, it could be however tolerated given the triviality of the task.
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Table 2. Link to the profile page

Recognisable by Cases Cases (%)
Both anchor text (or ALT) and URL 15 62
Anchor text, not URL 4 17
URL, not anchor text 2 9
Neither anchor text nor URL 3 12
Total (page exists) 24 100

that the added value of linguistic analysis is low compared to META tags
(which are available more easily). Note however that in most cases, META
tags contain an unsorted mixture of keywords including both generic and
specific terms related to the company, products as well as customers. Pars-
ing the free—text sentences can help distinguish among semantically different
categories of important terms.

Table 2 shows the availability and accessibility of a specialised ‘profile’
page. We can see that only 3 of the 24 pages did not have the link denoted
by one of the four terms from our set. Analysis of URL (as specific data
structure) is more-or-less redundant here since the same information can
mostly be obtained from the anchor text of the link, or from the ALT text
if there is an image instead of textual anchor. Never mind, our hypothesis of
‘informative’ URLs has been confirmed.

4 Related Work

As mentioned earlier, information extraction has already been applied on
loosely-structured web pages [8,13], however, without clear separation of dif-
ferent types of data. The representation is typically mixed, which increases
the expressive power but decreases tractability and maintainability. For ex-
ample, an usual extraction pattern for our task might look, in Horn logic,

like

profile\_of (S,0) IF
main_page(P1) AND has_owner (P1,0) AND has_url(P1,U) AND
AND refers(U,P2) AND contains(P2,S) AND sentence(S) AND
AND contains(S,T) AND term(T) AND semantic_of (offering,T).

In contrast, we can decompose it to several parts processed by differ-
ent modules (with optimised internal representation) that only exchange in-
stances of ontology concepts such as ‘profile-page’ or ’profile-sentence’. Deal-
ing with explicit ontology concepts leads to ‘folded’ and thus much simpler
representation. Clearly, this approach disables ‘global’ learning of extraction
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patterns; we rather rely on careful knowledge modelling assisted with targeted
data mining.

The particular task of company profile extraction has been addressed
by Krotzch [12]. Their approach is similar to ours in the attention paid to
multiple modes of information presentation on the web, namely HTML struc-
tures and phrasal patterns. They concentrated on a specific domain, casting
technology; compared to our domain—neutral approach, their technique is
thus more precise and comprehensive but not directly reusable for other do-
mains. Ester [6] also account for different classes of company pages: they apply
probabilistic techniques (Naive Bayes and Markov chains) to classify whole
company websites based on classes of individual pages. There is however no
extraction of information below the page level.

5 Conclusions and Future Work

We have described an architecture for multiway analysis of websites, with
modules specialised in different types of data, as well as an experiment tar-
geted at general company information (profiles). Since the experiment was
a small-scale one, the concrete results should not be generalised as ‘typical
company website patterns’. Rather, the goal was to witness the potential
benefit of multiway analysis. In this sense, the variability of ‘indicators’ (be
it phrasal terms or URL patterns) at company websites seems to be reason-
ably low to be covered by simple knowledge bases. We however do not believe
that it can be covered by a few hardwired heuristics: knowledge engineering
as well as data mining effort is required to obtain satisfactory performance.

In the nearest future, we would like to proceed to more complex prob-
lems, in particular those requiring thorough analysis of HTML structures; a
new module dealing with this sort of tree—structured data is already being
built. For complex tasks, however, the modules cannot be as tightly cou-
pled as in the current implementation. Instead, we propose the adoption of
problem-solving methods (PSM) in order to design (navigational) web IE ap-
plications ‘on the fly’ with minimal effort. The PSM technology has recently
been used to construct semi—automatically component—based applications for
traditional reasoning tasks such as diagnosis or planning [5]. We however as-
sume that it can be used for IE as well, thanks to the knowledge—intensive
nature of this task. Finally, we plan to couple one of the future versions of
Rainbow with a powerful fulltext database system (developed by our partner
university), which could help focus the actual IE to the most promising parts
of a website.
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Abstract. This paper presents a project whose aim is to retrieve information in
geographical documents. It relies on the generic structure of geographical infor-
mation which relates some phenomena (for example of sociological or economic
nature) with localisations in space and time. The system includes semantic analy-
sers of spatial and temporal expressions, a term extractor (for phenomena), and a
discourse analysis module linking the three components altogether, mostly relying
on Charolles’ discourse universes model. Documents are processed off-line and the
results are stored thanks to an XML markup, ready for queries combining the three
components of geographical information. Ranked lists of dynamically-bounded pas-
sages are returned as answers.

1 Introduction: Querying Geographical Document

This paper is concerned with Infomation Retrieval (IR) from geographical
documents, i.e. documents with a major geographic component. They con-
stitue an important source of geographical information and are massively
produced and consumed by academics as well as state organisations, market-
ing services of private companies and so on. The GeoSem! project starts from
the observation of a strong, characteristic, structure of graphical information
which relates some phenomena (possibly quantified, either in a numeric or
qualitative manner) with a spatial and, often, temporal localisation. Fig. 1
gives and example extracted from our favourite corpus [Hérin, 1994}, relative
to the educational system in France (note that we are mainly interested in
human geography, where the phenomena under consideration are of social or
economic nature). As a consequence, a natural way to query documents will
be through a 3-component topic based on the "phenomena", space and time
aspects, and the three should co-operate to elaborate the answer. A second
general remark concerns the form of geographical documents: they are often
long or very long (books, long reports or articles) and typically include both
a textual and graphical component (maps or various statistical tables). A

! Semantic Analysis of Geographical Documents (GeoSem) : collaboration between
GREYC, ESO (Caen), ERSS (Toulouse), EPFL (Lausanne), supported by the
CNRS program "Société de I'Information".
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consequence is that answers to IR queries should consist of passages rather
than whole documents. Co-operation between text and illustration should be
taken into consideration as well, though this aspect will not be presented in
this paper (see [Malandain, 2001]).

De 1965 a 1985, le nombre de lycéens a augmenté de 70%, mais
selon des rythmes et avec des intensités différents selon les académies et
les départements. Faible dans le Sud-Ouest et le Massif Central,
modérée en Bretagne et a Paris, 'augmentation a été considérable dans
le Centre-Ouest, et en Alsace. [...] Intervient aussi ’allongement des
scolarités, qui a été plus marqué dans les départements ou, au milieu
des années 1960, la poursuite des études aprés I’école primaire
était loin d’étre la régle.

From 1965 to 1985, the number of high-school students has
increased by 70%, but at different rythms and intensities depending on
academies and departments. Lower in South-West and Massif Cen-
tral, moderate in Brittany and Parts, the rise has been considerable in
Mid- West and Alsace. [...] Also occurs the schooling duration in-
crease which was more important in departments where, in the middle
of the 60’s, study continuation after primary school was far from
being systematic.

Fig. 1. Excerpt from [Hérin, 1994]

The typical task will then be to answer queries bearing on the three
components of geographical information such as show in Fig. 2. The answer
should consist of a ranked list of passages in a collection of documents. From
the technical viewpoint, as indicated by the name of the project, we lay stress
on a deep linguistic analysis and especially on semantic aspects, including
the discourse level. Documents have to be processed off-line and the results
stored thanks to an XML semantic markup, exploited in subsequent queries.
Hence, to situate the project among current research, we see that the goals
are those of document retrieval, but at an intra-document level, selecting
passages [Callan, 1994]. But the methods are rather (though not exclusively)
those of information extraction in the sense of MUC’s [Pazienza, 1997] and
we are quite close to answer extraction in the sense of [Molla, 2000].

The paper is organised as follows. Section 2 describes the semantic analy-
sers. Section 3 shows how phenomena are linked to localisations in space and
time. Section 4 presents the application of these semantic analyses to passage
retrieval. We conclude on a brief discussion of the results and intended future
work.
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Retard scolaire dans I’Ouest de la France depuis les années 1950 - Ed-
ucational difficulties in West France since the 50°s

Politiques de sécurité maritime dans la Manche - Navigational security
policies in the Channel

Fig. 2. Typical queries on geographical documents
2 Semantic analyses

It concerns the three aspects : space, time and phenomena but we insist
here on the most characteristic of geographical information, spatial analysis.
Fig. 1 provides some typical examples of spatial expressions (noun or prepo-
sitional phrases) found in geographical documents and Table 1 gives a rough
approximation of the informational structure which they convey. The general
idea is that they refer to a set of "places" in some "zone". The QUANT
part is a quantification expressed by a determiner. The TYPE column de-
scribes which kind of "places" is considered and can include an administrative
characterisation (town, district, region, ...) and a further qualification, either
sociological (rural, urbanised, more or less densely populated, ...) or physical
(near seaboard, mountainous, ...). Finally the ZONE part refers to a "named
entity", like in MUC tradition, but which is here of geographical nature; and
the "position" gives the situation of the "places" under consideration w.r.t.
this entity.

QUANT : TYPE : ZONE

: administrative :  qualification position : named geo. entity
la) Le quart des : : : :
1b) Tous les : départements : : dunord de : la France
1c) Quelques : : :

2) Quelques : villes :  maritimes : de la Normandie

(
(
(
(1d) Quinze
(
(

3) Les : départements : les plus ruraux : situés au sud de : la Loire

(1a/b/c/d): The quarter of / All / Some / Fifteen / districts of north of france
(2) Some seabord towns of Normandy
(8) The most rural districts situated from south of Loire

Table 1. Structure of spatial expressions

The analyser is quite classical, using local, semantic, grammars. We as-
sume a tokenisation and a morphological analysis of the text: presently we
use Tree-Tagger [Schmid, 1994] which delivers the lemma and part-of-speech
(POS) categorisation. This is turned into a form acceptable by Prolog (list of
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terms) and a definite clause grammar (DCG) performs altogether syntactic
and semantic analyses. Prolog proves to be an interesting choice here since it
allows complex semantic computations to be integrated in the grammar, and
unification on feature structures thanks to GULP [Covington, 1994]. The se-
mantics of extracted phrases (represented as feature structures) are exampli-
fied in Fig. 3. Example (1.b) stipulates an exhaustive determination selecting
all entities of the given TYPE (departments) located in ZONE. This zone
matches with the northern half inside the named geographic entity (France).
In (2) the determination (induced by "quelques / some") is relative, i.e. only
a part of the elements given by the type is to be considered. Here, TYPE
stipulates that we only keep from ZONE (Northern Normandy) the "towns"
which are "seabord". Note that the actual model of spatial semantics is in
fact significantly more complex, allowing notably recursivity ("les villes mar-
itimes des départements ruraux du nord de la France / the seaboard towns of
rural districts in north of France"), geometrically defined zones ("le triangle
Avignon-Aix-Marseille / the Avignon-Aiz-Marseille triangle") and different
kinds of enumerations ("dans les départements de Bretagne et de Normandie
/ in the departments of Brittany and Normandy").

Tous les départements du nord de la France / Quelques villes maritimes de la Normandie

-

[det : [type : ezhaustif] [det : [type : relatif]

type : [tygzone : departement]

ty zone : ville
ty zone: pays:|

type : [

geo : maritime
(1b) egn ty zone : region
zone : nom : France egn :
. zone : .
loc : interne nom : Normandie
position : nord loc : interne

L . L J

Fig. 3. Spatial expressions accompanied by their semantic representation

The grammar contains 160 rules, 200 entries in an internal lexicon and
one hundred thousand terms in an external lexicon of geographical names. It
was designed by observation of [Hérin, 1994}, and a qualitative evaluation on
several other texts seems to indicate that we captured correctly the general
structure of spatial expressions. However a more precise, quantitative, evalu-
ation on a wide and diversified corpus is still an open question, left for further
work as discussed in Section 5. How the computed semantic structures allows
spatial querying of the document is an important question, discussed in Sec-
tion 4. Temporal analysis is quite similar and qualitatively easier ; again we
have to analyse phrases such as reproduced in Fig. 4.

Finally, we also proceed to the extraction of expressions that are supposed
to denote phenomena. Adopting a terminological point of view, we assume
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De 1985 4 1994 (From 1985 to 1994) / Au début des années 90 (In the begining of the 90’s)

{ . Iidebut : [annee : 1985]“ [ [type  debut H
periode : annees :

fin: [annee : 1994] annee : 1990

Fig. 4. Temporal expressions accompanied by their semantic representation

that phenomena are denoted by noun phrases, and we extract them using
a DCG that uses no lexicon, but operates after a preliminary POS tagging.
In the example of Fig. 1, it would extract phrases like ’allongement des
scolarités or la poursuite des études aprés [’école primaire. Note that we also
compute semantic values for some phenomena using a domain-dependant
lexical semantic base, but this point is beyond the scope of this paper and
will not be described here.

3 Linking phenomena to spatio-temporal localisations

The previous section explained how three classes of expressions can be ex-
tracted and semantically represented. This part will consider these objects
in the discourse flow in order to study their interactions and produce a com-
posite indexation at the passage level. Our method is based on some assump-
tions that apply specifically to geographical documents, and that led to a
representation of themes as 3-component items involving phenomena, space
and time. Unlike many thematic analysis methods, this one is not focused
on text segmentation, but will instead assume that the discourse is firstly
divided into independant segments, either using structural demarcations or
any higher-level segmentation approach.

In the proposed method, several models are combined into a three-phase
process. The first phase involves extraction of phenomena and spatio-temporal
entities as described before, in order to identify potentially relevant parts of
the discourse. The following ones are set out to evaluate thematic relevance
of extracted entities (represented by numeric values called thematic weights),
and to link relevant items together. This process, which is described below,
will be illustrated using the passage of Fig. 1, where phenomena and spatio-
temporal localisations are highlighted.

The second phase aims to obtain a first evaluation of the thematic rel-
evance of each phenomenon, using a distributional approach similar to seg-
mentation methods described in [Ferret, 1997]. The first step selects repre-
sentative forms, and computes the distributional significance of each of them
relatively to each segment using the tf - idf coeflicient, which evaluates the
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importance of a given form considering its occurrence count in the segment
relatively to its occurrence count in the rest of the document. Relying on
the fact that the distributional significance of a form is representative of its
thematic relevance, the distributional weight is used as a first approximation
of thematic weight of phenomena.

The purpose of the third phase is to link phenomena with their spatio-
temporal localisations, as well as refining thematic weights of phenomena.
To achieve this goal, we use two different and supplementary approaches,
combining syntactic dependancies and Charolles’ discourse universes theory
[Charolles, 1997]. In his theory, Charolles describes how some particular forms
can introduce frames that constrain the interpretation of a text segment. In
the example of Fig. 1, the phrase De 1965 a 1985 introduces a temporal
frame that will determine the interpretation of the rest of the sentence, and
probably of a larger following text span. Charolles defines many frame and
introducer types, but temporal and spatial frames obviously take on partic-
ular importance in our case. Note should be taken that the work presented
here takes place in a wider study of the thematic structure of discourse, but
we focus here on Charolles’ frames model which is particularly well suited
for the addressed task, and for which we developped and implemented an
automatic analysis method.

The critical point regarding discourse frames is to locate their bound-
aries, in order to link phenomena that are contained in a frame to its intro-
ducer. Since temporal and spatial introducers can be identified quite easily
(mostly using positional criteria), the difficult point is the identification of fi-
nal bounds of frames, which is much more subjective. This is achieved thanks
to a combination of various linguistic clues, including enunciative criteria
(like verb tenses cohesion, see [Le Draoulec, 2001]) and semantic computa-
tions (for instance, any spatio-temporal expression that is encountered in a
frame is semantically compared to this frame’s introducer, in order to test
semantic cohesion).

Even if Charolles’ frame model is very important in this method, it does
not match some spatio-temporal localisations that do not behave as frame
introducers, but may still locate punctually one or several phenomena. At the
end of the passage of Fig. 1, we could for example link the temporal phrase
au milieu des années 1960 to the phenomena la poursuite des études apres
l’école primaire. To handle these cases, our method also integrates a syntactic
approach. Since spatio-temporal phrases usually act as temporal or locative
complements, and phrases denoting phenomena as subject or object comple-
ment, these dependancies do not directly match syntactic links, but involve
transitivity along these links. Since an exhaustive syntactic analysis would
be superfluous in our case, these dependancies are established relying on a
waiting/resolution paradigm: as soon as a phenomenon or a localisation is
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encountered, it is either stacked, waiting for a complementary item, or linked
to an already waiting one. To avoid irrelevant links, this method involves
intra-phrastic scope management techniques, mostly based on inter-clausal
marks (like relative pronouns).

As it was mentioned before, the process of linking phenomena to locali-
sations also provides a way to refine their thematic weight. This mechanism
relies on the fact that in geographical discourse, thematically relevant phe-
nomena are likely to be localised spatially and/or temporally. Our method
handles this aspect thanks to the attribution of thematic weights to spatio-
temporal entities, that are propagated to phenomena they are linked to.

4 Document querying for passage retrieval

The process we described here produces, for each discourse passage, a compos-
ite index composed by relevant phenomena along with their spatio-temporal
localisations and thematic weight, as shown in Table 2. IR systems can make
use of these results as an index to obtain passages that are relevant to a
3-component query such as shown in Fig. 2. Our prototype operates on
plain text queries and proceeds to passage retrieval using semantic struc-
tures matching when available, or falling back to lemma matching in last
resort (only for phenomena, since exploiting surface forms is irrelevant for
spatio-temporal expressions).

It should be noted that since phenomena and spatio-temporal expressions
are precisely marked in documents as well as discourse frames and syntactic
links, the search engine is able to dynamically select relevant passages, and
to dynamically establish the bounds of passages for each particular query
instead of using predefined ones (like paragraphs).

P’école primaire jusqu’aux années 1950 | 9.0
le certificat d’études |de 1940 & 1950 3.9
le college maintenant 3.0
les instituteurs not localised 2.0
la loi d’orientation de 1989 2.0

Table 2. Composite indexation of a text passage

The search engine matches temporal expressions quite simply, turning
their abstract semantic forms into time intervals, but the matching of spa-
tial localisations is much more difficult. However, we will outline the way
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our system, linked with a geographical information system (GIS)?, would
be able to compute ranked relevant passages thanks to the structures previ-
ously obtained. Even if some expressions would need a strong spatial model
(cf.the Avignon-Aiz-Marseille triangle), we believe that queries into a GIS are
enough in general case to get relevant results. Assuming that a text contains
the sentences (1a) to (1d) of Table 1 (page 123), let us see how the system
could compute the answer to the following requests:

(r1) Which passages address Calvados district?
(r2) Which passages address Tarn district?

As these requests address districts, we have to focus only on semantics
structures having "district" type. For each structure, it must be known to
what extent the zone (here, district) is relevant regarding the request. First,
we have to know whether the district is included or not in the zone corre-
sponding with the semantic representation of "north of France", common to
examples (1a) to (1d). Therefore, the GIS is requested whether Calvados (for
r1), or Tarn (for r3) is located in the northern half of France. For r3, GIS
answers no. Hence, no passage is selected. In opposite, as GIS answers yes
for r; we have to investigate deeper in order to compute a relevance weight
for examples (1a) to (1d). Finally, we obtain the following ranked list for r;:
(1b), (1d), (1a), (1c) and an empty list for 7.

(1a) The semantics of "the quarter" give (no GIS needed) a weight equal to
25%.

(1b) The semantics of "all" give a weight equal to 100%.

(1c) The semantics of "some" indicate that few entities are concerned. In
this case, we stipulate a number of 5 entities (that’s a heuristic). This
leads us a weight equals to %, n being the number of districts included
in the zone. A request to the GIS gives n = 52. Hence, the weight is
= =9.6%.

(1d) In the same way, we obtain here 12 = 29%.

These principles are partial and prospective. In particular, a relevance
computation method based on a possible change of granularity (towns, dis-
tricts, regions, etc.) between request and answer would be interesting. For
instance, we can obviously say that "north-west of France" deserves a lower
rank than "the districts of the north-west of France" as an answer to request
r1 since Calvados is a district.

2 Database management system that relies on geographical models, allowing spatial
localisation of entities such as towns or districts.
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5 Conclusion and future work

The general purpose of the GeoSem Project is to design a system for informa-
tion retrieval in geographical documents and we have presented in this paper a
first realisation going in that direction. It includes several analysers and com-
bines linguistic methods (with focus on the semantic and the discourse level)
with more standard statistical IR ones. The whole process takes about 30’ on
our favourite corpus [Hérin, 1994}, a 250 pages book. The system is already
able to treat queries with both a temporal and phenomenon component, with
a ranked list of passages as answer. A generic workshop, LinguaStream, was
designed for the project, which allows cumulative annotations of a document
according to different analysers.

Several directions of research will be followed in the near future. For one,
we must extend the query system to include the spatial component as ex-
plained in Section 4. Though processing time is not so crucial for off-line
analysis, we also want to improve the system’s efficiency: working on the
grammars and their implementation techniques (such as bottom-up parsing
and compilation of feature structures as described in [Covington, 1994]), we
hope to gain a factor 2 or 3. Other, possibly more efficient, parsing meth-
ods could also be considered if necessary, provided a good integration in
the LinguaStream platform is preserved. Another important aspect concerns
evaluation of the semantic analysers, esp. the spatial one. We have to com-
pare the semantic structures computed by the system with expected ones and
hence to define a relevant and robust measure of adequation between com-
plex feature structures. Finally we want to run the system on a wider corpus
in order to evaluate robustness of the analysers and the cost of transfer to
different kinds of geographical documents.
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Abstract. Abstract. In order to handle information into the natural language
processing systems the morphological categorization of parts of speech POS must
be represented in two kinds of forms: external - most human readable form and
internal - most computer readable form. This document presents a General Model
that contains an external form to represent morphological categorization based on
attribute value trees AVT and two internal forms based on XML: one for general
morphological information and one for particular information attached to a POS.
Finally it is presented a LIR model that can efficiently be used for strong inflected
languages to generate inflected forms of POS, to spell and annotate POS in a text
and to full indexing a text.

1 Introduction

From a certain point of view we can consider that there are two directions
in which the NLP (Natural Language Processing) is developed: one stress on
the lexicon and the other one stress on the syntax. If we try to put too much
linguistic information in the lexicon, we can arrive in the situation where
for each POS (Part of Speech) we must consider not only information about
its intrinsic value but also a lot of information about its relation with the
others POS. If we try to put too much linguistic information in the syntax
description, we can find ourselves in the situation to consider all the POS of
a language with all their inflected forms as terminals. In both cases the rule
numbers (or the description volume) we need becomes too great and difficult
to manage. We consider that there is a middle way, where the syntactic de-
scription is detailed only to the level of pseudo terminals that have attached a
set, of categories with their values. The morphological description will contain
all the rules that are observed by morphological categories and will associate
these categories and their values to the information from the lexicon. In this
paper we will describe a General Model that contains a mode to structure
morphological information. This model (section 2) and AVT (Attribute Value
Trees) {1] and XML (3]. The three steps of the model are described in the
sections 3,4,5. The morphological information from the General Model can
then be exploited in a particular model. In the section 6 we will describe such
a model named LIR (Lexicon, Inflection, Roots).
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2 The General Model

We will present here a language processing model, the General Model that
can be used to process and store linguistic information. The main components
of the General Model are (see the figure 1):

e The Morphological Configurator Creating (1). It has as input the general
morphological knowledge (usually taken from the classical grammars) and
has as output an AVT morphological configurator (2).

e The conversion from the AVT format to XML format (3). It has as inputs
the AVT morphological configurator and the morphological configurator
DTD. It has as output the morphological configurator in XML format
(4).

e The morphological knowledge acquisition (5). It has as inputs the XML
morphological configurator (4), the particular morphological knowledge
(POS from the lexicon and rules and exceptions taken from the gram-
mars) and the Inflected POS DTD. It has as output the detailed mor-
phological knowledge in XML format (6).

o The particular model generation (7). Using the detailed XML morpho-
logical knowledge (6) different particular models can be generated (8).

3 AVT Morphological Configurator

A Morphological Configurator is a formal description of the morphological
structure of a language. It is based on AVT (Attribute Value Tree). We have
not enough space here to give all the syntax of the AVT representation. We
will indicate only few hints about this representation.

The Morphological Configurator contains an AVT that has associated to
each node attributes (category) and attribute values. Each attribute has asso-
ciated one or many values. Each value can have zero, one or many attributes.

Each attribute has associated some features like:

o inflection: indicates if the category is inflected or not;
e treatment: indicates the name of a procedure that must make the treat-
ment of the category in a Natural Language Processing System (NLP).

Each value has also associated some features like:

e lemma: indicates if the category value will be associated to the POS
lemma;

e lexicon: indicates if the category value is associated to a POS that will
be an entry in the lexicon (if lexicon = entry) a supplementary entry in
the lexicon (if lexicon = supplement) or not an entry in the lexicon (if
lexicon = no);
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Fig. 1. The General Model

e indicative: indicates if the category value is associated or not to a POS
that will be used by an automatic treatment in a NLP to generate the
other inflected forms of this POS;

e treatment: indicates the name of a procedure that must make the treat-
ment of the category value in a NLP.

An attribute can have associated a label (the definition) that can be used
later in a place where it will be substituted by its definition. An attribute
list associated to an attribute value can have also a label that can be used
later in a place where it will be substituted with its definition. Using this
mechanism (similar with the HPSG reentrancy) the AVT description is much
more compact. For example, the AVT for Romanian language morphological
configurator is about four times smaller.

The Morphological Configurator contains also a label dictionary section
that gives in different languages the categories, category values, some abbre-
viations and comments. Therefore the AVT description can be prepared to
be used in different exploitation systems implemented in different languages.
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4 XML Morphological Configurator

The AVT morphological configurator can be converted to an XML format
compatible with a specific DT'D. We present here this DTD named Configu-
rator.

<?xml version="1.0" encoding = "UTF-8"7>

<!ELEMENT configurator (attribute, labelDictionaryx*)>
<IELEMENT attribute (name, valuex)>

<!ELEMENT name (NMTOKEN) >

<!ELEMENT abbreviation (NMTOKEN) >

<!ELEMENT value (name, attributex)>

<!ELEMENT labelDictionary (label)+>

<!ELEMENT label (name, translation, abbreviation)>
<!ELEMENT translation (#PCDATA) >

<!ELEMENT abbreviation (#PCDATA) >
<!ATTLIST configurator

sourcelLanguage NMTOKEN #REQUIRED>
<VATTLIST attribute

inflection (yes | no) #REQUIRED

treatment CDATA #IMPLIED

comment CDATA #IMPLIED>
<IATTLIST value

lemma (yes | no) #REQUIRED

lexicon (entry | supplement | no) #REQUIRED

hint (yes | mno) #REQUIRED

comment CDATA #IMPLIED>
<IATTLIST labelDictionary

usinglanguage NMTOKEN #REQUIRED>

The tag significance can be easily deduced from the previous section.

5 XML Morphological Knowledge

Based on the Inflected POS DTD and XML morphological configurator a
linguist can generate the XML morphological knowledge using the partic-
ular morphological knowledge (specific to a certain language). This XML
morphological knowledge is compatible with a specific DTD. We will present
now such an inflected POS DTD named Wordlist that describes the structure
of the information about each word from lexicon.

<!'ELEMENT wordlist (word+, labelDictionary*)>
<!ELEMENT word (form, (attribute, value)+)>
<IELEMENT form (#PCDATA)>
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<!ELEMENT attribute (NMTOKEN) >
<!ELEMENT value (NMTOKEN) >
<!ELEMENT labelDictionary (label)+>
<!ELEMENT label (name, translation, abbreviation)>
<1ELEMENT name (NMTOKEN) >
<!ELEMENT translation (#PCDATA)>
<!ELEMENT abbreviation (#PCDATA)>
<{ATTLIST form
lexicon (entry | supplement | no) #REQUIRED>
<!ATTLIST wordlist
source_language NMTOKEN #REQUIRED>
<VATTLIST attribute

inflection (yes | no) #REQUIRED

treatment CDATA #IMPLIED

comment CDATA #IMPLIED>
<!ATTLIST value

lemma (yes | no) #REQUIRED

lexicon (entry | supplement | no)  #REQUIRED

hint (yes | no) #REQUIRED

comment CDATA #IMPLIED>
<VATTLIST labelDictionary

usingLanguage NMTOKEN #REQUIRED>

The filling of the XML file with the particular morphological knowledge
for each POS is not at all an easy task. It can be realized with a special
application that works partially automatic (for the regular rules) and partially
manual (for exceptions).

6 LIR Model

Starting from the information that we have in the XML morphological knowl-
edge we can generate different natural language processing models that we
will use in different linguistically purposes. We will present here very shortly
such a model that we will name LIR because it is based on three main struc-
tures: the Lexicon, the Inflection rule collection and the Root collection.

a) The Lezicon contains usually the word lemmas, but also other supple-
mentary forms. We will consider that the lemma is the form of the word on
which applying some transformations we will obtain all the other inflected
forms of the word. Each lemma will have associated all the corresponding
attributes - value pairs. From the previous section results how the lexicon
entries can be deduced.

b} The Inflection Rule Collection is a set of rules that explain how each
inflected form of the word can be obtained from its lemma. Thus the Inflection
Rule Collection will contain a rule for each lemma. Many lemmas can have
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associated the same rule. Each rule will contain an elementary rule for each
inflected form. Each elementary rule contains a set of transformations that
applied to the lemma give the inflected form. There are many possibilities to
describe these elementary rules like the two level model [9]. We will present
here an XML DTD that can be used to describe the structure of the Inflection

Rule Collection.

((insert | delete | replace | add)+)?)>

#REQUIRED>

#REQUIRED
#REQUIRED>

#REQUIRED
#IMPLIED
#REQUIRED
#REQUIRED>

#REQUIRED
#IMPLIED
#REQUIRED
#REQUIRED>
#REQUIRED>

#REQUIRED>

<?xml version="1.0" encoding = "UTF-8"7>
<!ELEMENT inflectionRules (rule+, labelDictionary*)>
<{ELEMENT rule (inflection+)>
<!ELEMENT inflection ((attribute, value)+,
<!ELEMENT attribute (NMTOKEN) >
<!ELEMENT value (NMTOKEN) >
<!ELEMENT insert (#PCDATA) >
<!ELEMENT delete (EMPTY)>
<!ELEMENT replace (#PCDATA) >
<!ELEMENT add (what)>
<!ELEMENT what (word)>
<!ELEMENT word (#PCDATA) >
<!ELEMENT labelDictionary (label)+>
<!ELEMENT label (name, translation, abbreviation)>
<!ELEMENT name (NMTOKEN) >
<!ELEMENT translation (#PCDATA) >
<!ELEMENT abbreviation (#PCDATA) >
<IATTLIST inflection_rules

source_language NMTOKEN
<{ATTLIST insert

from (begin | end)

position CDATA
<IATTLIST delete

from (begin | end)

to (begin | end)

position CDATA

length CDATA
<!ATTLIST replace

from (begin | end)

to (begin | end)

position CDATA

length CDATA
<!ATTLIST add

where (before | after)
<V1ATTLIST word

exclusive (yes | no)
<!ATTLIST label_dictionary
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using_language  NMTOKEN #REQUIRED>

The transformations described by this DTD consist of:

e The insertion (insert) of some characters after a number (position) of
lemma’s characters numbered from (from) the beginning (begin) or from
the end (end) of the lemma.

e The deletion (delete) of some characters in the lemma. The first position
(from) is indicated by the character number (position) numbered starting
from the beginning (begin) or the end (end) of the lemma. The second
position (to) is indicated also by the number of characters (length) num-
bered starting from the beginning (begin) or the end (end) of the lemma.
If the attribute to is missing, then the attribute length indicates the
length of the string to be deleted.

e The replacement (replace) of some characters (the attributes from, to,
position, length have the same meaning as in case of delete.)

e The adding (add) of some new words (word). These words can be added
(where) before the lemma (before) of after the lemma (after). The exclu-
sive attribute indicates if the corresponding word can be followed (yes)
by a non specified sequence or not (no).

¢) The Root Collection. By root we understand here a character sequence
common for many inflected forms of a word. A root can be defined in many
ways. We consider generally that the common root of set of words is the
longest common sequence of characters between the words of the set. A word
can have many roots if the inflected forms are very different. For example,
for the French verb aller we have for indicative present the inflected forms:
(je) vais, (tu) vas, (il) va, (nous) allons, (vous) allez, (ils, elles) vont. If we
consider a minimum length of a root to one character, then there will be the
roots: v- (for the inflected forms vais, vas, va, vont) and all- (for the inflected
form allez). If we consider a minimum length of a root to two characters,
then there will be the roots: va- (for the inflected forms vais, vas, va), and
all- (for the inflected form allez) and vont (for the inflected form vont). The
Root collection contains all the roots considered for all the inflected forms
that are in the lexicon. For each root there is a pointer to the corresponding
word in the lexicon.

In a speller the root collection can be used as follows. We consider different
possible roots for the word that we want to check. Each generated root is
searched in the root collection. For each found root in the root collection we
search the corresponding word in the lexicon. For each different form found
in the lexicon we take the inflected rules form the Inflection Form Collection
and we generate with these rules the inflected forms that can be generated.
If the checked word is found among these generated inflected forms, then the
word is a correct form.

In an annotation process of a text we proceed in the same way but we
can keep also from the Inflection Form Collection the corresponding AVT
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trees associated to the inflected forms that match the checked word. We will
obtain one or more interpretations of the checked word.

7 Conclusions

The General Model and the LIR Model we presented here are based on three
basic data structures: AVT morphological configurator, Morphological Con-
figurator XML DTD and Inflected POS XML DTD. These data structures
are conceived to be used in a computer natural Language processing sys-
tem. In such a system it the linguistic information belongs to a language
and the exploitation user interface belongs possibly to another language. We
presented also an Inflection Rule DTD that can be used to store the inflec-
tion rules and also the corresponding AVT associated with each inflected
form. The AVT morphological configurator formalism was introduced in a
more general language GRAALAN (Grammar Abstract Language) that are
designated to describe the linguistic knowledge used in machine translation
systems. A complete AVT morphological configurator for Romanian language
(that is a high inflected language) was realized. The Romanian AVT mor-
phological Configurator (version 3) contains more than 800 category nodes
and more that 1400 category value nodes.
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Abstract. The amount of information available on the Internet is currently grow-
ing at an incredible rate. However, the lack of efficient indexing is still a major
barrier to effective information retrieval on the web. This paper presents the de-
sign of a technique for content-based indexing and retrieval of relevant documents
from a large collection of documents such as the Internet. The technique aims at
improving the quality of retrieval by capturing the semantics of the documents. It
introduces a thematic relationship between parts of text using a linguistics theory
called Rhetorical Structure Theory (RST) based on cue phrases to determine the
set of rhetorical relations. Once these structures are determined, they can be saved
into a database. We can then query that collection using not only keywords, as tra-
ditional Information retrieval systems, but also rhetorical relations. The indexing
and retrieval technique described in this paper is under development and initial
results on a small number of documents have been very successful.

1 Introduction and Previous Work

Day by day, the Internet is becoming more accessible, computers are becom-
ing faster, and memory is becoming cheaper. As a consequence, even more
documents are placed on the web. The Internet is currently growing at the
rate of 300% per annum and if it maintains its high development growth rate
then retrieval of relevant information will become more of a crucial issue than
what it is today.

A lot of research has gone into developing retrieval systems on the Web
[1],[2],[3]). Despite all that, using current indexing techniques, it has been
reliably estimated that on average only 30% of the returned documents are
relevant to the user’s need, and that 70% of all relevant documents in the col-
lection are never returned [4]. These results are far from ideal considering the
user is still presented with thousands of documents pertaining to a keyword
query in milliseconds. Existing indexing techniques, mainly used by search
engines, are keyword-based. In other words, each document is represented by
a set of meaningful terms (also called descriptors, index terms or keywords)
that are believed to express its content. These keywords are assigned some
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weights depending on factors such as their frequency of occurrence (i.e. us-
ing Boolean vector based, or probabilistic methods [5], [6], [7]). The major
drawback to keyword-based retrieval methods is that they only use a small
amount of the information associated with a document as the basis for rele-
vance decisions. As a consequence, irrelevant information that uses a certain
word in a different context might be retrieved or information where different
words about the desired content are used might be missed. To achieve better
performance, more semantic information about the documents needs to be
captured. Some attempts at improving the traditional techniques using Nat-
ural Language Processing [8], logic [9] and document clustering [10] have
offered some improvements.

The aim of the work presented in this paper is to develop a technique
that analyses the document for content based indexing and retrieval using
a computational and linguistic technique called Rhetorical Structure Theory
(RST) [11]. On the basis of the cue phrases, the rhetorical relations between
units of text are identified. Once these structures are identified, they can be
saved into a database. We can then query that collection using not only key-
words, as traditional information retrieval systems (IRs), but also rhetorical
relations. The technique will focus on capturing the content of the documents
for accurate indexing and retrieval resulting in an enhanced recall. The paper
is composed of four sections. The first section is devoted to the introduction
and previous work, the second section is devoted to the explanation of the
RST using cue phrases and the third section will be devoted to the work
which will followed by the conclusion and future work.

2 Rhetorical Structure Theory (RST)

2.1 Background Information

Efficient document structuring goes back as far as Aristotle [13], who recog-
nised that in coherent documents, parts of text can be related in a number of
ways. A number of researchers have pursued this idea and developed theories
to relate sentences. Amongst these theories, the theory developed by Mann
& Thompson, called Rhetorical Structure Theory (RST') has a number of in-
teresting characteristics [11]. It postulates the existence of about twenty-five
(25) relations and is based on the view that these relations can be used in
a top down recursive manner to relate parts and sub parts of text. RST de-
termines relationships between sentences and through these relationships the
term semantics can be captured. In Table 1 we give some of the relationships
used in RST. Also, these relations can be identified by cue words in the text.
This top down nature means that the documents can be decomposed into
sub-units containing coherent sub-parts with their own rhetorical structure,
and therefore opens up the possibility of extracting only relevant information
from documents. RST is a descriptive theory of a major aspect of organisa-
tion of natural text. It is a linguistically useful method for describing texts
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and characterising their structure. It explains a range of possibilities of struc-
ture by comparing various sorts of ”building blocks” which can be observed
in documents. Using RST, two spans of text (virtually always adjacent, but
exceptions can be found) are related such that one of them has a specific role
relative to the other. A paradigm case is a claim followed by an evidence for
the claim. The claims span a nucleus and the evidence spans a satellite. The
order of spans is not constrained, but there are more likely and less likely

orders for all of the relations.

Table 1. Some common relationships between spans

Relation Name | Nucleus Satellite
Contrast One alternative The other alternative
Elaboration Basic information Additional information
Background Text whose understanding is | Text for facilitating under-
being facilitated standing
Preparation Text to be presented Text which prepares the
reader to expect and inter-
pret the text to be pre-
sented.
Antithesis Ideas favoured by the author | Ideas disfavoured by the au-
thor
Circumstance Text expressing the events | An interpretative context of
or ideas occurring in the in- | situation or time
terpretative context
Condition Action or situation resulting | Conditioning situation
from the occurrence of the
conditioning situation

Four (4) parameters/constraints are used in describing RST relationships,
which are listed as follows:

(i) Constraints on the nucleus
(ii} Constraints on the satellite
)

(iii) Constraints on the combination of nucleus and satellite
(iv) The effect

Text coherence in RST is assumed to arise due to a set of constraints
and an overall effect that are associated with each relation. The constraints
operate on the nucleus (N), the satellite (S), and the combination of nu-
cleus and satellite (N+S). A Volitional Cause relation defined in [11] can be
seen as a constraint data model that operates on nucleus, satellite, and their
combination. Fig. 1 shows how this interaction is defined.

All the rhetorical relations can be assembled into rhetorical structures
trees (RS-trees) organized into the five schemas as shown in Fig. 2.
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Relation name: Volitional Cause

Constraints on N: presents a volitional action or else a situation that
could have arisen from a volitional action

Constraints on S: none

Constraints on the N4S combination: S presents a situation that
could have caused the agent of the volitional action in N to perform that
action; without the presentation of S, R might not regard the action as
motivated or know the particular motivation; N is more central to W'’s
purposes in putting forth the N-S combination than is S.

The effect: R recognizes the situation presented in S as a cause for the
volitional action presented in N Locus of the effect: N and S

Fig. 1. Definition of the Volitional Cause relation

M
(&)

Contrast

Circumstance _/

3 (4)

Joint

Motivation Enablement

v h

Fig. 2. RST five (5) schemas

Four criteria determine the well formedness of an RST tree [11}:

Completeness: a single tree covers the entire text.
Connectedness: each text span in the text, with the exception of the
text span, which covers the entire text, is a node in

the tree.
Uniqueness: text spans have a single parent.
Adjacency: only adjacent text spans can be grouped together to

form larger text spans.
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2.2 Cue Phrases

Cue phrases are words and phrases that connect two or more spans, and add
structure to the discourse in text. Example of cue phrases are: ”first”, ”and”,
"now”, ”accordingly”, ”actually”, ” also”, ”although”, ”basically”, ” because”,
"but”, ”essentially”, ”except”, "finally”, "first”, ” further”, ” generally”, ” how-
ever”, ”in conclusion”, "neither ... nor”, "either ... or”, "as well as”, "rather
than”, etc. Marcu created a set of more than 450 cue phrases [18]. Also Simon
H Corston-Oliver describes a set of linguistic cues that can be identified in a
text as evidence of discourse relations [19]. Mann and Thompson recognize
that rhetorical relations are often signaled by cue words and phrases, but em-
phasize that rhetorical relations can still be discerned even in the absence of
such cues [11]. That connective can be used in order to determine rhetorical
relations that hold between elementary units and between large spans of text.
Using only knowledge of cue phrases, an algorithm may be able to hypothesize
the rhetorical relations. The relation Contrast (see Table 1) can be hypothe-
sized on the basis of the occurrence of the cue word "but”, "however”, etc.
Also, "sometimes”, signals an Elaboration relation. Table 2 presents a sample

set of the cue phrases used in our system to identify rhetorical relations.

Table 2. Set of cues phrases

Contrast Whereas, but, however

Elaboration Also, sometimes, usually, for-example

Circumstance | After, before, while

Condition If, unless, as long as

Cause Because, since

Concession Although, without, even-though
Sequence Until, before, and, later, then
Purpose In order to, so, that

3 The RSTIndex System

As mentioned earlier, the conventional indexing techniques lack in keyword
semantics. In these techniques, both documents and queries are represented
by keywords. For retrieval, a similarity computation is performed between the
two sets of keywords (of a document and query) and if they are sufficiently
similar then the document is retrieved. Since these techniques are keywords-
based, therefore, they also retrieve irrelevant documents. Also, these tech-
niques lack of semantic relationships between different parts of texts.
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We propose a technique that enhance the keyword-based retrieval tech-
niques by capturing the relationships between units (or parts) of texts wher-
ever keywords in text. These relationships are established by using RST.
RST has previously been used on text generation [12], but we are using it
in our proposed technique for the text indexing. RST provides an analysis of
a coherent and carefully written text, and this analysis provides a motivated
account of why each element of the text has been included by the author.
RST gives an account of textual coherence that is independent of the lexical
and grammatical forms of the text. Further investigation on Natural Lan-
guage Understanding techniques can be found in [15]. These techniques aim
at resolving ambiguity and determining the theme of the text in exploring
the roles of certain keywords in a text. This could also add a major refine-
ment to the number of documents retrieved resulting in an enhanced retrieval
precision.

With the growing number of the documents available to users of the Web
and the advance in the Internet technology, more robust and reliable docu-
ment retrieval systems are needed. There is a growing need to understand
the content of a document, compare it with the meanings of the query and
select it only if it is relevant. The proposed approach takes into account the
semantics, context and the structure of documents instead of considering only
keywords (or index terms) for the indexing. This approach creates indices of
a document in three phases, i.e., segmentation, parsing and retrieval. The
first phase determines boundaries of elementary unit using cue phrase, the
second phase determines the rhetorical relations among the elementary units;
and third phase captures the content of the documents for accurate indexing
and retrieval result. The working of these three phases is described in details
in the next three sections. We have borrowed two documents examples (see
Fig. 3) from [18] and these example documents are used as running examples
in this paper.

Document 1

John likes sweets. Most of all, John likes ice cream and chocolate. In con-
trast, Mary likes money and fruits. Especially bananas and strawberries.
Document 2

Because Mary is such a generous man, whenever he is asked for money,
he will give whatever he has, for example: he deserves the ” Citizen of the
year” award.

Fig. 3. Example documents

3.1 Segmentation

Marcu provides a first-order formalization of RST trees, along with an algo-
rithm for constructing all the RST trees compatible with a set of hypothesized
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rhetorical relations for a text [16]. Main function of the segmentation phase is
to identify cue words and phrases that are compatible with various rhetorical
relations (see Table 1). This identification of cue words and phrases is per-
formed by a shallow analysis, essentially pattern matching based on regular-
expressions. For example, Document 1 (in Fig. 3) can be segmented into four
units, as shown below. The elementary units are delimited by square brackets
[18].

[John likes sweets.”!}[Most of all, John likes ice cream and chocolate.?!] [In
contrast, Mary likes money and fruits.“!] [Especially bananas and strawber-
ries. P1]

Whereas Document 2 can be broken down into five units, as shown below.
[Because Mary is such a generous man.4?][- whenever he is asked for money,??]
[he will give whatever he has, for examplecz][- he deserves the ”Citizen of
the year” award.??]

3.2 Parsing

The second phase, after determining the rhetorical relations, performs a com-
putational discourse parser that is used to get the analyses of large text frag-
ments. On the basis of the cue phrases, the principle of the parser consists
in positing rhetorical relations between the identified clauses. These rhetori-
cal relations are then used to assemble RST representations [17]. Rhetorical
Relations (RR) extracted from the text are expressed as a triplet: (relation
name, span 1, span 2).

In Document 1 example, the parser hypothesizes rhetorical relations be-
tween the obtained units. In contrast signalled a Contrast relation. It holds
between unit Al and C1. (for simplicity, we omit the exclusive disjunctive
hypothesis presented by Marcu [18]), we obtain the set given below.

RR(CONTRAST,A1,C1)

RR(ELABORATION,B1,A1)

RR(ELABORATION,D1, C1)

For Document 2, the following result is obtained using the principle of
the non-contiguous spans of the rhetorical relations as shown in schema 5 of
Fig. 2:

RR(EVIDENCE, A2, D2)

RR(CIRCUMSTANCE,B2,C2)

RR(EXAMPLE, C2, A2)

3.3 Retrieval

The previous two sections 3.1 and 3.2 enable us to determine the rhetorical
structure of the text. Once these rhetorical relations are built, and saved,
they can be easily queried. This allows the user to pose queries using rhetor-
ical relations techniques in addition to the traditional keywords-based re-
trieval principle. Rhetorical Relation’s Query (RRQ) is derived from a query
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in the same manner that the corpus text is processed. Consider the query:A3
= "is there anything that contradicts Mary?” An RRQ is then derived:
RR(Contrast,A3,?). Using the relationship ”Relations” (Fig 4), the aim con-
sists of replacing ”?” with the right spans that lets the RRQ true.

3.4 The database

The out of the parsing phase is stored in a relational database. Fig. 4 shows
the Entity-Relationship Diagram (ERD) of the DB schema.

COED
1 1—]

Spans p—m

Relation Name

Docs

L

Fig.4. The ERD of the DB and its schema

Table 3 and Table 4 show the output of the segmentation phase and the
Parsing phase, respectively.

Table 3. Spans Text resulting from the segmentation

Span Id | Span Text Doc Id | Pos.
Al John likes sweets Doc. 1 1

B1 Most of all, John likes ice cream and chocolate | Doc. 1 20
C1 In contrast, Mary likes money and fruits. Doc. 1 69
D1 Especially bananas and strawberries. Doc. 1 111
A2 Because Mary is such a generous man Doc. 2 1
B2 Whenever he is asked for money Doc. 2 | 38
C2 he will give whatever he has, for example Doc. 2 |69
D2 he deserves the ”Citizen of the year” award Doc. 2 111

3.5 Query Data Model

In our model, a query can be atomic or complex. An atomic query is of the
form of an RRQ. A complex query is a sequence and composition of atomic



Framework Design of a Retrieval Document System Based on RST 147

Table 4. Rhetorical relations resulting from the parsing

Relation Name | Id1 | Id2
CONTRAST Al | C1
ELABORATION | B1 | Al
ELABORATION | D1 | C1

EVIDENCE A2 | D2
CIRCUMSTANCE | B2 | C2
EXAMPLE C2 | A2

queries connected with Boolean operators. An RRQ can be derived either
from :

e a keyword-based query: The RRQ will be of the form RR(Any, Span,
?). Suppose that we want to find a document that contains the word ”
money”. The RRQ will be of the form: RR(Any, "money”,?). Document
2 will be returned as a result of the query.

o or rhetorical-based query: The RRQ will be of the form of RR(Relation
name, Span, 7). If we apply this principle for the query A3 of section 3.3,
the RRQ will be of the form: RR(contrast, A3,?) The first search of Mary
in spans table gives us C1 and A2 as a result; so the keyword Mary exists
in two different documents: Document 1 and document 2. Tuning the
search, in accessing the table Relations (using a Join operation), allows
us to reject A2 and thus Document 2. Consequently, the set of irrelevant
document is reduced.

4 Conclusion and Future work

In this paper, we have presented a computational and linguistic technique
for content-based indexing of documents in a large collection of text docu-
ments. We introduced an indexing method, which is a text description theory
called rhetorical structure theory based on cue phrases. RST was created in
the late eighties for text generation primarily, we proposed to employ it for
text indexing. Applying RST showed potential to improve the quality of cur-
rent information retrieval systems. A system that indexes relations is able to
obtain higher precision than a system that utilizes keywords. The segmenta-
tion, the extraction of the rhetorical relations and the storing in the database
could involve some pre-processing time during indexing. This time might be
saved during the retrieval process. It is an undergoing project as it is at its
conceptual level and so far small experiments have been conducted. Future
work includes the development of some experiments based on different docu-
ment topics and sizes. A comparative study on bigger collections will follow.
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The study will compare the results of the agent to other retrieval systems
including the ones used by search engines.
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Abstract. The paper starts with a short overview on areas of application for user
profiles. Subsequently a method to represent user profile in the field of document
retrieval by using query terms and weighted terms of retrieved documents is de-
fined. The method is based on evaluating the pertinence of retrieved documents
by the user. The created sub—profiles are used to express the translation between
terminology used by user and terminology accepted in some field of knowledge.
Finally, the preliminary experiments are discussed.

1 Introduction

In today’s Internet reality, the common facts are: increasingly growing num-
ber of documents in Internet, high frequency of their modifications and, as
consequence, the difficulty for users in finding important and valuable infor-
mation. These problems caused that much attention is paid to helping user
in finding important information in nowadays Internet information retrieval
systems. Individual characteristic and user’s needs are taken under considera-
tion, what leads to system personalization. System personalization is usually
achieved by introducing user model into the information system. User model
might include information about user’s preferences and interests, attitudes
and goals [3,10], knowledge and beliefs [6], personal characteristics [7], or
history of user’s interaction with system [13]. User model is also called user
profile in domain of information retrieval. Profile represents user information
needs, such as interests and preferences.

In literature, few types of application of the user profile in the process of
information retrieval can be distinguished, below.

e Profile can be used for ranking documents received from the information
retrieval system. Such ranking is usually created due to degree of the
similarity between the query and a document (8].

e In system of information filtering, profile can be used as a query in the
process of information filtering. Such profile represents user information
need, relatively stable in time [1].

e There are propositions in the literature to use user profile for query
expansion, base on explicit and implicit information obtained from the
user [5,16].
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The main issue, in the domain of user profile for information retrieval, is the
representation of user information needs and interests. Usually user interests
are represented as a set of keywords or n-dimentional vector of keywords,
where every keyword’s weight or position in vector represents importance
of keyword in representing user interests [8,11]. The approaches with more
sophisticated structures for representing knowledge about user’s preferences
are also applied:

e stereotypes — the set of characteristics of prototype user of some class
of users, sharing the same interests [4], or

e semantic net, which discriminates subject of user interests with underlin-
ing the main topic of interests [2].

The approaches to determine user profile can be also divided into few groups.
The first group includes the methods where user’s interests are stayed explic-
itly by the user in specially prepared forms or during answering standard
questions [4,8], or in the example piece of text, written by the user [12]. The
second group can be these approaches, where user profile is based on the
analysis of terms frequency in user queries directed to information retrieval
system [8]. There is an assumption for these methods that the interest of the
user, represented by a term, is higher as the term is more frequent in the
user query. Analysis of the queries with the use of genetic algorithms [14]
or semantic nets [2] are the extension to this approach. The third group of
approaches includes methods, where the user evaluates documents retrieved
by the system. From documents assessed as interesting (pertinent) by the
user, additional index terms, describing user interests, are added to the user
profile [4,8].

Most of the research in domain of user modelling for information retrieval
considers only user information needs stayed explicitly by the user using the
information retrieval system. The user difficulty in precise expressing the real
information need is frequently neglected. In other words, the fact is ignored
that the user usually does not know, which words he should use to formulate
his interests to receive valuable documents from information retrieval system.
We claim that user can express user’s preferences by valuation of relevance
of retrieved documents.

The purpose of this paper is to present the user profile, which represents
the translation between the terminology used by the user and the termi-
nology accepted in some field of knowledge. This translation is supposed to
describe the meaning of words used by the user in context fixed by pertinent
documents.

2 User profile

Information retrieval system is defined in this paper by four elements: set
of documents D, user profiles P, set of queries () and set of terms in the
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dictionary T. There is retrieval function w : Q — 2P, for each ¢ € Qw(q) C
D. Retrieval function returns the set of documents, which is the answer for
the query q. The set T contains terms from documents, which have been
indexed in the retrieval system (for WWW — in search engine). Set T is
called dictionary, where terms are ordered by index ¢ = 1,...,n. User profile
is an object p from set P, where P is set of all possible user’s profiles. Profile
p is described by function 7, which maps: user’s query g, set of retrieved
documents and previous user profile, into a new user profile. Thus, the profile
is the following structure determined by function 7 : 7(q, Dgp.,, Pn—1) = Dn
. Function 7 is responsible for profile modifications. The function = is valid
for arguments (q, Dy, ., Pn—1) and returns profile p,, where g is the question,
Pn—1 and p, are profiles before and after modification respectively, Dg,.. =
w(q) is the set of the pertinent documents among the documents retrieved for
query ¢, Dy, C D. For user profile we define also the set of user subprofiles
SubP (see below).

User profile is created on the base of information received from the user
after user verification of documents retrieved by the system. During verifica-
tion user points out these documents which he considers pertinent for him.

User query pattern s; we call a Boolean statement, the same as user query
q:s; =715 ATj A... AT, where 7y, is a term t;; € T or negated term
(ﬂtij)l, and for j = 1,2,...,n4; < 4 if j < I. User query pattern s; indicates
subprofile and is connected with only one subprofile.

User subprofile sp € SubP we call n-dimensional vector of weight of terms
from pertinent documents: sp = (wj(.fc{),w](.g),w](.g), .. (k )) where SubP
is the set of subprofiles.

User profile p € P we define as the following structure:

2 k 2 2
(w§ f%w%,;),wﬁ,s),..-,w% )
(k2) | (ko) _ (k2) (kz)
Wy 1y We g s Wy a’y..-
p=(s152 ... 8) (wg 1", wp 5", Wy 3 )
(k) , (km) . (km km
(wll yWia "W )""’wl(,n ))

where: n € N — number of terms in dictionary T, w]( z) — weight of sig-

nificant term t? in user profile (the weight is calculated according to the
frequency of term t7 in pertinent documents retrieved by the system in
k-th retrieval and the frequency of this term in all collection documents,
called cue validity) and the number of modifications made so far for the user

profile (k — 1 modifications) are also respected, s; — user query pattern,
( ](kl ), w](g"), J(kS), e (kl)) user subprofile (user query pattern indicates

one user subprofile umvocally)

! Further instead of designation ti, we will use symbol ¢;. Double indexes were
used for underlining the order in the set T'.
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Position of weight wgci) in subprofile (its co—ordinate in vector of subpro-
file) indicates the significant term ¢ € T. There is an order introduced for
the set T'. Terms from dictionary T are the indexing terms, that index doc-
uments retrieved for the query g; and those terms belong to those pertinent
documents.

Weight of term t; in profile is calculated according to the following for-

mula, proposed in [9]:

1
off) = el 4 2) 0
where: n — number of retrieval of documents made so far for this subprofile
(n=k—1), wg,ki) — weight of significant term ¢ in profile after k-th mod-
ification of subprofile, which is indicated by the pattern s; (i.e. after k-th
document retrieval with use of this subprofile), z; — weight of significant
term t7 in k-th selection of these terms.

3 Modification of user profile

User profile expresses the translation between terminology used by user and
terminology accepted in some field of knowledge. This translation describes
the meaning of word used by user in context fixed by pertinent documents
and it is described by assigning to the user’s query pattern s; a subprofile
('translation’} created during the process of selection of significant terms
t? from pertinent documents. We assume following designations: g; — i-th

user query, D,Si) — set of documents retrieved for user query g;, D((Ii) C D,

D((Ii});er — set of documents pointed by the user as pertinent documents among

documents retrieved for user query g;, Dgger C D((;).

As it was described above, user profile p, is the representation of user
query g;, set of pertinent documents Déger and previous (former) user pro-
file p,,—1. After every retrieval and documents verification made by user, the
profile is modified. The modification is performed according to following pro-
cedure: p; = W(Q1,D,§2€T,po), DPn = ﬂ(qn,Dga)eT,pn_l), where pg — initial
profile, in which weights of all significant terms t? are set to value 0, p; —
profile created after the first time query was asked and the analysis of perti-
nent documents was made, p,, — profile after n-th time the same query was
asked and the analysis of pertinent documents was made.

Traditionally user profile is represented by one n — dimension vector of
terms describing user interests. User interests change, and so should the pro-
file. Usually changes of profile are achieved by modifications of weights of
terms in vector. After appearance of queries from various domains, modifica-
tions made for this profile can lead to unpredictable state of the profile. By
unpredictable state we mean disproportional increase in vector representing
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the profile the weights of some terms, what could not be connected with in-
crease of user interests in domain represented by these terms. The weights of
terms can grow, because of high frequency of these terms in whole collection
of documents, regardless of domain of actual retrieval.

Representation of user profile as one vector could also cause ambiguity
during the use of this profile for query modification. At certain moment user
query refers only to one domain of user’s interests. To use user profile men-
tioned above for current query modification we need a mechanism of choos-
ing from vector of terms representing various user’ interests only these terms
that are connected with domain of current query. To obtain this information,
usually knowledge about relationship between terms from query and profile,
and between terms in profile is needed. In literature, this information is ob-
tained from co-occurrence matrix created for collection of documents [15] or
from semantic net [11]. One of disadvantages of the presented approaches is
that the two structures, namely user profile and structure representing term
dependencies, should be maintain and manage for each user. The other is
that creating the structure representing term relationships is difficult for so
diverging and frequently changing environment as Internet.

There are no such problems for user profile p created in this paper. Af-
ter each retrieval, only weighs of terms from user subprofile identified by
pattern s; (identical as user’s query) are modified, not weighs of all terms
from user profile. Similarly, when profile is used to modify user’s query, direct
translation between current user query ¢; and significant terms from domain
connected with the query is used. In user profile p, existing mapping between
one user query pattern s; and one subprofile represents this translation.

In information retrieval system user profile is created during a period of
time — during sequence of retrievals. There could appear a problem how
many subprofiles should be kept in user profile. We have decided that only
subprofiles that are frequently used for query modifications should not be
deleted. If subprofile is frequently used, it is important for representing user’s
interests.

Modification of user subprofile sp is made always when from the set of
pertinent documents pointed out from retrieved documents by the user the
significant terms ¢? are determined. In the appropriate subprofile modifica-
tions of weights are made only for these terms. Modification of user subprofile
equals to actualisation of weight wj(l? of term ¢Z in subprofile identified by
user query pattern s;. Weight of term t? is calculated according to formula
(1). After each process of retrieval modification takes place in one subprofile
for all significant terms t? obtain during k-th selection of these significant
terms from pertinent documents retrieved for query ¢;, which was asked k-th
time. If the modification took place for significant terms ¢ in whole user pro-
file, it would cause disfigurement of importance of significant term for single

question.
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4 Application of user profile

User profile contains terms selected from pertinent documents. These terms
are good discriminators distinguishing pertinent documents among other doc-
uments of collection and these terms represent whole set of pertinent docu-
ments.

Application of user profile p is performed during each retrieval for user
query g. One of the main problems is selection of significant terms tZ for query
modification. Not all significant terms in subprofile will be appropriate to
modify next user’s query (in this paper, understood as ”to replace”), because
the query becomes to long.

If user asked new query g; to the retrieval system, new pattern s; and
subprofile identified by this pattern are added to the profile. Subprofile is
determined after analysis of pertinent documents. If user asks the next query
and this query is the same as the previous query ¢; the given query is mod-
ified basing on user profile. Modified query is asked to information retrieval
system, retrieved documents are verified by user and subprofile in user profile
is brought up to date. After each next use of the same query as query gj,
subprofile identified by pattern s; better represents user’s interests described
at beginning by the query ¢;. Each next retrieval, with use of subprofile iden-
tified by pattern s;, leads to query narrowing, decrease in the number of
retrieved documents, increase in the number of pertinent documents.

User profile can be used for query modification if pattern s; existing in
profile is identical to current query g; or similar to current query g;. For
example for queries: g, = t; Ata Atg Aty , gp = t1 A —ty, patterns: s; =
t1 Aty Ntz Aty, sp =t A -ty are identical to queries q,, q», respectively, and
patterns: so = to Aty, 54 = t1 N2, s5 =1t Ats, s¢ = to are similar to query
Ga-

If pattern s; is identical to current user query g;, current user query
q; is replaced by r; best significant terms t? from subprofile identified by
pattern s;. If in user profile there are few patterns that are similar to cur-
rent user query g;, all significant terms ¢? from all subprofiles identified by
these patterns are taking under consideration. The weights of all significant
terms t? from subprofiles identified by similar patterns are summing. The n-
dimensional vector of R = (r1,72,...,7,) is created. Coordinates of vector R
are ordered by weight, not by order of dictionary 7. The ranking of all these
significant terms is made and ro best significant terms, which weights are over
Tprofile threshold, replace current user query q;. Parameter r1, ro and other
parameters for choose best significant terms have been set experimentally.

Second situation with replacement of query in case of similar patterns
has a name retrieval hypothesis. We formulate here a hypothesis that if user
query patterns are similar to query, the significant terms ¢? from subprofiles
identified by these patterns have the same sense as terms used by user in
current query and thereby could be appropriate terms to replace current user

query.
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5 Experiments

User profile was implemented as part of Web search engine. The user profile is
used as the mechanism for personalisation of retrieval process. Personalisation
is performed by the query modifications, which appear during information
retrieval. Modification of user query takes place as a result of the analysis
of user interaction with search engine (i.e. documents verification). During
interaction with the user, system automatically asks the modified query to
the search engine and presents the answer.

The experiments are forked into two directions. In the first, preliminary
case, the aim is to prove the usefulness of proposed profile in a test envi-
ronment, where the simulation of retrieval process is arranged. In the second
case — to verify the usefulness during retrievals evaluated by users.

The first case should show that for any field of knowledge the profile con-
verges. It means that starting from any random query, the proposed analyse
of set of pertinent (for the user) documents, the selection method of impor-
tant terms, and the methods of profile creation and query modification will
lead to the set of pertinent documents. In the test environment the sets of
pertinent documents and the set of random queries were established. For ev-
ery random query one experiment was made. The query was asked to the
search engine. The retrieval process was run. If in the answer there were per-
tinent documents, the random query was modified — the significant terms
(from pertinent documents that were found) replaced the random query. The
modified query was automatically asked to the search engine and next per-
tinent documents were found. Each stage of the described cyclic process is
called iteration. The iterations were repeated until all pertinent documents
from the set were found.

The main problem in experiment was to determine the values for parame-
ters described in the preceding chapter. These parameters decide whether or
not all pertinent documents will be found. Initially for every random query,
the values of parameters were constant during whole experiment. But in some
cases it was observed that there is no improvement of retrieval for some ran-
dom queries, in the same iteration number. We noticed that the parameters
should change according to several factors. There are for instance: number of
pertinent documents in the answer (one, two or more), number of iteration
(the number of repetition for the given pertinent document in earlier re-
trievals), length of the pertinent document (number of terms). The heuristics
H were proposed to solve this problem.

The percent of pertinent documents retrieved at every iteration is the
measure of improvement of proposed method. The experiments without and
with heuristics were considered. The results are presented in Table 1.
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Table 1. Average percent (%) of retrieved pertinent documents in the subsequent
iterations.

[Tteration | 1 [ 2 ] 3 [ 4 [..] 11 [..] 50 ]
without H[15,63[25,53[ 49,26 [44,40 [...[52,73].. [52,73
with H _ ]27,76[50,00]100,00]100,00].. .[100,00]...[100,00

6 Discussion

User profile presented in this paper is a new approach to representation of
user’s interests and preferences. By introducing structure of user query pat-
terns and user subprofiles the translation between terminology used by the
user and terminology accepted in some field of knowledge is described. The
preliminary experiments are encouraging. User of WWW search engine re-
ceives support during query formulation, even in the cost of ’hidden itera-
tions’ of searching process. The query is modified in such a way that, for
more cases of retrievals, in next retrievals user will receive set of retrieved
documents which is smaller and consists of better documents. In order to
verify finally the usefulness of presented user profile, more in—depth experi-
ments need to be done and, especially, the experiments from the second case
in which real users will take part in retrieving and assessing the documents.
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Abstract. The paper presents a prototype of a knowledge-based English-Polish
machine translation (MT) system, focusing on issues related to aspect assignment.
We propose a set of heuristic rules based on interlingua (IR) representation provided
by the system. Our method obtains 78%—-88% accuracy of aspect assignment on test
data, which in the absence of a true semantic component, is a very encouraging
result.

1 Introduction

This paper presents a prototype of a knowledge-based English-Polish machine
translation (MT) system, focusing on issues related to aspect assignment.
Although there is no agreement among linguists as to its precise definition,
aspect is pretty much a semantic category which strongly affects overall text
understanding. Aspect is a result of a complex interplay of verb semantics,
tense, mood and pragmatic context but in English it is not overtly marked
on a verb. On the other hand, in Polish, aspect is overtly manifested and in-
corporated into verb morphology. This difference between the two languages
makes English-Polish translation particularly difficult as it requires contex-
tual and semantic analysis of the English input in order to derive an aspect
value for the Polish output.

The MT system presented in this paper takes advantage of a knowledge-
based interlingua (IR) representation in order to assign aspect in Polish trans-
lation. In particular, we define a set of heuristic rules based on this repre-
sentation. Aspect assignment in our system does not refer to verb semantics.
Lexical semantic databases for Polish, such as the one reported in [3], are not
publicly available, whereas developing such a database of one’s own is time-
consuming. Of course, lack of such a semantic component does not result
in the optimal system performance. However, our account offers a reasonable
trade-off between development of an expensive and time-consuming semantic-
based approach and the current behaviour of publicly available commercial
MT systems where aspect assignment is highly neglected.
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2 System description

The English-Polish MT project presented in this paper is an extension of the
existing multilingual KANTOO system (a reimplementation of the KANT
system, cf. [7], [6]) developed at Carnegie Mellon University. KANTOO is
a knowledge-based, domain-specific MT system (in the English-Polish MT
project, the domain is restricted to printer manuals) and it uses Interlingua
(IR) as a semantic representation, see [5]. The system takes as an input a
text written in constrained English (controlled language), which limits vo-
cabulary and grammar of sentences accepted by the system, cf. [4]. Example
(1) presents a sample English input along with the IR representation and its
Polish translation provided by the system.

(1) The printer prints pages.

(*A-PRINT
(agent
(*0-PRINTER
(number singular)
(reference definite)))
(argument-class agent+theme)
(mood declarative)
(punctuation period)
(tense present)
(theme
(*0-PAGE
(number plural)
(reference no-reference))))

Drukarka drukuje strony.

The Polish generation module, which we are most interested in here, con-
sists of four components: a mapper, a unification grammar (a type of context-
free grammar), a morphological generator and a post-processing module.
Mapping rules transform the IR semantic representation of the source text
into a syntactic structure corresponding to the output in the target language.
The structure is a functional structure or FS in the LFG (Lexical Functional
Grammar) formalism, cf. [1]. Generation grammar rules convert this F'S into
a list of lexical tokens (FS frames), which are then fed to the morphology
module responsible for generating appropriate inflected forms. Finally, a set
of post-processing rules is applied to produce the resulting surface form of
translation by cleaning up spacing, capitalization, inserting punctuation, etc.
In order to develop the current system, a small corpus of about 280 English
sentences from a printer manual has been examined. This corpus served as a
baseline to develop heuristic rules presented in the paper.
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3 Aspect Assignment

As mentioned above, aspectual marking is incorporated into verb morphol-
ogy in Polish. Polish verbs may have two aspect forms: imperfective, e.g.,
drukuge ‘prints’, or perfective, e.g., wydrukuje ‘will prints s (out)’. Aspect is
independent of tense or mood as it is also present on infinitives: drukowaé ‘to
Printimpers’ and wydrukowaé ‘to printper; (out)’, or on gerunds: drukowanie
‘printing;mpers’ and wydrukowanie ‘printingpe,; (out)’.

Since English does not have morphological aspect, we consider lexical con-
cepts corresponding to English verbs ambiguous, i.e., they can be translated
by either a perfective or an imperfective verb, see (2).

(2)  *A-PRINT = ([?verb] drukowa/c-v)
drukowa/c-v = (*0R* ((morph verb-imperf) (root drukuje))
((morph verb-perf) (root wydrukuje))),

The appropriate aspect value is chosen according to several ordered context-
sensitive heuristic rules specified in the mapper module. This means that the
aspect value, introduced into FS, is based on the interlingua specification.
Aspect assignment rules proposed in the system are discussed below.

3.1 Declarative Mood

For finite verbs in declarative mood, aspect assignment is primarily based
on tense specification. In the system, all continuous forms, marked as
(progressive +) in IR, are translated as imperfective. Next, forms of per-
fective tenses, i.e., (perfective +), are translated as perfective. Then, verbs
in simple past or future simple tenses (marked as (tense past) or (tense
future) in IR) are translated as perfective. Similar assignment rules have
been independently proposed in [2].

Additionally, we assume that certain types of subordinate conjunctions,
e.g., ‘while’; ‘once’, ‘before’, etc., impose aspect requirements on a verb in
the subordinate clause. The following assignments have been proposed:

e ‘while’: imperfective
(3)  You can send an electronic fax while the printer makes copies.
Mozna wysla¢ elektroniczny faks, podczas gdy drukarka
can sendi,; electronic fax  while printer
robi kopie.
makeSimperf copies
e ‘once’, ‘after’, ‘before’, ‘in order to’, ‘until’: perfective; additionally clauses
introduced by conjunction ‘until’ have to be negated in Polish
(4)  Jobs also queue and wait until another job finishes.
Zadania takze ustawiaja sie =~ w kolejce i czekaja, dopoki
jobs also stand REFL in queue and wait until
inne zadanie nie skoriczy sie.
another job not finishesyery REFL
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¢ ‘by’+gerund: imperfective; such clauses are translated into Polish by a
contemporary adverbial participle derived only from imperfective verbs,
see [9]

(5)  Close the document by selecting <content> Close </content>
from the <content> File </content> menu.

Zamknij dokument wybierajac <content>  Zamknij
close document  selectingimperys <content> Close
</content> z menu <content> Plik </content>.

</content> from menu <content> File </content>

If none of the above cases hold, we assume that aspect of present tense
verbs is imperfective. This assignment is valid also for gerunds as they are rep-
resented in IR as present tense verbs with an additional feature (nominal +).

This specification, however, is not unproblematic. Let us consider the two
sentences below:

(6)  If it prints properly, then adjust the contrast before copying.
Jesli drukuje sie  wlasciwie, dostosuj kontrast przed kopiowaniem.
if  prints REFL properly adjust contrast before copyingimpers
(7)  Allow alcohol to dry completely before closing the printer and plug-
ging in the power cord.
Przed zamknieciem drukarki i wlaczeniem przewodu pozwdl
before closingpery  printer and pluggingpe,; cord allow
alkoholowi catkowicie wyschnaé.
alcohol completely dry

In (6) and (7), the preposition ‘before’ (not the subordinate conjunction dis-
cussed above) has a gerund complement. However, gerunds in the two sen-
tences differ in aspect value: ‘copying’ in (6) appears in imperfective, whereas
perfective is used in (7). This difference is triggered by distinct semantics
of the two phrases. In (6), ‘copying’ indicates a continuous action, whereas
‘closing’ and ‘plugging in’ in (7) are integrated short actions. As discussed
at length in [2], whenever an event / situation is a distinct, integrated whole
perfective aspect is used; otherwise aspect is imperfective. The current sys-
tem is not able to capture the semantic difference between (6) and (7) and
imperfective is assigned in both cases.

3.2 Imperative Mood

We assume that in imperative mood, aspect depends on negation. This ob-
servation is confirmed by a brief analysis of Polish technical documentation.
We have examined 3 short instructions for changing ink cartridge, avail-
able from http://www.balta.pl/katalog/file/ (SCOOSFC3.jpg (Docl),
SH649FC3(51625) . jpg (Doc2), SH625FC3. jpg (Doc3)). The documents con-
tained, respectively, 32, 37 and 28 imperative verbs. The summary of obtained
results is presented in Fig. 1.
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ASPECT NEGATED NON-NEGATED

Doc1[Doc2[ Doc3]  All]| Docl] Doc2] Doc3] All
imperfective||6.25%|5.4%(3.57%|5.15%|| 9.38%|21.62%|14.29%| 15.46%
perfective ({3.12%| 0% 0%| 1.03%1(81.25%(72.97%|82.14%|78.35%

Fig. 1. Statistics for imperative forms in a sample of Polish technical documentation

As these results indicate, in technical documentation, negated imperatives
more often appear with imperfective forms (5.15%), whereas perfective aspect
prevails with non-negated imperatives (78.35%).

Heuristic rules used in the system conform with the above statistics: we
translate non-negated imperatives as perfective, (8a), and negated impera-
tives as imperfective verbs, (8b).

(8) a. Print a test page.
Wydrukuj strone probna.
printper; page test
b. Do not move the lever after the scanner has begun sending the
page.
Nie przesuwaj dzwigni, gdy skaner =zaczal wysylanie strony.
Nnot MOVempery lever when scanner started sending page

The above rules, void of verb semantics, (9), and pragmatic context, (10},
are not perfect:

(9)  Keep in mind that this technology is not perfect.
Pamietaj, ze ta technika nie jest doskonala.
remember;mpers that this technology not is  perfect

(10) (When you are using the OCR software, follow these guidelines in order
to obtain the best possible results:)
Process only pages that have crisp, clear text.
Przetwarzaj tylko strony, ktére maja czytelny, wyrazny tekst.
processimpers only pages which have crisp clear text

Both (9) and (10) require imperfective rather than perfective aspect as
would be assigned by our rule. In (9), imperfective is correctly obtained by
the system because ‘keep in mind’ is considered a fixed phrase and, hence,
exceptionally translated by an imperfective verb. In (10), however, no such
assumption can be made. In this case, aspect is triggered by the context
in the previous sentence: since guidelines usually refer to general repetitive
actions, imperfective rather than perfective is used in (10).

These examples further indicate that semantic information (meaning of
‘keep in mind’ and ‘guideline’) is necessary in order to correctly resolve aspect
in Polish translations. Since such information is not available in KANTOO,
the system cannot assign the correct imperfective form in (10) and the per-
fective form przetwdrz is used instead.
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3.3 Infinitives

Infinitives have no mood or tense specified and we need separate rules to
resolve aspect of these forms. In general, English infinitives appear as either
complements of other verbs, e.g., modals, or they head infinitive clauses in-
troduced by a conjunction such as ‘in order to’. We assume that in the former
case, aspect of the infinitive depends on the governing verb while in the latter
— on the subordinate conjunction.

Only some verbs such as ‘start’, ‘finish’ or ‘continue’ provide a clear as-
pect specification for their infinitival complement and require an imperfective
verb in Polish. Other verbs can occur with both forms and the choice of as-
pect on their complements depends on the situation / event semantics, see
[2]. Since such a deep semantic representation is unavailable in the IR, we
propose several tentative heuristic rules based on behaviour of infinitives in
the English corpus.

For the conjunction ‘in order to’, we assume that it requires a perfective
infinitive argument (see § 3.1). Aspect assignment for complements of modals
is more complex.

Modal verbs are represented in IR by a set of semantic features such as
ability, possibility, tentativity, necessity, obligation, see [5].
The following aspect assignment has been adopted for infinitive complements
of modals:

‘can’: (ability +) or (possibility +) — perfective

‘cannot’: (ability +) (negation +) — imperfective

‘cannot’: (possibility +) (negation +) — perfective

‘could’: (possibility +) (tentativity medium) — perfective;
‘may’: (possibility +) (tentativity low) — imperfective;
‘must’: (obligation medium) — perfective;

‘must’: (necessity +) — imperfective;

‘should”: (expectation +) — perfective;

Again, this method is not flawless as the choice of aspect strongly depends
on semantic context. Let us consider the following example:

(11) (This product is specifically designed to allow you to do many tasks
simultaneously.)
For example, you can print a document while you send a fax.
a. Na przyklad, mozna drukowaé¢ dokument podczas wysylania

on example can printimperf document while sending
faksu.
fax

b. Na przyklad, mozna wydrukowaé dokument podczas wysylania
on example can printper ¢ document while  sending
faksu.

fax
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If taken out of context, both (11a) and (11b) can be translations of the English
sentence: the former is focused more on simultaneity of the two tasks whereas
the latter indicates that one task is completed while the other is performed.
If we take into account the previous context, however, the imperfective form
in (11a) is preferred by native speakers. This contextual information is un-
available to the system and, hence, (11b) is generated instead.

4 Results

This section presents quantitative results obtained by our current system.
Accuracy of aspect assignment in the system has been compared with hu-
man translations of the corresponding English texts. Results obtained on the
training corpus (280 sentences) are presented in Fig. 2.

TRAINING||HELD-OUT
# % # %
correct {430 88.1%||53 88.3%
incorrect| 58 11.9%|| 7 11.7%

Fig. 2. Accuracy on the training and held-out data from the same manual

The heuristic aspect assignment rules have been developed in order to
accommodate data in the training corpus. Therefore, results obtained on this
corpus are likely to be biased by the data. In order to obtain a more objective
verification of the proposed rules, we tested the system performance on two
sets of unseen data. The first held-out set contained 24 sentences from the
same manual. The results obtained on this corpus are very similar to those
achieved for the training corpus, see Fig. 2.

Following a suggestion of one of the reviewers, we also checked perfor-
mance of the system on a different manual. The aim of this second test
was to limit a potential bias introduced by the training manual. Since
no other printer manual written in the controlled language was accessi-
ble, we decided to take any related text available on-line and re-write
it to the controlled language using the tool described in [8]. Time con-
straints for preparing the final version of the paper disallowed any substan-
tial extension of the lexicon and/or syntactic coverage of the Polish mod-
ule. Hence, we focused our attention on short texts, such as instructions
or leaflets available on-line. The text which served for the present task was
taken from http://www.praxis.pl/html/main_instrukcje.html, instruc-
tion SCOOSFC3 for changing ink cartridge. The text contained 14 English
sentences with their translations in 7 languages, including Polish. However,
we did not rely on those translations as most of them were quite indirect or
incomplete and therefore difficult to compare with an automatic translation.
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Most of the sentences in the instruction (11 out of 14; 78.57%) had to be
re-written to comply with the syntax and domain representation accepted by
KANTOO. After pre-processing, 12 sentences successfully obtained IR repre-
sentation and were transferred to the Polish generation module. Performance
of aspect assignment rules on this set is presented in Fig. 3. Obviously, the

# %
correct [18(78.26%
incorrect| 5|21.74%

Fig. 3. Accuracy on the additional held-out corpus

results of this test are lower (about 10%) than those obtained on the text
taken from the manual the system has been trained on. The results in Fig. 3,
however, have to be considered as very preliminary. First, the test sample
was too small (23 verbs) to draw any definite conclusions. Second, the test
was made without any adjustments of the Polish grammar which would be
necessary to ensure full translations. Taking into account these imperfections,
the present results are quite encouraging.

5 Conclusions

In this paper we discussed aspect assignment in a prototype of an English-
Polish MT system. The system is designed to translate domain-specific tech-
nical texts written in a controlled language. KANTOO uses a relatively rich
interlingua representation, which allows us to quite successfully deal with the
complex issue of aspect assignment. High accuracy of the proposed method
(78%-88%) is a very encouraging result as for an approach which does not
rely on semantics.

The success of the system has to be partially credited to the fact that
KANTOO is a domain-specific system. The controlled language also simpli-
fies the task by restricting the scope of phenomena accepted by KANTQO.
It would be interesting to explore how our heuristic rules perform in a differ-
ent domain or in a general purpose (open-domain, unconstrained language)
MT system. The preliminary results of testing the system on an initially
unconstrained text, Fig. 3, give hope that at least some of the rules could
be carried over to other systems. Also, in the absence of a strong semantic
component, data-driven statistic rules offer an attractive alternative to text
analysis. Hence, if the current rules turn out not to be directly applicable,
statistic techniques can be applied to improve performance (e.g., aspect as-
signment on infinitives) and to provide further generalisations. This is left as
a topic for further study.
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An Approach to Rapid Development
of Machine Translation System for Internet
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Wybrzeze Wyspiariskiego 27, Wroclaw, Poland

Abstract. The paper presents methods applied in the construction of a bi—directio-
nal Polish-English machine translation system. Since the system was created as a
wide-scale commercial product, such aspects as speed of translation, ungrammatical
texts and time and cost of developing the system are of great importance. An
attempt of solving these problems by use of Machine Learning techniques in parsing
and tagging is discussed.

1 Introduction

The inspiration for the work presented here has come from the problems en-
countered during implementation of a wide—scale commercial machine trans-
lation (MT) system, mainly designed for fully automatic rough translation
of Web pages. The system has been finally developed by Techland company,
and its main ‘engine’ has been used for the first time in a product called
Internet Translator. Because the domain of translation is practically unlim-
ited, it has been impossible to apply typical MT methods, based on corpus
analysis, detailed grammar construction (sometimes semantic representation,
as well) and ‘deep’ parsing. The paper presents the results of investigations
into methods and techniques facilitating the relatively fast and economical
(regarding resource consumption) development of the intended system. The
paper is focused mainly on one, better developed, direction of translation,
namely English to Polish.

The directions of the investigations have been determined by the following
assumptions. According to the intended use in the dynamic area of Internet,
the data sets of the system must be exhaustive and easy to extend. Because
the commercial system was developed, it was impossible to use most publicly
available tools e.g. Charniak parser [2]. Because of the assumption of limited
resources, especially time, the construction of the shallow parser has been
based on application of Machine Learning methods in as large extent as
possible. Here, the starting point was the work of Hermjakob [4] on parser
and lexical transfer both based on inductive learning (details below), which
gives first result with very few learning examples and seemed to be suitable
for incremental construction of a parser. However, he assumed availability of
a dictionary of rich, hand coded, semantic information, which is unrealistic
for large scale MT systems. Because the shallow parsing often produces a
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partial description of the syntactic structure, very often including mistakes,
the transfer process has been distributed among many local ’subroutines’.

The constructed system has the typical architecture of the MT system
based on transfer with the following subsequent stages of processing (de-
scribed in the following sections):

Text segmentation based on grammar (Finite States Automata).
Morphological analysis.

Part of Speech Tagging (PST).

Parsing based in large extent on inductive learning of ‘parsing strategy’.
Transfer: implemented in the form of a set of rules.

Target syntactic structure synthesis.

Word form generation.

A

2 Text Segmentation

The text is first segmented into blocks, which are words, punctuation marks,
numbers and others. Each kind of block is described by a regular expression,
which is compiled into a finite state automaton. The text is given as input
to all automatons and the one which accepts the longest part of the text
is chosen. It also returns the position of the last accepted character and
searching for a next block starts with the successor of this character. For
each block, the information about its format (font size and type, colour) is
stored. It is used to preserve the layout of the text. The blocks most difficult
to describe are abbreviations with periods and various symbols. The former
have to be listed one by one for each language (to be properly segmented and
translated). The latter are further divided into subcategories (e.g. Internet
addresses, dates, Roman digits) and for each there is one or more regular
expressions describing it. After obtaining each block, it is checked whether
it terminates the sentence. It is determined by one hand-crafted finite state
automaton. It deals with balanced delimiters (parenthesis, quotes). The very
hard problem is period not terminating a sentence (e.g. after ordinal numbers,
like in “1.” or in abbreviation at the end of a sentence, where the period plays
two roles: being part of an abbreviation and terminating a sentence). A set
of rules which check one word before and after a period was created.

3 Morphological Analysis

The morphological analysis unit uses a monolingual dictionary (MDic) storing
all known words together with morphosyntactic information. It will be called
a compressed layer. To present the information in the lexicon to other parts of
the system in a consistent way, a second universal layer is created on demand
for given words. Unknown words are treated simply as nouns. In the case of
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Polish it would be possible to try to guess some morphological information
for unknown words but it has not been implemented yet.

The compressed layer consists of three parts: inflection, lexical informa-
tion and derivations. The inflection part of the MDic is implemented as a
transducer (based on simplified Daciuk’s [3] algorithm and dedicated tech-
niques of binary compression of files) translating between a word form and
a pair: an identifier of a lexeme and a code of inflection form. The lexical
information part is a simple table of compressed values of lexical aspects.
The derivation part of the MDic stores links between lexemes.

The universal layer describes words in a hierarchical way. One syntactic
element, describing one word, consists of a word form and a set of syntacti-
cal alternatives. A syntactic alternative consists of an identifier of lexeme, a
code of basic syntactic category and a set of morphological alternatives. And
a morphological alternative is a set of pairs: attribute and value, where at-
tribute can be either inflectional or lexical. An example of the representation
is presented below (from the Polish morphological dictionary):

Surface: "chodzenie"
( Syntactic Category: ODS-NOUN
Semantic Class: 14060
( PERSON: F-THIRD-P, CASE: F-NOM, NUMBER:
F-SING, GENDER: F-NEUT, NEG: F-NEG-N )
( PERSON: F-THIRD-P, CASE: F-ACC, NUMBER: F-SING,
GENDER: F-NEUT, NEG: F-NEG-N )
( PERSON: F-THIRD-P, CASE: F-VOC, NUMBER: F-SING,
GENDER: F-NEUT, NEG: F-NEG-N ) )

A set of basic syntactic categories (BSC) was proposed. The set is extended in
comparison to a typical list of Polish parts of speech and the categories from
the set are also a part of the grammar of the parser. All syntactic categories
are organised into hierarchy by explicitly defined subsumption relations, e.g.:
NOUN: ODS-NOUN, PN, PRON
PRON: PER-PRON, PRON-NPER, PRON-ZPR,PRON-ZWR,PRON-NEG,PRON-DEM.
In the example NOUN has three subcategories: deverbal noun, proper noun
and pronoun. PRON, in turn, has six subcategories: personal pronoun, indef-
inite pronoun, interrogative pronoun and others. The subsumption relations
determine the set of morpho-syntactic attributes assigned to the categories.
Some categories of the higher levels are motivated by the correspondence be-
tween Polish and English grammar or contitute semantic subcategories. The
subsumption relation is used in machine learning algorithms.

4 Part of Speech Tagging

The initial version of the system did not have a tagger — it was implicitly in-
cluded in the parser. However, problems with the quality of the parser, made
it necessary to look for improvements by the introduction of a tagger. This
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late decision have made a lot of problems with adaptation of the purchased
Penn Tree Bank (PTB), which had been chosen as the base for the construc-
tion of the tagger. The system of syntactic categories of the parser, being
close to the one proposed in XTAG [8], had been defined before purchasing
PTB. It was necessary to convert syntactic categories of PTB to the assumed
standard. The problem was so serious that a sophisticated expert system had
to be constructed to perform the task, which it could not completely do. The
patterns of subcategorisation of multiword verbs and phrasal verbs concern-
ing the tagging of words as prepositions and adverbs are not explicitly given
in PTB. Moreover, they seem to be very unstable across the corpus.

PTB includes also a lot of mistakes of different types strongly influencing
the final quality of the tagger. There are quite a big number of ambiguities left
in PTB tags, at least two different historical versions of the system of taggs
can be met (e.g. word “to” earlier tagged as TO, now having two different
tags) and, finally, many simple mistakes (e.g. pronouns tagged as determiners
and vice versa). Besides construction of the expert system, in order to correct
mistakes, a lot of manual disambiguations and corrections had to be done (up
to 1.5% of all words of PTB) resulting in, at most, a half of PTB being usable.

The operation of the constructed English tagger is combination of the
purely statistical, Hidden Markov Model based solution in initial phase and
Brill’s tagger associated with hand coded rules in the main phase. The overall
accuracy of the tagger is almost 97%. The achieved result meets the current
good standards but the tagger still makes about one mistake in each sentence,
which is a serious problem for the parser.

The construction of the Polish tagger appeared to be a much more dif-
ficult task, mainly because of the lack of big, annotated corpus of Polish.
Some activities have been undertaken in order to build the Polish corpus.
Annotation of the corpus gave also a good opportunity to eliminate mistakes
from the monolingual dictionary together with the introduction of many new
lexemes of ‘internet jargon’ (what is positive according to the typical area of
application of the system ). Nevertheless, the present size of the corpus of
about 65.000 tagged and corrected words appeared to be too small for the
construction of the tagger. The first estimation gave the size of the full tag
set to be about 1600 different tags. The initial experiments with a statistical
tagger (similar to the English one) resulted in about 86% accuracy counted
in a standard way (in relation to all words), but the percentage of mistakes
among the ambiguous words was very high. It seems that the better solution
would be introduction of more hand-crafted, disambiguating rules.

5 Parsing

Parsing is divided into the three subsequent phases: preprocessing (identifica-
tion of some ‘constant’ phrases), main parsing (based on inductive learning)
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and ‘the correction’ (during which an attempt to correct some obvious mis-
takes made by the main parser is undertaken).

During preprocessing, a sequence of analysed blocks is checked to contain
simple phrases (mostly idioms), words and phrases from a user dictionary,
words for which user changed translations and syntactic alternatives with
small probability (e.g. “take” as noun, “father” as verb). A user dictionary
stores words and phrases together with their syntactical category and trans-
lations which were entered by a user of the system. This makes possible
to properly translate words and phrases not known by the system, change
translation of known words or enforce their syntactical category. The simple
phrases are changed to one block with attributes properly set, and informa-
tion about their translation is remembered. For words from a user dictio-
nary and words with a changed translation, the proper syntactic alternative
is chosen and information about a translation is also remembered. Finally,
morphological alternatives with small probability are simply removed.

The main parser is based on the architecture proposed in [4]. It follows
the general shift-reduce scheme but uses the hierarchical structure of deci-
sion trees instead of a control table. The decision trees are constructed by the
application of a version of C4.5 algorithm of inductive learning. Additionally
Hermjakob introduced heuristically optimising techniques for construction of
decision trees. There is no one big tree but a structure of trees. He introduced
decision structure built up hierarchically of decision trees and decision struc-
ture lists. In the list each decision structure is responsible for parse actions
belonging to some similarity class e.g. shift actions. The similarity classes
are defined manually by predicates which map parse actions to true or false.
In the decision structure, if the action compatible with the predicate can be
undertaken, then it is done. And in opposite case, the next decision structure
in the list is activated.

The learning set includes pairs consisting of a vector of values of features
and a parsing action, which was performed. The feature values in each case
describe partially the state of the parser (the stack and the input list) in
which the given action was performed. The elements of the input list can be
ambiguous in respect of their syntactic category, all other can be ambiguous
only in respect of morphological attributes.

In comparison with [4], the set of actions has been reduced to only four
main types. Two of them are ‘standard’: shift and reduce. However restric-
tions put on reduce are weak. It can be applied to many arguments, not
necessarily located on the top of the stack (even changing their order). The
‘non-standard’ add into action is similar to reduce, but it can insert one
node into any place in the structure of the other. The action of creating gaps
produces an ‘empty copy’ of some node (i.e. a co-indexed clone of it) e.g.:

1. S I-EN-HAVE
2. R (-3 -1) TO VP AS MOD PRED AT -2
3. A (-2 -1) TO (NP -1 BEFORE -2) AS CONJ COMPL
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The action 1 shifts specific lexeme to the stack (it must be one of alter-
natives). The action 2 reduces elements of the stack on positions 3 and 1
(counting from the top) to VP node, assigning to these elements appropriate
roles. The result is put into position 2 of the stack. The action 3 adds two
elements (2 and 1) into the existing tree. It is identified as the first NP-tree
below the position 2 of the stack.

The parser cannot backtrack but has a limited possibility of sending ele-
ments back from the stack to the input list by means of the special shift-out
action.

The features express such rich syntactic information as:

e values of morphological attributes such as number, gender, verb form etc.
(some of them ambiguous in most of parse nodes),

o details of the structure of nodes e.g. presence of some branch described
by the syntactic (and semantic) role or values of attributes of some role
filler,

e possible agreement in values of attributes between some nodes,

e matching: between subcategorisation pattern of some node and a possible
argument (the feature returns syntactic role or category of the filler).

The last type is based on detailed subcategorisation dictionary (SCD)
and, in the case of ambiguity, a ranking of patterns is heuristically calculated.
Some features from the feature vector for English parser are:

. synt of -3 at verb

. np-vp-match of 1 with 2

. syntrole of vp -1 of -2

. morphp of f-ger of mod of -1

N R

The feature 1 gets the syntactical category of an element of the stack at
position 3 from the range of immediate subcategories of the verb category.
The feature 2 checks whether elements on positions 1 and 2 on input list
(counting from the left) match syntactically as subject and verb predicate of
a sentence. The feature 3 checks whether an element on position 2 on the stack
matches the first not filled argument of some subcategorisation pattern of the
first VP node on the stack. The feature 4 returns true or false depending on
whether the value of the appropriate attribute of the subnode with role mod
of the node on the position 1 equals to f-ger.

The features expressing the proximity of matching together with the fea-
tures expressing semantic matching, based on relatively rich semantic in-
formation (semantic class of the lexem and semantic role according to the
matching of subcategorisation), decided about the reported in [4] good qual-
ity of parsing of sentences from Wall Street Journal corpus. However, the cre-
ation of the detailed, hand-coded semantic dictionary for unlimited domain
of Web pages is impossible. The semantic information used in the parser is
reduced only to some classes based on WordNet categories of location, time
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etc. The only sophisticated features are features based on syntactic SCD.
The size of SCD for unlimited domain must be relatively very large!. Unfortu-
nately, increasing number of ambiguities is correlated with decreasing quality
of heuristic matching. Entries in SCD are tree structures with distinguished
leaf (signed PRED) node. The identifier of a lexeme kept in the PRED node
is used as an index for retrieval. Besides the structure, each tree describes
several requested elements like subtrees, syntactic roles, requested values of
morphological attributes (e.g. _G annotating the case) and specific lexemes
(extending the key for retrieval). The English subcategorisation patterns has
been based on XTAG solutions where the structure and the description of
the trees have been little simplified (according to the implicit grammar as-
sumed in the system). The Polish subcategorisation dictionary, based on [6],
codes additional information concerning the optional elements and groups of
optional elements (where at least one element of the group must be realised)
and sequences with fixed order e.g.:
SNT{SUBJ NP_N} {PRED VP{strzec PRED VERB} {sie MOD PART}

{0BJ NP_G}}
SNT{SUBJ NP_N} {PRED VP{dawa¢ PRED VERB}{IOBJ NP_D} {0BJ NP_A}}}

The decision structure is built on the base of prepared examples. How-
ever, the initial expectations that there would be no necessity to create a
detailed grammar of the source language, appeared to be false. The practice
of teaching showed with the increasing number of examples? the probability
of inconsistency is rapidly increasing. Each inconsistency in decisions made
during the teaching causes formation of a ’strange rule’ e.g. the parsing action
of an object to VP can be activated by the presence of an adverb in some
remote position on the stack. Obviously, such strange associations result from
the large number of features (in case of English, 135 with the tagger, above
256 without the tagger) in comparison to the number of examples. In case
of inconsistency in a learning dataset the resulting ’'strange rules’ cannot be
eliminated by the machine learning algorithm itself. From the point of view
of learning algorithm it has to deal with to different learning cases.

But negative proportion between examples and features can be hardly
changed. The preparation of one example of the parsing of the sentence con-
taining about 30 words takes more than 0.5 hour by an experienced person.
Anyway, the number of features can not be further reduced. Some features are
important only for some specific constructions. But in case of inconsistency,
the parser tries to solve the problem using any part of the vector of features.
In that way, the teacher must constantly remember what is the ‘range of
view’ of the parser i.e. the window of +3 elements of the input list and the
stack. The feature selection is very difficult and probably the best way is by
empirical reduction of them. The initial fast improvement in syntax covering

! The present state is more than 18 000 entries in English SCD.
2 More than 2000 different English sentences, where even the parsing of the sen-
tences consisting of several words can include more than 30 actions
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of the parser, slows down quickly. Thus, monitoring the constructions be-
ing presented in the parser and preserving consistency makes it necessary to
develop some kind of the grammar.

For this purpose a special tool was created that performs all parsing ac-
tions stored in a learning set and checks whether they conform to a set of
constraints. It helps to find all possible situations of inconsistencies.

According to [4], the parser never backtracks. It always tries to find the
solution in a single run and it always constructs only one solution - the best
one, at least in theory. But such idealistic assumption appeared to be very
hard to maintain in the case of an unlimited domain, having only very sim-
plified semantic information. As the result, the parser trying to find the best
analysis, makes mistakes and stops in any case of unknown combinations of
feature values. Very often the stops are the result of a wrong parsing decision,
regarding some ambiguous construction, undertaken somewhere earlier.

A mechanism of ‘pushing forward’ by a special shift action has been in-
troduced. The positive is that after ‘pushing’ some parts of the sentence,
the words following the problematic construction can be analysed properly.
Moreover, the parser is extremely fast (several sentences per second on PC).
It consumes much less time than other parts of the MT system!

In the first view, the quality of the parser is far from being satisfactory.
In the test assessed by the human operator, only 147 on 325 test sentences
(typical ‘textbook’ examples) were parsed without errors. But, from the other
point of view, a lot of remaining sentences had large, well parsed fragments
and included errors that have not influenced the overall result of the transla-
tion. The latter was possible because of the existence of special reconstruction
procedures included in the rules of transfer. Each rule of transfer is associated
with some type of the source language constructs.

Original, Hermjakob’s version of the parser implicitly includes a POS tag-
ger in its decision structure: nodes on the input list are ambiguous according
to their categories and the shift action has to choose between the alterna-
tives. The quality of this implicit tagger is comparable to ’stand alone’ taggers
(95%) but it needs a lot of additional learning features. The application of
the tagger (described earlier) before parser allowed for significant reduction
of the features (256—135), which resulted in identification of many inconsis-
tencies and elimination of many ’strange rules’. Anyway, the relatively good
quality of the tagger has brought a little improvement in the parser: 97% of
accuracy still means that there is almost one mistake in each sentence!

Because the final state of the parser’s stack contains very often not a single
tree of complete analysis, it was necessary to introduce a special, simplified,
correcting parsing. It is based on some kind of expert system with powerful
rules which try to recognise some more obvious mistakes and join all partial
structures into one tree. The last operation facilitates transfer in assigning
the proper case to arguments of the verb.
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6 Transfer

The main goals of the transfer are to transform a tree created by a parser
to a tree, which has rough target language structure, and to translate words
and phrases constituting the tree. It is implemented as recursive functions
assigned to the particular syntactic categories. The functions start from the
root of the tree and continue their work, mainly in depth-first style, towards
lower and lower parts of the tree. In this phase some typical parser errors can
also be corrected.

The bilingual dictionary used by transfer is compiled form texts files,
containing word and phrases annotated with part of speech and other in-
formation necessary for identifying lexemes and forms of words. The file is
compiled to binary files: phrase bases, which store phrases in the form of
parse trees and a proper bilingual dictionary, which stores pairs of identi-
fiers of words and phrases. Currently, we have 125,000 translations in the
English—Polish dictionary (not counting virtual entries for derivations, which
are translated through verbs).

A lot of entries for both English and Polish monolingual dictionary have
been taken from texts from Internet. These texts were first extracted from
HTML, then converted to lists of words. The words in the list is then checked
for the presence in dictionary at a current state. Next a special tool facilitates
manual marking of the new words so that they provide necessary informa-
tion for the generation of binary data. The acquired entries in monolingual
dictionary were then given translations and added to bilingual dictionaries.

Translation of a lexeme only on the basis of a bilingual dictionary is very
often ambiguous or simply wrong. The results can be significantly improved
when we use the subcategorisation context during translation. A bilingual
subcategorisation dictionary suits these needs. Moreover, during the transfer
we should not only translate a lexeme on the basis of its subcategorisation but
also we should transform, during the transfer, the whole structure described
by the tree from the dictionary.

The bilingual subcategorisation dictionary associates pairs of the trees
and delivers additional information controlling the transfer e.g. the informa-
tion defining the corresponding pairs of arguments, marking arguments to be
deleted or controlling the process of transformation of the source argument
into the target in case when their categories differ significantly. A special
tool with a graphical interface has been created in order to facilitate the pro-
cess of definition of the entries in the bilingual subcategorisation dictionary.
Presently, the subcategorisation dictionary contains mainly the verb trees
(probably the most important between all other types for the parsing). But
also, there are some trees describing adverbial constructions, some compound
adverbs, prepositions and conjunctions. An important part of the dictionary,
constantly growing, is formed by trees describing multiword idioms.
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7 Target Language Generation

In this phase a tree produced by the transfer is modified to fully conform to
target language syntax. The modifications are of three kinds: adding function
words like particles (Polish reflexive “si¢” or English ”do”-support), correcting
the order of words (e.g. in questions) and setting morphological attributes.
The last task is the most complicated: it must not only take into account val-
ues set by transfer but also all agreements which especially in Polish a very
plentiful and complicated. The values set by transfer are usually propagated
to the proper child nodes of a given tree while in case of agreements, morpho-
logical values of a main word are firstly raised to the root of the phrase and
then propagated to proper child nodes. On the base of values of attributes
set in leaves of the whole tree, target word forms are generated.

8 Further Development

The system is constantly developed. Various works are being conducted. Some
of them concern dictionaries and the transfer rules are also improved. New
solutions for parsing are being sought, too. One of the biggest problems is to
find the proper balance between the usage of Machine Learning techniques
(MLT) and hand coding. Here important are such aspects like resources both
human and linguistic necessary to develop the parser, the quality and speed of
parsing and the easiness of improving it. It seems that for a wide—scale trans-
lation system MLT are indispensable but they should be carefully designed
and supported with significant amount of hand-crafted knowledge.
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Abstract. We present a novel method for hierarchical clustering of text corpora,
which proves especially suitable for online clustering. Information overload — the
current phenomenon in electronic document repositories and the Internet in par-
ticular — constitutes an unceasing challenge for researchers. Clustering has been
proposed as a comprehensive information access method. We describe a system,
which automatically builds a navigable hierarchy of meaningful document groups.
We claim that our system addresses two chief needs of the Web users: the need for
efficient access to the up-to-date information on every available topic and the need
for an organized and meaningful presentation of the desired information.

1 Introduction

Information overload is a salient feature of the present-day Internet — a re-
source, which over the decades has become one of the largest and most diverse
sources of information. The dynamic, untamed growth of this resource has
long ago lead to a point where it is unthinkable to handle the available infor-
mation manually.

Various services for supporting the information retrieval process have
emerged. They could be very roughly categorized as alterations of two op-
posite approaches: manually crafted catalogues and fully automatic search
engines. The pros and cons of the two approaches become apparent to any-
one who had a chance to use them extensively.

The main advantage of manually crafted catalogues, such as e.g. Yahoo
(www.yahoo.com), is that an army of truly intelligent agents — humans —
organize documents into a hierarchy, grouping adequate ones together un-
der a meaningful description. Paradoxically, the same aspect may sometimes
prove to be a disadvantage as human decision maker is always subjective,
thus one person’s adequate document assignment can seem inadequate for
another. The chief disadvantage of those catalogues, however, is that they
are chronically obsolete — not being able to keep up with the speed at which
new documents, and new topics appear.

On the contrary, the mechanisms behind automatic search engines, like
e.g. Google (www.google.com), enable them to stay relatively up-to-date,
thus making them the top choice for most Internet users. Their strength,
however, can also turn into a weakness because of the overwhelming num-
ber of the returned documents. Presenting such results in an automatically
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created ranked list, without providing the user with appropriate navigation
tools can turn the process of finding adequate information into a tedious job.

Our aim is to propose a method that marries the benefits of the two
opposite approaches, offering a robust clustering technique which produces
a navigable hierarchy of document groups delivered with meaningful, yet
concise (one phrase) descriptions. At the same time, it shall be fully automatic
and independent of any predefined categories, thus being able to keep the pace
with the document resources growth.

2 State of the art in the field

The little popularity of traditional clustering in today’s search support can be
explained with the fact that for years it had been extensively investigated (see
[22] for a review) for the purpose of cluster search, i.e. improving document
search by pre-clustering the entire corpus according to the cluster hypothesis,
which states that similar documents tend to be relevant to the same queries
[15]. It seems rather obvious that such methods could not prove effective
when the corpus in mind is the whole Internet.

Our study follows a different approach, where clustering is considered a
comprehensive method for accessing information [4] and is applied as a post-
retrieval browsing technique [1,6,8,10,23].

The probably still most recognized algorithm for hierarchical document
clustering is the Agglomerative Hierarchical Clustering (AHC) which uses a
similarity function to iteratively consider all pairs of clusters build so far, and
merge the two most similar clusters into a single one, which thus becomes
a node in the dendrogram (the tree-like hierarchy). Typically, the processed
documents — constituting the bottom level of the hierarchy — are represented
as sparse TF-IDF (term frequency inverse document frequency) vectors which
unfortunately ignore the dependencies existing between words in the doc-
uments [11]. When comparing two documents the cosine measure usually
serves as the similarity function [17]. When comparing two clusters, a single-
linkage method is preferred (which defines the similarity as the maximum
similarity between any two individuals, each taken from one of the consid-
ered clusters), mainly because of its relatively low complexity O(n?), n being
the number of documents [20].

The commonly recognized shortcomings of the AHC procedure, especially
when applied to texts, are: its sensitivity to a stopping criterion (usually being
the desired number of clusters [12]), its greedy manner of choosing the clusters
to be merged, and its unsuitability for clustering data of considerably big size
[2]. Another limitation is the partitioning character of the method (i.e. one
document cannot be placed in more than one branch of the dendrogram — a
postulate described thoroughly in the next section.

Scatter /Gather [4,6] is a more recent, AHC-based clustering method tai-
lored specially for dealing with large text corpora. Its authors, however, man-
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aged to address only the time-complexity aspect of the original AHC algo-
rithm. Due to operating on small random samples of the documents Scat-
ter/Gather achieves the complexity O(kn), k being the desired number of
clusters. One can agree with the authors claiming that “in an interactive ses-
sion it is vital for the clustering algorithm to run as quickly as possible, even
at the expense of some accuracy” [4].

An interesting probabilistic framework for the unsupervised hierarchical
clustering of large-scale sparse high-dimensional data collections is proposed
n [19]. Unfortunately, its authors failed to provide it with the means for
giving readable descriptions of the created clusters. Moreover, as it is typical
for probabilistic approaches, they use the bag-of-words representation of the
processed documents, which naturally looses important information about
the original texts.

Several other, quite recently introduced clustering methods (3,9,13,14] are
designed for building a flat partition of documents, and it is not straightfor-
ward to adapt them for hierarchical clustering without deteriorating their
running times.

Yet another interesting clustering algorithm for text documents called
Suffix Tree Clustering (STC) has been introduced in [23] and adapted for the
Polish language in [21]. STC not only fulfills the postulate of forming readably
described clusters, but also scales well to text corpora of considerable size due
to its excellent time complexity O(n). Its disadvantage is that it is not suitable
for hierarchical clustering.

In the next section of this paper we describe aims and scope of our work,
then we propose an adequate algorithm which uses the basic mechanisms of
STC for building a hierarchy of documents clusters, finally we present an
implementation of the proposed methodology and give our conclusions on its
performance on Web documents.

3 Aims and scope

The shortcomings of the philosophy behind traditional clustering algorithms
(developed in the field of data mining) when applied to text documents can
be identified in the very definition of clustering.

Definition 1

Clustering is a process of unsupervised partitioning of a set of objects into
meaningful groups called clusters, where the similarity of objects belonging
to the same cluster should be significantly stronger than the similarity of
objects belonging to different clusters.

The assumption in the above definition is that an object cannot belong
to more than one cluster at a time. This assumption proves inadequate when
faced with a diversity of text documents, especially ones coming from such
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an unsystematized source as the Web. It seems rather natural that a doc-
ument can be classified as belonging to more than one thematic category,
as e.g. a text about French cuisine could be placed as well in a “Cooking”
category as in a “French culture” category (see [5]).

Although the multi-membership is allowed in fuzzy clustering, we pre-
ferred to avoid the problematic quantification of membership degree in mul-
tiple categories, thus proposing an algorithm specially dedicated to process-
ing text documents, aimed at producing a navigable hierarchy of meaningful
groups of text documents. By meaningful we understand groups labeled with
a short (one word or a phrase) description corresponding to the documents
topic. Such a method applied to results of a search engine should be able
to support the user, who could at a glance eliminate groups of uninteresting
documents and focus on the most promising branch of the hierarchy, perhaps
drilling down to narrow the search even more.

4 Proposed methodology

We adapt the STC algorithm introduced in [23] by Zamir and Etzioni who
construct a suffiz tree for the considered corpus of documents. By using a suf-
fix tree they are able to uncover groups of documents, which share a common
phrase (an ordered sequence of words). It must be stressed that such data
structure can be constructed in O(n) [18]. We find the concept of grouping
documents based on their common content very appealing and adopt this
step of STC in our method.

We believe that sharing the same phrase (excluding phrases that are too
commonly used to be topic-specific) is a strong similarity criterion for text
documents. As it is stated in [7]:

“We have every right to believe that the vocabulary used by an individ-
ual expresses de facto her/his preferences towards certain real-life aspects.
Therefore, if we are to measure the similarity of text documents with the
intersection of the words used in them, we have a great chance that the
documents will in fact be grouped by topic”.

Having identified all base-clusters, i.e. groups of documents which share
a phrase, the authors of the STC algorithm assign a score to each of the
groups. The score is a function of the number of documents the base-cluster
contains, and the number of words (excluding stop-words) that make up its
phrase. Only some arbitrarily chosen number & of top scoring base clusters
is then processed further. Due to this simplification the processing time can
be kept as low as it is required for online applications.

As it can be easily noticed, some base-clusters may overlap (as for the
documents contained) or even be identical with one another. This is due to
the fact that documents may share more than one phrase. The STC algo-
rithm performs further merging of overlapping clusters based on a similarity
measure calculated for each pair of base-clusters. The similarity measure
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Sim(B;, Bs) for two base-clusters B, and Bs, with sizes | B, | and | B |
respectively, is defined as follows [23]:

Definition 2

| BrNBs|/|Br|>an]|B, N Bs|/|Bs|>ae Sim(B,, Bs) =1,
otherwise Sim(B;, Bs) = 0, where « is an arbitrarily chosen merge threshold.

Base-clusters are merged to form final clusters using the equivalent of
a single-link clustering algorithm where a predetermined minimal similarity
(equal to 1) serves as the halting criterion. Naturally, by using different values
for the merge threshold o one can expect to obtain few distinct clusters or a
lot of similar ones. Thus, although it is claimed in [23] that the performance
of STC is not very sensitive to this threshold, empirical evaluation performed
in [21] has shown that its sensitivity is highly related to the number of base-
clusters.

The Hierarchical Suffix Tree Clustering algorithm (called hereafter HSTC)
proposed by the authors is based on two observations:

e The similarity measure defined in Def. 2 yields a similarity relation be-
tween pairs of base-clusters, which in the original STC algorithm is treated
as an equivalence relation. However, it does not fulfill all the requirements
for an equivalence relation, namely it is not transitive.

e A set of documents grouped in one base-clusters can be a subset of an-
other base-cluster, just as a more topic-specific group of documents can
be a subgroup of a more general group.

The second observation adds a special merit to our approach. It implies
that by identifying the base-clusters in the considered corpus we potentially
could concurrently identify the nodes of the target dendrogram. The only
thing left to do is to arrange the nodes appropriately in a hierarchic structure.
This is done by applying the HSTC algorithm, which builds an oriented graph
whose vertices represent identified base-clusters and arcs represent existence
of an inclusion relation between pairs of clusters.

Before proceeding to the algorithm we formulate two useful definitions.

Definition 3

Kernel of an oriented graph G = (V, A), composed of a set of vertices V' and
a set of arcs A, is a set K of vertices K C V, which fulfills the following two
stability conditions [16]:

e Internal stability — no two vertices belonging to the kernel of the graph
are connected by an arc:
Vo, v; € K = aq; € A

e FExternal stability — for every vertex from outside the kernel there exists
at least one arc from a kernel vertex to the considered vertex:
Yo, € V\K:>3aklEA: v € K
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Definition 4

C; includes C; (denoted by C; — C; ) & | C; N Cy| / |C)] >= «
C;, C; are clusters of documents, and « € (0.5; 1] is an inclusion threshold.

Setting the inclusion threshold to a sample value of 0.9 implies that at
least 90% of a cluster’s documents should be contained in another cluster
to decide that the former is included in the latter. Obviously such defined
inclusion is a fuzzy concept unless the inclusion threshold is set to 1.

The outline of the HSTC algorithm is as follows:

e input: a set of text documents after standard preprocessing (stemming,
identifying stop-words),

e output: a hierarchy of groups containing somehow related documents,
each group identified by a (set of) phrase(s) characterizing the shared
content of the documents.

1. Using the STC technique create set B containing base-clusters of docu-
ments, each identified by a phrase.

2. Merge identical (as for the documents contained) base clusters, creating
set C={C}, Cs,...,Cr} of clusters, each identified by one or more phrases.

3. Create an oriented inclusion graph G=(V, A) where:

V is a set of vertices corresponding one-to-one to clusters created in step
2; V={v1, va,...,un},

A is a set of arcs, each representing the existence of inclusion relation
(denoted —) between two clusters, defined as follows:

VaijeAﬁvi,vj EV/\Ci—>Cj .

4. Identify cycles in graph G and eliminate them progressively; replace each
cycle O with a single vertex and preserve the arcs connecting the vertices
of O with other vertices of G, thus creating graph G'=(V’, A’) of merged
clusters.

5. Identify the kernel of the acyclic graph G’ .

6. Build a hierarchy of clusters putting the kernel clusters at the highest
hierarchy level, and adding subclusters accordingly to the arcs of G’
depth-in, until an end cluster (terminal vertex) is met. The fact that
graph G’ is acyclic guaranties that for every branch of the dendrogram
its construction process ends with a cluster that does not include any
more subclusters.

Choosing only kernel clusters for the top of the hierarchy ensures that:

e no top-hierarchy cluster is a direct subgroup of another top-hierarchy
cluster (due to the internal stability of the kernel);

e every non-kernel cluster is placed as a subcluster of at least one top-
hierarchy cluster (due to the external stability of the kernel).
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Step 4 of the HSTC algorithm is necessary because only an acyclic graph
has exactly one kernel; otherwise there may exist no kernel or more than
one kernel. Unfortunately, the process of replacing all the clusters joined in
a cycle with a single cluster carries potential risk of merging many clusters,
which are not directly mutually connected with one another. Avoiding such
situation should be subject for further research. However, the empirical eval-
uation reported in the next section had shown that, usually, the cycles in the
inclusion graph constitute a fully connected graph (a clique).

As it can be noticed, our approach takes the ‘several topics per document’
postulate [5] one step further: not only can one document belong to more than
one thematic group, but a whole group of documents can also prove to be
an adequate subgroup for several more general groups residing in different
branches of the dendrogram.

5 Results of an experiment

We have deployed the HSTC algorithm for processing the results of a popu-
lar search engine returning a typical ranked list of snippets. The method has
been embedded as a module within a java-based Carrot system [21] that im-
plements the original STC algorithm to process English and Polish document
repositories.
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Fig. 1. HSTC execution time averaged over 10 snippet collections as a function of
the collection size (the inclusion threshold a=0.8, the maximum number of pro-
cessed base clusters k=400)

To date we have managed to perform experiments testing the execution
time of HSTC while clustering snippet collections of various sizes (300 to 900
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snippets). The average snippet length was 32 words. The obtained results
are presented in Fig. 1. The experiment has shown that HSTC is fit for
online applications, since the average processing time for the sets of 900
snippets (and that is the maximum some search engines deliver) was 19.12s
with standard deviation of 1.59s on Windows 2000 machine with Celeron
366MHz, 128MB RAM.

We also found out that a reasonable value for the inclusion threshold
should be o € [0.7; 1], meaning that at least 70% of a cluster’s documents
should be contained in another cluster, to decide that the former is included
in the latter.

Fig. 2. A navigable hierachy of document groups obtained using HSTC

Figure 2 presents the outcome of the HSTC algorithm for an example
query formulated as “seals”. The left panel presents the obtained hierarchy
with some nodes expanded to show the bottom levels of the hierarchy. The
right panel presents documents in the selected node (here: Easter Seals —
disabilities — create solutions). We can easily recognize at least three dis-
tinguished most general topic groups: (i) Easter Seals organizations helping
people with disabilities, (ii) Navy SEa, Air and Land forces, and (iii) sea
wildlife. The possibly useless “page”, “Welcome”, and “Home” groups have
been formed because we did not ignore Web-specific vocabulary by adding it
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to the stoplist. Our rationale was that queries related to Web subjects should
not be limited.

The example shows a typical hierarchy with a few major branches, each
extending up to four or five levels, and several minor ones (hidden in the
example figure because of space constrains), which correspond to groups of
outliers. In the described case those were groups labeled with phrases such
as e.g.: “book”, “oil seals”, and “mechanical”.

The considered example reveals also the positive aspects of applying stem-
ming at the preprocessing stage, since documents containing phrase ” creating
solutions” are grouped together with ones containing phrase ”create solu-
tions”.

The obtained results also seem to justify the claim made in [23] that STC
is snippet-tolerant. Naturally the quality of snippets affects the quality of the
final hierarchy.

An extensive empirical evaluation of the system is being designed, in which
we want to pay particular attention to estimating the system usefulness to
users. The usefulness could be measured with the time saved on accessing
the desired information in the hierarchy (as opposed to browsing the ranked
list) and the users’ subjective satisfaction.

Naturally, we also need to evaluate the system using the standard Informa-
tion Retrieval metrics like precision and recall [17], although we believe that
the additional aspect of phrases describing document groups should not be
overlooked. Comparative tests with available commercial tools of concealed
technology are also planned.
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Abstract. We present in this paper a semantic indexing technics based on de-
scription logics. Data to be indexed are semantically organized as a Topic Map.
The index is constructed according to data organization, user profile, and data dis-
tribution (association rules). This way leads to obtain a more efficient index and
represents more semantics. The index is well adapted to jointly query and navigate
in the topic map. DL allows to represent semantics and performs powerful reason-
ing. The index structure is based on subsumption relationships (for intra-concept
indexing) and roles (for inter-concepts indexing).

1 Introduction

Intelligent information systems represent a combination of intelligent computer-
human interfaces and intelligent data integration, management, indexing and
querying. The design of such systems is complex. It requires to jointly use
databases and knowledge representation techniques [5].

Database management systems (DBMS) are made to manage efficiently a
large amount of data. They are based on a conceptual model to organize data.
Knowledge representation techniques focus on data management according to
a particular context (i.e. knowledge). So, intelligent reasoning are developed
on knowledge.

In this paper, we propose a semantic indexing technique for intelligent
computer-human interface based on Topic Map [10] to access distributed
data. Querying heterogeneous and distributed data involves the integration,
organization and presentation of multi-sources data. The data integration
step is out of the scope of this paper. The integrated data are organized as
an extended Topic Map and are presented in an adaptive multi-facet interface
[12]. To improve the system efficiency, an index is used to organize data into
partitions, in order to minimize the query search spaces.

In traditional databases, indexes are used to improve the queries. The
next generation of indexes, called semantic indexes, are not performed on the
data level but they cluster the data according to their conceptual models. So,
an index is a concept-address pair instead of value-address pair.
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In our approach, we create an index structure over data organized fol-
lowing a semantics represented with a Topic Map. Traditional index is not
adapted to this framework. That is, data is generally queried according to a
specific domain knowledge. Although, traditional index can be used at lower
level as a secondary index. Our semantic index is a tree of concepts. The
structure and the concepts of the index are defined according to the Topic
Map-based data organization, the user profile and association rules. There-
fore, the index represents more semantics and its use-ratio is increased. The
index is represented in a description logic-based knowledge base. It allows to
perform conceptual reasoning when we construct and maintain the index and
when we use the index for the query evaluation.

2 Data organisation

As a semantic network, a Topic Map is an artificial intelligence technique for
knowledge organization [8]. A TopicMap is a paradigm used to formalize and
organize human knowledge in order to support easier creation and retrieval
in computer processing. It is a mechanism used for representing and opti-
mizing the information. It organizes the information space into two layers:
the abstract domain which is composed of topics and the concrete domain
containing the occurrences linked to the topics. A topic can be anything that
is a subject and it is the formal representation of any subject in a computer
system. It can be used to group together repository objects which relate to
a single abstract subject [11]. Each repository object may be defined as an
occurrence (in the concrete domain) to the topic (in the abstract domain).
A role may be assigned to occurrences defining relationship with the parent
topic. In a Topic Map, topics can be related together by associations ex-
pressing therefore a given semantic. In an association, each topic role may be
defined. Other characteristics assigned to topics, associations and occurrences
will not be presented, see [10] for more details.

In our system, the distributed data are organized around a global topic
map. This topic map is obtained by integration of the distributed data. Topics
represent the concepts coming from the integration of data sources schemas.
Occurrences represent the concepts instances extracted from the data sources.
In order to have more intelligence, we extend Topic Map with the following
functionalities :

e The Topic Map is exactly cardinalized. This means that exact cardinali-
ties of topics associations are computed and registered on the Topic Map
associations. We think that it gives an essential information when the
user navigates onto the Topic Map.

e The Topic Map is a confused representation of conceptual schemas (ab-
stract domain) and instances (concrete domain). That is, the topic map
represents an integrated schema structured in accordance with the in-
stances. For example, in the global schema, if the concept Patient is asso-



Semantic indexing for intelligent browsing 191

ciated with the concept Doctor with the association Exam, and there is
no patients examined by doctors in the data sources, thus this association
will not be represented in the topic map. In the same way, if there is not
no occurrence for a concept, it is deleted from the topic map.

o This last extension leads to a dynamically adaptive topic map. When a
user query is evaluated, the topic map is adjusted to query result. If the
query “select Students with age < 18” produces the result set {John},
then the topic map is centered on the student John. Thus, the occurrences
of the topic Car will only represent the cars bought by John. If no car is
bought by John, the topic Car is omitted from the topic map.

So, we call this extension of the Topic Map: the Extended Topic Map.

Fig. 1. A topic map

This Extended Topic Map assigns intelligence to the system interface. To
improve interface efficiency, we compute effectively the cardinalities and the
new form of the topic map each time it is necessary. It means that the ex-
tended Topic Map is adapted, step by step, according to the user navigation.
To optimize the system, we use an intelligent index which divides the informa-
tion space according to the user profile, the data distribution (datamining),
and the structure of the topic map (the data organization).

3 Index construction and use

We propose to construct an index according to the data organization, the
user practice (represented by the user profile), and the data distribution. The
information space to be indexed is organized into a Topic Map. The instances
are assigned to topics. This organization consists of a previous partitioning
of the information space (figure 1). The role of the index is to optimize query
evaluation and cardinalities. In semantic index, an index element is a concept
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description which is a widened notion of key value used in traditional index.
For each indexing concept, we assign some partitions of the information space.

To represent a semantic index, we choose the description logic (DL) for-
malism [4]. It provides powerful reasoning at the terminological level (onto
descriptions) like testing the satisfiability of a description, computing sub-
sumption relationship, etc. The DL organizes a knowledge base (KB) into
two parts: the intentional part (TBox) and the extensional part {ABox).
The extensional part represents the concrete objects, called individuals. The
intentional part is an abstraction of the extensional one. It contains the con-
cepts definitions (descriptions) of the individuals and the definitions of the
roles (a role is a binary relationship between two concepts).

The description logic is well adapted to the problems involving the process
of the data at their conceptual level. Indeed, it provides powerful reasoning
facilities on KB conceptual part (TBox) rather than reasoning on individuals
(ABox). The significant ones in data management are [3]:

Consistency /Coherence of a description
Subsumption between two descriptions
Equivalence between two descriptions
Disjunction between two descriptions

There are other useful reasoning such as [2] lcs (Least Common Subsumer
between two or more descriptions), msc (Most Specific Concept of an indi-
vidual), glb (Greatest Lower Bound), etc.

The suitability of description logic-based semantic index is illustrated
through diverse applications. It is used for video indexing [6], for higher level
description of video data (sequence, shot, etc.} and for describing and classi-
fying multimedia objects [7], [9]. In [14] semantic indexing is used for infor-
mation retrieval. A concepts (describing document structure or paragraph)
hierarchy covering a domain is used to references documents (or fragments of
documents) where the concepts are referred to. A connected approach is pre-
sented in [13]. In this approach, the index is constructed using the subsump-
tion and disjoint relationships between indexing concepts. In our approach,
we index the concepts and the roles. The roles indexing is useful especially
for queries implying multiple concepts and for navigation purpose.

3.1 Index construction

In our approach, we carry out the index on two levels constructed like ”Rus-
sian doll patterns”, namely: the intra-concept indexing and the inter-concepts
indexing. Firstly, in the intra-indexing level, the topic map concepts are in-
dexed separately. This indexing is performed using subsumption relationship.
The result of this indexing level consists of several indexing trees. Secondly,
these indexing trees are connected by performing the inter-concepts index-
ing. Indeed, the indexing concepts of different trees are linked using indexing
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roles. That is, the intra-concept indexing is performed by indexing concepts
and the inter-concepts indexing is performed by indexing roles. If a higher
level of granularity is considered, we can view the index as a ”hyper” tree in
which a ”hyper” node is represented by an intra-concept indexing tree and
a "hyper” edge is represented by all the indexed roles linking any pairs of
concepts belonging to the intra-concept trees (figure 2).

Fig. 2. A "hyper” index with two "hyper” nodes linked by a "hyper” edge

We use description logics to represent the index. The index knowledge base
is constructed using the concrete domains of attributes and roles, as Inte-
gers and real numbers, to define concepts and roles. However, in the basic
description logics, based on KL-ONE, the terminological knowledge has to
be defined on an abstract logical level. So, we use the ALC(D) [1] description
logic which integrates concrete domains to concept and assertion languages
and provides decidable reasoning. The syntax, semantic and properties of
the terminological constructors of ALC(D) are detailed in [1] and will not be
presented in this paper.

So an index is a description logic-based knowledge base (table 1). An
index node is a concept description in the knowledge base. The roles are ex-
plicitly expressed in terms of descriptions and are defined in the same way
as concepts (TBox = concepts descriptions + roles descriptions). The sub-
sumption relationships are automatically generated by DL reasoning. Then,
the "hyper” nodes are calculated as connected nodes while we consider only
nodes subsumption links (while we are unaware of roles links). An ”hyper”
edge which links an ”"hyper” node hnl to an "hyper” node hn2 represents
the set of roles defined in the nodes of hnl and having domains one of the
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nodes descriptions of An2. The data partitions are referenced from leaves.
The physical storage management is not studied in this paper.

With this index, two types of cardinalities are maintained: the indexing
concept cardinality and the role (inter-concepts association) cardinality. The
former computes the number of instances for each term description (which
corresponds to the tree node) and the later computes the number of instances
for each roles. Inverse roles cardinalities are included on roles cardinalities.
These cardinalities are viewed in the topic map and allow the user to direct
his navigation without submitting any query.

Patient T V n°.Number [1 V nationality.String MV examinedBy.Doctor M- --
French C Patient Mnationality = "France’lN
V examinedBy.GeneralPractioner
British C Patient Mnationality = "UK” N VexaminedBy.Specialist
Others C Patient [ —~French [l -British
Doctor C Vn° Number M Vspeciality.String MVexaminedBy ' .Patient - - -
GeneralPractitioner [ Doctor N = O speciality
Specialist C Doctor N > 1 speciality

Table 1. A DL-based Knowledge base representing the semantic index of figure 2

The indexing concepts French, British represent the restrictions (sub-
concepts) of the concept Patient over the attribute nationality. The re-
striction attribute and values are determined in a semi-automatic way using
the user profile, the volume of the data and its distribution as explained be-
low. Afterwards, we detail the construction of the index. Indeed, the index
construction requires to define the indexing concepts, the intra-concept trees
and the indexing roles. This index construction is semantics-oriented and is
performed as follows:

1. User profile: in the user profile we keep the information about the interest
centers of the user such as the most asked queries, the user preferences,
etc. That type of information is essential in the index construction. In-
deed, to select indexing concepts and criteria are greatly affected by the
user queries. For example, if the user queries frequently the concept pa-
tient and asks conditions about patients nationalities, then, the patient
objects will be indexed according to their nationalities. The index de-
scriptions are represented in a DL-based knowledge base as follows:
Patient C Vn° Number MVNationality.Stringf VexaminedBy.Doctor
French C Patient MNationality = "France”

British C Patient MNationality = "UK"
The DL reasoning constructs a descriptions hierarchy using the subsump-
tion reasoning. This hierarchy represents the intra-Patient index.

2. Volume of the data: for the concepts which concern a huge volume of
objects, the system indexes the concepts in order to reduce the queries
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Lo Patient
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—> Data pointer / x
French ritish

Fig. 3. Intra-concept index tree of Patient

search space and compute more quickly the associations cardinalities. The
data are partioned by introducing subsumed concepts of concept index-
ing. For this, we must define the best attribute criteria for subsumption.
For the concept Patient, we can construct an intra-concept index using
the role age. The index on Patient is then:

OldPatient C Patient(lage > 65

YoungPatient C Patientllage < 65
. Data distribution: we use association rules extracted with datamining
techniques to construct the index. The data distribution is given as rules
and their validity (percentage of individuals which verify the rule) ex-
tracted from the concrete data using datamining techniques. An associ-
ation rule has the form:
if(a1 and ag and ... and a,) Then (b and by and ... and b,,) where
a;,b; € not(z),z =y, x < y,....
For example the following rules can be extracted from a medical database:
if(Patient.nationality = ” France”) then Doctor.specialty = 0 at 95%
of precision. This rule means that 95% of French patients are examined
by general practitioner.
if(Patient.name = "Tom” and Doctor.speciality = "Cardio”) then
Ezamen.storedin = "ECG” at 100% of precision. This rule means
that all cardiologic examinations of Tom are ECG.
We use these association rules to perform an inter-concepts indexing.
Therefore, the inter-concepts indexing involves the intra-concept index-
ing. That is, we must construct intra-concept hierarchies before link-
ing sub-concepts (British with Specialist for example). The inter-
concepts index is based on roles.
An association rule is not valid for all the individuals. But it gives a
correlation between individuals. However, the index must be precise at
100%. Thus, the association rules (which are not precise at 100%) are
refined by adding more attributes constraints until having 100% precision.
In the above example, the rule precision is 95%. This rule is refined by
excluding the 5% of patients who don’t verify the rule. If these individuals
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are those who are living in Paris, the rule is modified into the following
one:

if(Patient.nationality = " France” and Patient.address = ” Paris”)
then Doctor.specialty = 0.

This rule becomes valid at 100% withh the definition of a new indexing
concept as:

NonParisFrench L French M address # ”Paris”

Another indexing concept corresponding to the result part of the rule is
defined as:

GeneralPractionner C Doctor 1 = 0 speciality
Description Logics are very flexible to express the semantics. The con-
dition Doctor.specialty = §}, which represents non-specialist doctors is
effectively expressed in DL. The two intra-indexes are then linked using
roles (role based indexing) as follows:

NonParisFrench C French M address # ”Paris”n
examinedBy.GeneralPractionner
which means that all non Parisian French patients are examined by gen-
eral practitioners.

3.2 Use of the Index

The extended Topic Map based interface is adaptive according to user queries.
It allows the user to navigate and query the data simultaneously. The index
is used to optimize the computing of:

e Concepts and associations instances, and
e Concepts and associations cardinalities.

The user can simply navigates without consulting the data. Then, it is not
necessary to cofnpute the exact instances each time the user navigates or
specifies a query. But, to compute (or to estime) the links and concepts
cardinalities is essential for each user action.

The query evaluation using the index is based on glb (Greatest Lower
Bound) reasoning. The glb of a concept represents the most generic concepts
which it subsumes. The semantic representation of a query is classified in the
index hierarchy using the subsumption relationship and the glb reasoning, and
then its roles are adapted consequently. Depending on the query position in
the index hierarchy, its evaluation is firstly processed as follows:

» Lhe query Q subsumes the indexing con-

cepts ICy, IC,,... IC,. The query exten-

sion contains at least the union of index-

ing concepts extensions. That is,

Ezt(IC) U Ext(I1Cy) U ... U Ext(IC,) C

Ezt(Q)

If IC;MIC,M...MIC, C L then the car-

dinality of Q is given by : card(Q) > Y7, (card(ICy))
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e The query is subsumed by the indexing
concepts ICy, ICy,...IC,. Then the query
extension is included in the intersection
of the indexing concepts extensions. That
is, Ext(Q) C Ext(ICy) N Ext(IC,) N...N
Ezt(1C,), and
card(Q) < Min}_,(card(IC;))

If IC; MIC, M...MIC, C L, then Ext(q) =0

e The query is subsumed by an indexing [ simsumpton .
concept IC and has disjoint relationship | - Disioint Patient
with indexing concepts ICy, IC,,...IC,. m\
The query extension is included in the IC
indexing concept extension while remov- French - Q@ British
ing the instances of ICy, ICs, ...andICy.

That is, Ezt(Q) C Ext(IC) — [Ext(IC;) U Ext(ICy) U ... U Ext(ICy))
If IC, MIC,M...MIC, CE 1, then the cardinality of Q is :
card(Q) < card(IC) — Y (card(IC;))
e The combination of the previous rules optimizes query evaluation and
restricts the query cardinality interval.

Secondly, the inter-concepts indexing process adapts the roles implied in the
query and estimates the cardinalities according to the result of the query
classification (performed in the intra-concept indexing). Indeed, since a query
has been subsumed by an indexing concept, the domain of each role of the
query is reduced to the domain of the same role of the subsuming indexing
concept. For example, we use the previous index (table 1 and figure figure 2)
to process the query: Q C PatientMnationality = "France” Mage > 65
The query Q is subsumed by the (glb of Q) concept French. Therefore, the
role examined of the query Q must be subsumed by the same role, examined,
of the indexing concept French.

To verify the role subsumption: examinedByq C examinedBygrench, the do-
main of examinedByg becomes GeneralPractitioner. The role cardinality is
computed as presented previously for the query cardinality considering only
roles subsumption relationships.

4 Conclusion

An index divides data set into smaller data spaces. Therefore, it reduces the
queries search spaces. We have presented in this paper a description logic-
based semantic indexing for our extended Topic Map-based interface. This
approach allows to use more complex indexing elements (complex concept
description) based on data semantics. The data are interrogated jointly using
queries and navigation in the extended Topic Map. For this, we perform two
levels indexing: intra-concept indexing and inter-concepts indexing. These
two indexing levels contribute to optimize data queries and navigation.
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The semantic index is constructed taking into account the user profile,
the data distribution and the data volume. It increases the efficiency of the
index.

The use of DL to formalize the index allows to perform intelligent rea-
soning by evaluating queries and facilitating index updating. Then, as a per-
spective of this work, we propose to update the index progressively, to be
adapted to the user requirements and the data updates. Frequently queries
can be added to the index according to their semantics. This update facil-
ity will be performed automatically using the DL. We will also consider the
problems involved by the decidability of the DL reasoning, particularly, those
related to the concrete domains.
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Abstract. The task of disambiguation is to determine which of the senses of an
ambiguous word is invoked in a particular use of the word [4]. Starting from the
algorithm of Yarowsky [6,5,9,10] and the Naive Bayes Classifier (NBC) algorithm,
in this paper we propose an original two-steps algorithm which combines their
elements. This algorithm preserves the advantage of principles of Yarowsky (one
sense per discourse and one sense per collocation) with the known high performance
of NBC algorithms. We design an Intelligent Agent, who learns (based on the
algorithm mentioned above) to find the correct sense for an ambiguous word in
some given contexts.
Keywords: Word sense disambiguation, corpus, agents, learning.

1 Introduction

The word sense disambiguation (WSD) is probably one of the most impor-
tant open problem and it has now already a long "history” in computational
linguistics [3,2]. WSD problem has direct applications in some fields of text
understanding as information retrieval, text summarization, machine trans-
lation.

The problem that arises in natural language is that many words (called
polysemic), have several meanings or senses. These senses depend on what
context they occur. The task of disambiguation is to determine which of the
senses of an ambiguous word is invoked in a particular use of the word [4].
WSD is necessary whenever a system’s actions depend on the meaning of the
text being processed.

Our algorithm relies dictionary based disambiguation (which we will pre-
sent in the following section) and can be considered as intermediary between
supervised and unsupervised disambiguation [4,7].

2 A Bootstrapping Algorithm Based on the Principles:
One Sense Per Discourse and One Sense Per
Collocation (BA)

The BA algorithm begins by identifying a small number of training contexts.
This could be accomplished by hand tagging with senses the contexts of w
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for which the sense of w is clear because some seed collocations [6,9,10] occur
in these contexts.

The tagging is made on the base of dictionaries or by using the known on-
line dictionary of senses WordNet [14]. This initial set of annotated contexts is
used for learning a naive bayesian classifier. This NBC will help in annotating
new contexts. By repeating the process, the annotated part of corpus grows.
We will stop when the remaining unannotated corpus is empty or any new
context can’t be annotated.

The notational conventions are as above:

e w is the polysemic word

e S = {s1,82, ,8K} are possible senses for w, as in a dictionary, or as
obtained with WordNet.

e C ={c1,¢c2, - cr} are contexts (windows) for w, as obtained for w with
an on-line corpus tool (for example Cobuild [13]). Each ¢; is of the form:

Cp = Wi, Wz, , W, W, W41, ", W,

where wy, wa, -+, W, Wet1, -+ -, w, are words from the set vy, -+, vy and
t and z (usually z = 2t) are selected by user.

Let us consider that the words V' = {v!, .-+ v'} C {v1,---,v;}, where [ is
small (for example 2) are surely associated with the senses for w, such that
the occurrence of v* in the context of w determines the choice of a sense s for
w (one sense per collocation). Here {s,.-- s'} is a subset of {s1,---,sk}.

We mention that the set of words (V) used in the BA algorithm as contex-
tual features for the disambiguation is very important; the disambiguation
results are improved as the set V grows. This represents the first important
characteristic of the BA algorithm.

For example, for the word plant, the occurrence in the same context of the
word life has a sense (lets say A), while the occurrence in the same context
of the word manufacturing has another sense (lets say B). These rules can be
done generally as a decision list:

if v! occurs in a context ¢ of w then the sense of c is s', s' € S (1)

So, from the set of contexts obtained as query results with (for example)
Cobuild, some contexts can be solved.

For our algorithm, we define a relation § C W x P(W), where W is the
set of all words and P(W) is the power set of W . If w € W is a word and
c € P(W) we say that (w,c) € § if w € c or, else, if there is a word wl € ¢ so
that the words w and w1 have the same grammatical root (particularly c is
a context).

So, a corresponding decision list has the following form:

if (v,c) € § and v has the sense s;
then the sense of the context c is s;

(2)



An Improved Algorithm on Word Sense Disambiguation 201

The decision list (2) improved with the relation § represents the second
important characteristic of the BA algorithm.
Algorithm
Cres = &, determine the set V = {v!,--. 0!}
For each contezt ¢ in C apply the rules:
if (v', ¢) € 6,= senses’, i =1,---,1,Cres = Cres U {c}
EndFor
Crest = C\Cres
While Cies: # ¢ do:
Determine a set V* of words with a mazimum frequency in Cres
DefineV=VuVv*=L V,,
where Vs, isthe set of words associated with the sense s;
(some V;, can be )
(If v € V*, the context ¢ solved with the sense s; and
(v,c) €4, then v € Vi, according with the principle
"one sense per discourse”)
For each ¢; € Cpest apply the BNC algorithm :

sf = argmazsP(s | ¢;) = argmazxs P(C""ILS():‘()P ) — (3)
= argmazsP(c; | s) x P(s)

EndFor
Cr.o ={ci| P(sf|eci) > N, N fized}
Cres = C:es U Cres
C’rest = C’rest\cres
EndWhile

In this algorithm:
Pci|s) =P(wi|s) - Plwe | )P(wegr | 8) - Plw; | 5)

1 if(w;, Vs.) €6
and P('UJz ! Sj) = nr.occ.w,; 6{8(6 v 5])
nr. total of words

3 The Agent for Words Disambiguation

The application is written in JDK 1.4 and implements the behavior of an
Intelligent Agent, whose purpose is to find the correct sense for a given word
(the target word) in some given contexts using the algorithm described in the
previous section. In fact it is a kind of semi-supervised learning; the agent
starts with an initial knowledge (the senses of the target word and a set
of words using as contextual features for the disambiguation) and learns to
disambiguate the word in the given contexts.

The environment of this agent consists in some information which the
agent reads from an input text file "in.txt”:

e the target word(w);
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e the possible senses for w;
e the contexts for w;
e the words used as contextual features for w’s sense disambiguation.

On the basis of its environment, using the algorithm described in the
previous section, the agent learns to find the correct sense of the target word
in the given contexts.

The main class of the application is the class Agent, which implements
the agent behavior and the learning algorithm.

We notice that all the representations of data structures used in implemen-
tation are linked, which means that there are no limitations for the structures’
length (number of contexts, number of words in a context).

4 Experiments

4.1 First Experiment

Our aim is to solve some contexts in which the word band appears, from a set
of contexts obtained as query results with Cobuild [13]. Using the application
we accomplish the training of the agent in the following environment (given
in the text file ”band.txt”).

The file ”band.txt”:

- the target word

band

- the senses of the target word (as in Wordnet)

set music ring strip

- the words used as contextual features for Q's disambiguation and the
indexes of the corresponding sense of the target word

song 2 sing 2 paper 4 dance 2 club 2 release 2 jazz 2 member 1
jewel 3 sound 2 rock 2

- the contexts of the target word

1. going to happen, we’re not that kinda band. [p] I don’t write 15
songs in a

2. fiber, more dust, a broken rubber band, a paper clip, a penny,
more dust, a

3. Hickman conducts an all-woman’s band and choir, the next she
sings

4. olde worlde part of town where the band are staying. All hideous
new Europe

5. studio-dusty shrouds. Finally, the band that had me dancing ’til

6. to reunite musicians of a famous soul band who have not played
for 30 years.



11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.
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. fan club show. It’s a rowdy night-the band first played here in

’87 with the

. and ‘You Love Us’-are the best the band have released so far,

claim Jeff and

. the more esoteric brands of big-band jazz in favour of a lively
. The Commitments I’ve never been in a band, know nothing

about it. [p] Adams:

Maker, the signatures of each band member, lovingly inscribed
in non-

Cert 15 [p] 15 (18) RESERVOIR DOGS: A band of foiled jewel
robbers reassemble

it right up here. (Fade down) FX BAND SIX: MUSIC. ‘STYLE
Fade up. Fade

to none - a recent reviewer said: The band sounds learner than
before, the

a new idea they cannot, like a young band, simply book the
games equivalent of

Radiation put together a rockabilly band, The Tearjerkers, while
Panter

Before Us is by The Albion Dance Band-with the emphasis on
‘dance’. Live,

Tonight the band plays at the Hotel,

present a famous soul band, with more than 10 albums,

Maker, the signatures of each band member, lovingly inscribed
in non-

W. Axl know that the letters in his band-name spell ‘Nor See
Gnus’? Probably

to a junior officer, ‘no more loyal band of brothers than the
Grand Staff of

the North Sea) and Britain’s growing band of ethical fund man-
agers are

government of Trinidad. [tref] BAND ONE: Tony Blair, Shadow
Employment

That’s tough, but that’s life. A band out of time. [p] DAVE
JENNINGS [p]

After the agent reads the information from the environment, he applies

the disambiguation algorithm for the given contexts. The result is shown in
Table 1. Each context is followed by the sense for the target word found by
the agent after the disambiguation, and by the correct sense of the target
word for the given context.

From Table 1, we observe than the Agent learns to find the correct sense

of the word band in the contexts 5, 12, 13, 16, 18, 19, 20, 21, 23, 24, 25. The
sense of the word in the other contexts is deduced from the set of words used
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Table 1. The result of disambiguation

Context 1 — music  — music
Context 2 — strip — strip
Context 3 — music — music
Context 4 — music — set
Context 5 — music — music
Context 6 — music — music
Context 7 — music — music
Context 8 — music — music
Context 9 — music — music
Context 10 — music — set
Context 11 — set — set
Context 12 — ring — ring
Context 18 — music — music
Context 14 — music — music
Context 15 — ring — set
Context 16 — music — music
Context 17 — music — music
Context 18 — music — music
Context 19 — music — music
Context 20 — set — set
Context 21 — set — set
Context 22 — ring — set
Context 23 — set — set
Context 24 — set — set
Context 25 — set — set

as contextual features for the disambiguation. For example, from the context
7, the agent learns to associate the word play with the sense music, and from
context 6 the agent learns to associate the word soul with the sense music.
The accuracy of the BA algorithm in the proposed experiment is 84%. We
note that the accuracy of the disambiguation algorithm is calculated with the
following formula

A= number of correctly solved contexts

number of contexts (4)
In fact, in our case, the accuracy is the learning rate of the algorithm.
The experiment at Hearst (1991) shows that to achieve a high precision

in word sense tagging, the initial set must be large (20-30 occurrences for

each sense).
We have to mention that, in our experiment, we associated a single oc-
currence for each sense (for an easier evaluation of the algorithm).

Experimental Comparison with the NBC Algorithm. In the case of
the algorithm described in section 2 (BA - Bootstrapping Algorithm), the
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relation ¢ described in equation (2) is very important. In order to illustrate
the efficiency of the BA algorithm (with an without §), we ran at the same
time the NBC algorithm for the experiment proposed in subsection 3.2. The
obtained results (including the algorithms’ accuracies) are shown in Table 2.
The correct results after the disambiguation are bold. We note that "BA
without §” is the BA algorithm (Section 2), in which a decision list has the
form described in Equation 1.

Table 2. Comparative experimental results between the disambiguation algorithms

BA and NBC

BA with ¢

BA without §

NBC algorithm

The result
of contexts’
disambiguation

Context 1 music
Context 2 strip
Context 3 music
Context 4 music
Context 5 music
Context 6 music
Context 7 music
Context 8 music
Context 9 music
Context 10 music
Context 11 set
Context 12 ring
Context 13 music
Context 14 music
Context 15 ring
Context 16 music
Context 17 music
Context 18 music
Context 19 music
Context 20 set
Context 21 set
Context 22 ring
Context 23 set
Context 24 set
Context 25 set

Context 1 ring
Context 2 strip
Context 3 ring
Context 4 music
Context 5 ring
Context 6 ring
Context 7 music
Context 8 set
Context 9 music
Context 10 ring
Context 11 set
Context 12 ring
Context 13 music
Context 14 music
Context 15 ring
Context 16 ring
Context 17 music
Context 18 music
Context 19 ring
Context 20 set
Context 21 ring
Context 22 ring
Context 23 music
Context 24 ring
Context 25 set

Context 1 strip
Context 2 strip
Context 3 strip
Context 4 strip
Context 5 strip
Context 6 strip
Context 7 music
Context 8 strip
Context 9 music
Context 10 strip
Context 11 strip
Context 12 ring
Context 13 strip
Context 14 strip
Context 15 strip
Context 16 strip
Context 17 music
Context 18 strip
Context 19 strip
Context 20 strip
Context 21 strip
Context 20 strip
Context 23 strip
Context 24 strip
Context 25 strip

Accuracy

84%

44%

20%

From Table 2 results very clearly the efficiency of the BA algorithm, im-
proved with the relation §. The comparative experimental results are shown
in Figure 1. In Figure 1, we give, for each algorithm, a graphical represen-
tation of accuracy/context. More exactly, for a given algorithm, for the ith
context we represent the accuracy (see Equation 4) of the algorithm for the
first ¢ contexts. From Figure 1, it is obvious that the most efficient is the
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BA algorithm with the relation & (the algorithm’s accuracy grows with the
number of contexts).

84 B
70 e
56 e —a— BA with relation
42 s —— NBC
28 . —— BA without relation

19 4

ACCURACY (%)

L
N
TITTITT T TITTTITTITTITITTIT TN

- W m M~ = W
- = N o

CONTEXTS

Fig. 1. The graphical representation of the experimental results described in Table 2

4.2 Second Experiment

Since for Romanian language does not exist neither a corpus nor something
similar with WordNet, we make a WSD experiment using the BA algorithm,
which requires only information that can be extracted from untagged corpus.
Our aim is to use the BA algorithm for the romanian language, to dis-
ambiguate the word poarta in some contexts obtained with an on-line corpus
tool (at us htdig and a Romanian corpus).
We make the following specifications:

e the target word poarta has, in romanian language, four possible senses
(two nouns and two verbs);

e we experiment our algorithm starting with 38 contexts for the target
word;

e we start with four words as contextual features for the disambiguation (a
single feature for each sense).

The accuracy of the BA algorithm in the proposed eéxperiment is 60%.
We make the following specifications:

¢ in the above experiment we grow the number of occurrences for each sense
of the target word and we observe that: with two occurrences for each
sense the algorithm’s accuracy grows with 10%, with three occurrences
for each sense the accuracy grows with 15%;
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e we grow the number of input contexts (100) and we observe that the
algorithm’s accuracy grows with 15%.

As a conclusion, if the number of words used as contextual features for
the disambiguation and the number of contexts grows, the accuracy of the
BA algorithm grows, too.

5 Conclusions and Further Work

If the Agent (described above) starts with a substantial initial knowledge

(number of senses of the target word, set of words used as contextual at-

tributes for the disambiguation) and if the environment consists in a big

number of contexts, the the disambiguation (learning) algorithm works very

well (the number of senses of the target word learned by the agent grows).
Further work is planned to be done in the following directions:

e For assuring a better efficiency of the disambiguation, we plain to retain
in a database the results of the learning process;

e We plain to establish a better evaluation for our Agent, working with
some standard ambiguous words and a more impressive amount of con-
texts from different corpora (as BNC http://sara.natcorp.ox.ac.uk/look-
up.html);

e We will compare the results with those obtained with SENSEVAL’s , two
recent pilot applications in WSD;

e As input of our agent we plain to use SEMCOR ([12], a manually sense
tagged corpus, in which all words have been tagged with WordNet senses;

e At the University of Bucharest is in construction a WordNet for Roma-
nian language, and we will use that as input for our Agent;

e We plain to study our approach in the context of combining labeled and
unlabeled data with Co-Training as in [1];

e Our own goal is to solve with our method the disambiguation for a query
in a future QA-system in Romanian which is now in construction;

e We also planned to improve the application using a subroutine which
determines all the synonyms for the initial features of the target word (a
hierarchical clustering algorithm, which is already implemented).
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Abstract. In this paper we consider the problem of web search results clustering in
the Polish language, supporting our analysis with results acquired from an experi-
mental system named Carrot. The algorithm we put into consideration — Suffiz Tree
Clustering has been acknowledged as being very efficient when applied to English.
We present conclusions from its experimental application to Polish, demonstrating
fragile areas of the algorithm related to rich inflection and certain properties of
the input language. Our results indicate that the characteristics of produced clus-
ters (number, distinctiveness), strongly depend on pre-processing phase. We also
attempt to investigate the influence of two primary STC parameters: merge thresh-
old and minimum base cluster score on the number and quality of results. Finally,
we introduce two approaches to efficient, approximate conflation of Polish words:
quasi-stemmer and an automaton-based lemmatization method.

1 Search Results Clustering Overview

Together with an exponential increase of the number of documents available
in the Internet, comes the requirement for faster and more reliable tools for
locating relevant information - the role currently played by search engines.
While algorithms for indexing and querying large volumes of data have been
substantially improved, the paradigm of searching for information based on
providing query terms and retrieving a list of matching documents, remained
almost the same since the very beginning. Considering solely the number
of matching results for even very narrow topics, browsing such set is not
feasible anymore. Besides, query terms are often ambiguous and spanning
over multiple subjects, making it impossible to present the results as a linear
ordering of relevance.

Searching and browsing are in very strong relationship to each other; it
is natural that improving browsing techniques will also improve the overall
performance of seeking for information. Search engines return a list of ref-
erences to matching documents, each one usually comprising a title, URL
and a short fragment of the source document, called a snippet. A snippet
should contain enough information about the document it describes to give
the user a clue what the entire document is about. This is the starting point
for search results clustering which attempts to form meaningful, thematic
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groups of snippets. These groups are then presented instead, or in addition
to the original document references. The user gets a much deeper insight into
the subjects the query covered, simply by looking at the set of discovered
groups.

2 STC Algorithm and Related Work

The problem of clustering in general is very well explored, thanks to the her-
itage drawn from statistics, economy and even fields of computer science such
as data mining and information retrieval. In spite of this, several properties
such as demand for linear complexity, limited amount of input data (a snip-
pet instead of full body of a document) and processing of text features render
search result clustering a research field worth investigating on its own.

Arguably the first query result visualization algorithm based on the para-
digm of clustering was presented in the Scatter-Gather system [4], but it was
not until Suffizx Tree Clustering (STC) algorithm appeared [9], that the field
of search results clustering, also called ephemeral clustering {5] had been given
a substantial momentum.

STC has at least two distinguishing features: its time complexity is linear
with respect to the number of clustered snippets, and it operates on phrases
present in the text, in contrast to most previous efforts, built on top of stan-
dard IR measures of terms frequency distribution. STC attempts to cluster
documents or search results according to shared phrases they contain, thus
employing information about the proximity of terms, in addition to their
frequencies.

STC is organized into two phases: discovering base clusters and combining
(merging) them to form the final set of groups. In the first phase, all sentences
in the search result (both in snippets and document titles) are inserted into a
generalized suffiz tree, where each symbol (node) in the tree represents a single
term. Every node also holds references to the sentences (and documents) it
occurred in. Thus, each path from some node to the root of the suffix tree
denotes a phrase shared by all the documents that node holds references to.

For each node (phrase) referencing at least two documents we define a
base cluster score: s(m) = |m| x f(|myp]) x S (tfidf (w;)), where |m| is the
number of words in phrase m not present in a stop list, f(|m;|) is a func-
tion penalizing short-phrases, tfidf (w;) is a standard Salton’s term frequency-
inverse document frequency term ranking measure. A stop list contains a
set of stop words — terms which can be safely ignored because they are
unlikely to form meaningful phrases on their own (conjunctions, preposi-
tions or articles)!. A set of base clusters is then identified by selecting nodes
with base cluster score higher than an arbitrarily chosen minimal base clus-
ter score threshold. In the second stage of the algorithm, top-ranking base

! Ignoring stop words is a common practice in IR, but may sometimes lead to
unfortunate results — consider Shakespeare’s “to be or not to be”. ..
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clusters are merged using a variation of single-link AHC algorithm, with bi-
nary merge criterion between base clusters a and b defined by the formula:
similarity(a,b) = 1 & (Ileglbl > a) A (lalglbl > a), where a in the above for-
mula denotes an arbitrarily chosen merge threshold and by |z| we understand
a set of documents in cluster z.

Unfortunately due to space constraints, we are not able to give a broader
insight into algorithms that followed STC (refer to [5] for a review of exist-
ing methods), but all of them, including STC, have been designed, imple-
mented and evaluated for English only. This puts in question their applica-
bility to other languages, because, as we are about to show, the properties
of a language may significantly affect an algorithm’s performance. To our
best knowledge only Semantic Hierarchical Online Clustering (SHOC) algo-
rithm [2], attempts to overcome the language issues. Instead of using words at
the lowest level of granularity, it employs recurring sequences of characters,
which makes it particularly suitable for oriental languages, where words are
not graphically distinguished in the text.

Stunningly, with the abundance of new algorithms, there exists a signifi-
cant shortage in evaluation techniques and measures of ephemeral clustering
quality. Most algorithms are judged based on explicit user surveys or analysis
of server logs aimed at comparing raw search interface to the clustered one
[9], in spite of the fact that [6] clearly states such comparison can be mis-
leading. A different approach is present in [5], where an information entropy
— derived measure is used for evaluation. We chose to employ this measure
as well, even though it has certain shortcomings discussed in Sect. 4.

3 Motivation

It seems that the issue of language-aware search results clustering has been
to some point neglected. We decided to investigate the behavior of STC as
a representative algorithm specific to the domain, when applied to Polish.
In particular, we wanted to examine the impact on the quality of results
when language with rich inflection is being processed. Our intention also
was to determine any potential influence which data pre-processing activities
such as ignoring meaningless terms (stop words) or various methods of term
conflation (lemmatization or stemming) might have on the final clusters.
This was one of the main reasons of creating Carrot system. Carrot is
an implementation of STC featuring Polish and English term conflation al-
gorithms (ref. to Sect. 4.1) and stop words lists specific to both languages.
Carrot was available online between Spring and Summer of 2001 before legal
issues concerning automated querying of the background major search engine
forced us to limit its public availability?. Another reason driving this exper-
iment was to find out how the choice of STC’s thresholds affect the quality

% More information can be found at http://www.cs.put.poznan.pl/dweiss/carrot
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and stability of results. We also wanted to employ a mathematical measure
of quality as opposed to user surveys.

4 The Experiment

In order to fulfill the goals given above, we prepared a small-scale experiment
comparing clusters acquired from Carrot to a predefined, manually produced
grouping. In order to keep the experiment realistic, we decided to utilize two
sets of real search results downloaded from Vivisimo search engine in response
to queries: inteligencja (intelligence) and odkrywanie wiedzy (knowledge dis-
covery). Recently, the above set of queries was extended to include additional
two in Polish and four in English.

The manual clustering of the two test queries had been performed by five
experts in the field, independently. Original documents were not retrieved
from the Web, so that humans had as much information about the clustered
set, as the algorithm — a set of about 70 snippets per query. This again proved
that clustering, even when done by hand, is unambiguous and problematic
(ref. to [6]). Out of 80 snippet-to-cluster assignments, only 50% were fully
consistent among all individuals. In the end there were about 14 manually
created groups for each query.

Having a manual benchmark to relate to, we faced the problem of choosing
possibly objective comparison function. The problems with empirical evalua-
tion of ephemeral clustering systems have already been mentioned in Sect. 2.
We decided to utilize Byron Dom’s method [1], briefly presented in Def. 1.
The manual clustering we produced was used as the ground truth set required
by the measure.

Definition 1. Let X be a set of feature vectors, representing objects to be
clustered, C' be a set of class labels, representing the desired, optimal clas-
sification (also called a ground truth set), and K be a set of cluster labels
assigned to elements of X as a result of an algorithm. Knowing X and K one
can calculate a two-dimensional contingency matrix H = {h(c, k)}, where
h(c, k) is the number of objects labeled class c that are assigned to cluster k.
Information-theoretic external cluster-validity measure is defined by:

ICl K| |K]

h(c, k h(c, k 1 h(k)y+1C| -1
Q== > (n 1og i(L(k))“Lﬁ;log( ( ?c|[_|1 ) S

c=1 k=1

where n = | X|, h(c) = 3, h(c, k), h(k) =>"_h(c, k).

The experiment consisted of comparing results produced by STC to the
ground truth set using the measure given in Def. 1. Full range of values for
the key algorithm parameters — merge threshold and minimal base cluster
score (see Sect. 2) — were taken into account. The experiment was repeated
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with and without term conflation algorithms and stop words removal in pre-
processing phase.

For the experiment, we used a normalized version of the formula presented
in Def. 1, where zero denotes no correspondence between ground truth set of
clusters and the compared set, while one means the two are identical. It should
be stressed that quality of results in search results clustering is hard to define.
We express it as a singe-value relevance measure to the manual “perfect”
clustering in order to analyze its relative changes and trends. Interpretation
of specific values the measure can take is problematic since it is an aggregation
of many different aspects.

Byron Dom’s measure is defined for flat partitioning of an input set of
objects, while STC produces flat, but overlapping clusters. In order to be
able to apply the measure, we decided that snippets assigned to more than
one cluster, would belong only to the one having the highest score assigned
by STC.

4.1 Word Conflation Algorithms Used for Experiments

In many inflectional languages a word, depending on its function in a sen-
tence, may appear in several graphical forms while maintaining roughly the
same meaning. In most cases, there exists a constant part of a word called a
stem and affizes which change (in Polish: pisz-esz, pisz-emy, pisz-ecie). While
there is a great deal of confusion around the proper terminology, we shall call
a set of all inflected forms of a word a lemma and lemma’s representation as
a symbol a lezeme (lexeme is not always identical to the stem, more than one
stem may exist in one lemma). In Information Retrieval it is usually better to
consider lexemes rather than exact word forms. Lemmatization is a process of
mapping of a word form to its lexeme, but it usually requires significant lin-
guistic resources (like dictionaries). Simplified (and approximate) algorithms
called stemming algorithms work by replacing affixes iteratively, according to
certain heuristic rules until a “stem” of a word is found.

A number of both commercial and public stemming and lemmatization
algorithms exist for English. For Polish, certain commercial solutions exist
[3], but according to our knowledge no freely available solutions have been
proposed besides Krzysztof Szafran’s SAM [7]. We initially made an attempt
to utilize this free morphological analyzer, but it is a precompiled program
and works only in batch-mode, practically making it impossible to use it in an
online system. We therefore created two simple, but efficient, techniques for
conflating words in Polish — one is an approximate stemming method called
quasi-stemmer, the other is a basic lemmatization technique.

The quasi-stemmer is based on the use of over eight hundred thousand
unique terms corpora of Polish texts, obtained by permission from Rzecz-
pospolita newspaper archives. About five hundred most common suffixes from
this corpora have been extracted and put in a lookup-table. The condition
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for determining whether two words « and 3 can be considered inflected forms
of a common stem is given in Def. 2.

Definition 2. Two words « and 8 may be considered to originate from a
common stem, if they contain a common prefix, which is at least n characters
long, and the suffixes created by stripping that prefix exist in the predefined
lookup table.

It is obvious that such simple technique has limited accuracy, hence the
prefix quasi- in the name. Also, some caution must be undertaken since the
equivalence relation implied by quasi-stemmer is not transitive. Nonetheless,
the quasi-stemmer has a very appealing capability of comparing proper names
and terms not present in the corpora. It performs very well on inflected names
of places or people, for instance. Our experience shows that even such a simple
technique brings an improvement in both cognitive and experimental results
(refer to Sect. 5.1).

We also created another technique, this time based on an open source dic-
tionary of Polish included with ispell®. This dictionary contains words and
rules for deriving most of their inflected forms. We assumed (which is un-
fortunately not always the case), that a lemma of a word could be created
from an entry in the dictionary and all the derived word forms. We then
compressed this information into a finite state automaton, a very compact
data structure used directly for lookups. If a given inflected term exists in
the automaton, we can find its mapping to a “lexeme” — the dictionary form
which generated it. For any term, the complexity of its stem-lookup operation
is at most linear with the length of the term (this is the maximum time, if the
lookup has been successful). Several problems still exist, like the mentioned
fact that certain lemmas are represented in the dictionary as separate entries,
or certain entries generate inflected forms representing more than one lemma
— for example entry betoniarz (concrete mixer operator) and betoniarka (con-
rete mixer) end up with the same lexeme (betoniarz) and that should not be
the case.

5 Results

5.1 Inflection and Stop Words

Polish inflection rules are much more complex than English. Words have
different suffixes depending on the case, gender, number, person, degree, mode
or tense. Oren Zamir in [9] claims that the importance of pre-processing is
not a crucial factor of algorithm’s performance. Our experiments and papers,
such as [6], indicate it is not the case. We discovered that both cognitive and
measured results improve when stop words are removed and term conflation

3 http:/ /ispell-pl.sourceforge.net
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methods are used. In Fig. 1 one can observe the increase in quality measure
value when the above techniques are used.

It was quite unexpected to us that removing stop words from the input had
such high influence on results. This suggests that a more advanced technique
of identifying meaningless terms could even further improve cluster quality.
Maybe this could even go as far as discarding all non-nouns, or non-verbs.

Rich inflection in the input has a potential negative influence on the fac-
tor used for calculating cluster scores. The TFIDF (term frequency inverse
document frequency) model used for scoring terms in phrases does not yield
the actual importance of a given lexeme, because the score is distributed over
all of its word forms.

No preferred term conflation methods was evident in our results. Both

quasi-stemmer and the simple lemmatization yielded improvement over not
altered input data, yet this improvement was

5.2 Phrases and Words

STC produces clusters based on common phrases occurring in snippets. The
Polish language has a feature of not being as order-dependant as English. The
meaning of a sentence can be as well carried solely by suffixes of the terms
used. Compare this classic example from [8]: John hit Paul # Paul hit John,
while in Polish: Jan uderzyt Pawta = Pawta uderzyt Jan. Consequently, STC’s
primary assumption that common phrases form good clusters thus becomes
questionable.

Qo Query: inteligencja Qo Query: odkrywanie wiedzy

0,64 A
N v
* W*% 0,625 A \
S T AR
0% - ; O’S°W

0 0.54 min. base ter score
AT T T 84— AN e
PTELELELPPILRELE PP T L L L PSS LTSS

—6—no stemming, no -8- quasi-stemming, -A— quasi-stemming, -e- dictionary- -%- dictionary
stopwords no stopwords stopwords stemming, no stemming,
stopwords stopwords

Fig. 1. Value of quality measure Qo in relation to changing base cluster score. Five
different configurations of input pre-processing are shown. STC merge threshold is
constant (0.6)
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A potential solution here could be to utilize information about neighboring
terms in the input, without strict assumption that they must form sequences.
This approach has been partially studied for English in [5], where lezical
affinity of pairs of terms was used instead of keywords. The use of word sets
as opposed to sequences has been also studied in [9], where the author claimed
phrases performed slightly better than sets (experiments in English).

5.3 Sensitiveness of STC Control Parameters

Oren Zamir in [9] claims that the influence of merge threshold over the results
was unnoticeable and chooses an arbitrary value for his STC evaluation. We
have found out that the results are in deed not very sensitive to the setting of
the merge threshold, especially when the input data has been pre-processed.
However, as seen in Fig. 2, low merge threshold for certain queries may lead
to noticeably unstable quality measure indicator. This effect was gone (or
rather smoothed-out) when any of the term conflation methods had been
used.

Minimum base cluster score threshold expresses much stronger influence,
especially on the number of discovered clusters (see Fig. 2). While this is
obvious (because this parameter describes a cut-off threshold for phrases
considered at later stages of STC), it is not at all clear what exact value this
parameter should be set to. It seems that higher values stabilize the properties
of merge threshold, also improving numerical measure of quality, but it also
means that low-scoring clusters, perhaps interesting, are discarded in favor of
large, strong ones (which are potentially obvious to the user). Also, as seen
in Fig. 2, when pre-processing has been applied, there is a quick saturation of
quality and a sudden drop in the number of clusters produced. The relation
between the number of clusters, their quality and the minimum base cluster
score should be a matter of further research.

6 Conclusions and Future Research Directions

In this paper we have presented conclusions drawn from an experimental
application of STC to documents in Polish. The primary conclusion is that
STC seems to be significantly sensitive to languages with rich inflection in
the input. This affects both base cluster construction and scoring. Our exper-
iments demonstrate that proper term conflation and stop words identification
improved the stability of the algorithm and quality as a comparative measure
of correspondence to a manual clustering.

We also argue that using phrases for finding base clusters may not be
the best choice for inflectionally rich languages, giving Polish as an exam-
ple. In this language word order may be tricky, and the same meaning may
be expressed without using exactly the same sequence of terms. The most
promising research direction in this area includes abandoning strict order of
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Fig. 2. A three-dimensional view of the relation between merge threshold and min-
imum base cluster score to the value of quality measure Q2 (charts on the left side)
and number of produced clusters (charts on the right side). Please note the axis of
number of clusters is reversed for clarity

terms in the discovered base clusters, maybe replacing phrases with lexical
affinities or frequent sets.

This paper also introduces two efficient methods for term conflation in
Polish and shows how they improve the quality of results when applied to
STC. Potential research directions in this area should be directed at develop-
ing methods capable of correctly processing proper names (users frequently
look for places, people or things rather than abstract topics). Quasi-stemmer
presented in this paper has this property to some extent, but an analysis of
results if an advanced lemmatization method were used would be of great
interest.
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Abstract. Studies of data mining classification algorithms have shown that these
algorithms either cause a loss of quality or scalability aspects or cannot effectively
uncover the data structure. This paper presents a new approach for developing two
C4.5 based classifiers. The first, RFC4.5, uses the RainForest framework approach
while the second, GARFC4.5, uses genetic algorithm. The two classifiers have been
applied on medical database of 20MB size for thrombosis diseases, obtained from
the discovery challenge competition of the 3rd European Conference on Principles
and Practice of Knowledge Discovery in Database held in Prague, 1999. The results
show that the two Classifiers give higher classification accuracy than traditional
C4.5 classifier. For both classifiers, at a certain population size, it is found that the
classification accuracy increases with sample size.

1 Introduction

Classification is an important data-mining problem that has a wide range
of applications, including medical diagnosis, fraud detection, scientific exper-
iments, credit approval and target marketing [1]{4][5]. The input to a classi-
fication problem is a dataset of training records and each record has several
attributes. Attributes whose domains are numerical are called numerical at-
tributes (continuous attributes), whereas attributes whose domain is not are
called categorical attributes (discrete attributes). There is one distinguished
attribute, called class label, which is a categorical attribute with a very small
domain. The remaining attributes are called predictor attributes; they are
either continuous or discrete in nature. The goal of classification is to build a
concise model of the distribution of the class label in terms of the predictor
attributes. The resulting model is used to assign class labels to a database
of testing records where the values of the predictor attributes are known
but the value of the class label is unknown. Many classification models have
been proposed in the literatures such as distributed algorithms, restricted
search, data reduction algorithms, parallel algorithms, neural network and
others[6][7]. Decision trees are especially attractive for a data-mining envi-
ronment for several reasons. First, due to their intuitive representation, they
are easy to assimilate by humans[2]. Second, they can be constructed rela-
tively fast compared to other methods. Third, they are non-parametric and
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thus suited for exploratory knowledge discovery. Last, the accuracy of clas-
sification is comparable or superior to other models[6]. A variety of decision
tree-based algorithms have been developed to extract valuable knowledge
from very huge databases including ID3 and extensions, C4.5 and others
(11][7]. However, these approaches either cause loss of accuracy or cannot
effectively uncover the data structure[12]. C4.5[9] is a well-known decision
tree algorithm that in most cases can generate near optimal decision trees
but only when the training data are given all together. However when the
training examples are given incrementally the C4.5 alone cannot be used
efficiently[10]. Gehrke et al.[5] used the RainForest framework data access
method for decision tree classifier that separates the scalability aspects of
algorithms from the central features that determine the quality of the tree.
Also genetic algorithms have been used for classification problems in data
mining domain in variety of applications[12].

This paper presents a new hybrid classifier integrating the strengths of ge-
netic algorithm, decision tree and RainForest approaches. The developed clas-
sifier GARFC4.5, has been applied to large medical database for thrombosis
diseases. The data was made through the Discovery Challenge Competition ,
organized as part of the 3rd European Conference on Principles and Practice
of Knowledge Discovery in Database in Prague[13]. The paper is organized
as follows: section two introduces C4.5 decision tree algorithm, RainForest
approach for fast decision tree construction and genetic algorithm. Section
three explores two C4.5 based classifiers; namely; RFC4.5 and GARFC4.5.
RFC4.5 uses the RainForest framework approach while GARFCA4.5 is a hy-
brid classifier uses Genetic Algorithm. Section four presents medical database
& data prepration. Section five shows the computational results. Section six
ends up with conclusions.

2 Overview

2.1 The C4.5 Algorithm

The algorithm constructs a decision tree starting from a training set S ,
which is a set of cases , or tuples in database terminology. Each case specifies
values for a collection of attributes and for a class. Each attribute may have
either discrete or continuous values. Moreover, the special value unknown
is allowed, to denote unspecified value. We denote with Ci, -, Cneciass the
value of the class.

A decision tree T is a model of the data that encodes the distribution of
the class label in terms of the predictor attributes. It is a directed, a cyclic
graph in form of a tree. The root of the tree does not have any incoming
edges. Every other node has exactly one incoming edge and zero or more
outgoing edges. If a node n has no outgoing edges we call a leaf node, other-
wise we call an internal node. Each leaf node is labeled with one class label;
each internal node is labeled with one predictor attribute called the splitting
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attribute. Each edge e originating from an internal node 7 has a predicate
q associated with it where g involves only the splitting attribute of n. The
set of predicates P on the outgoing edges of an internal node must be non-
overlapping and ezhaustive. A set of predicates P is non-overlapping if the
conjunction of any two predicates in P evaluates to false. A set of predicates
P is ezhaustive if the disjunction of all predicates in P evaluates to true. We
will call the set of predicates on the outgoing edges of an internal node n
the splitting predicates of n; the combined information of splitting attribute
and splitting predicates is called the splitting criteria of n and is denoted by
crit(n).

For an internal node n, let E = {e;, ez, -, ex} be the set of outgoing
edges and let Q = q1,¢2, -, gk be the set of predicates such that edge ey is
associated with predicate g;. Let us define the notion of the family of tuples
of a node with respect to database D. The family F'(r) of the root node r of
decision tree T is the set of all tuples in D.

For a non-root node n € T,n # r, let p be the parent of n in T and
let gp—n be the predicate on the edge e, from p to n. The family of the
node n is the set of tuples F(n) such that for each tuple t € F'(n),t € F(p)
and g,—.n(t) evaluates to true. Informally, the family of a node n is the set of
tuples of the database that follows the path from the root to n when being.
classified by the tree. Each path W from the root r to a leaf node n corre-
sponds to a classification rule R = P — ¢, where P is the conjunction of the
predicates along the edges in W and c is the class label of node n. Pruning,
the method most widely used for obtaining right sized trees, which aim to
reduce size of the tree and minimize misclassification rate as well.

C4.5 algorithm constructs the decision tree with divide and conquer al-
gorithm (see Fig. 2.1), each node is associated with a set of cases and a test
over the training cases to specify the discriminating attribute which splits the
cases into subsets associated to children of the node. The splitting is repeated
down the tree trying to produce leaves that contain only nodes belonging to
the same class. The most popular split selection method for node tests de-
pend on Entropy (S), Gain (S, A) and GainRatio (S, A) terms, where the
attribute with highest GainRatio is chosen as the splitting attribute.

[+
Entropy(S) = Y _ —pilogz pi
i=1
Where P, is the proportion of S to class ¢ and c is the possible values of class
(target) attribute.

Sy
Gain(S, A) = Entropy(S) — E | 5 |Entropy(S,,)
veValues(A) ‘ |

Where A is an attribute, and S, is the subset of S for which attribute A has
value v S s

SplitInformation(S, A) = — Z S log, 3
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ConstructTree(S)
(1) ComputeEntropy(S)
(2) If OneClass or FewCases
return a leaf;
create a decision node n;
(3) ForEach Feature A
ComputeGain(S,A);
(4) n.test=AttributeWithBestGain;
(5) If n.test is continous
Find threshold;
(6) ForEach S’ in the splitting of S
(7) If S’ is empty
Child of n is a leaf
(8) Else
Child of n=ConstructTree(S’);
(9) return n

Fig. 1. Pseudo-code of the C4.5

. Gain(S, A)
Ratio(S, A) =
GainRatio(S, A) SplitInformation(S, A)

2.2 Rainforest Framework

Over the last few years, there has been a surge in the development of scal-
able data access methods for classification tree construction. An examination
of the split selection methods in the literature reveals that the greedy schema
can be refined to the generic RainForest Tree Induction Schema shown in Fig-
ure 2. Consider a node n of the decision tree, the split selection method has
to make two decisions while examining the family of n : (i) It has to select the
splitting attribute X, and (ii) it has to select the splitting predicates on X.
Once decided on the splitting criterion, the algorithm is recursively applied
to each of the children of n. Let SS denote a representative split selection
method. Note that at a node n, the utility of a predictor attribute X as a
possible splitting attribute is examined independent of the other predictor
attributes: The sufficient statistics are the class label distributions for each
distinct attribute value of X. We define the AVC-set of a predictor attribute
X at node n to be the projection of F,, onto X and the class label where
counts of the individual class labels are aggregated. The AVC-set of predic-
tor attribute X at node n will be denoted by AV Cn(X). (The acronym AVC
stands for Attribute Value Classlabel). To give a formal definition, we as-
sumed without loss of generality that the domain of the class label is the set
1,---,J. Let an, X, z,1 be the number of records ¢ in F,, with attribute value
t- X =z and class label ¢ - C = ¢. Formally,
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an, X,zyi=|{te F:t- X =xzAt-C=i}.
For a predictor attribute X, let S = dom(X)zN’ where N denotes the set
of natural numbers. Then

AVCL(X) =(z;a1, - ,a5) €S FHeF, :(t- X=xzAViel, -, J: ai=an, X, 2,7)

We define the AVC-group of a node n to be the set of the AVC-sets of all predictor
attributes at node n. Note that the size of the AVC-set of a predictor attribute X
at node n depends only on the number of distinct attribute values of X and the
number of class labels in F,, .

Input: node n, partition D, classification algorithm CL

Output: decision tree for D rooted at n

Top-Down Decision Tree Induction Schema:
BuildTree(Node n, datapartition D, algorithm CL)
(1) Apply LC to D to find crit(n)

(2) let K be the number of children of n

(3) if (k> 0)

4) Create K children ¢y, --,cx of n

(5) Use best split to partition D into Dy, - -+, Dg
(6) for (1=1;1<=K;I++)

(N BuildTree(C;, D;)

(8) endfor

(9) endif

RainForest Refinement:

(1a) for each predictor attribute P

(1b) Call CL.find-best-partitioning (AVC-set of P)
(1c) endfor

(2a)K= CL.decide-spliting-criterion ();

Fig. 2. Tree induction schema and refinment

It has been advisable for several algorithms to construct as many AVC-sets as
possible in main memory while minimizing the number of scans over the training
database. As an example of the simplest such algorithm, assume that the complete
AVC-group of the root node fits into main memory. Then we can construct the
tree according to the following simple schema: Read the training database D and
construct the AVC-group of the root node n in memory.Then determine the splitting
criterion from the AVC-sets through an in-memory computation. Then make a
second pass over D and partition D into children partitions. This simple algorithm
reads the complete training database twice and writes the training database once
per level of the tree; more sophisticated algorithms are possible[5].

2.3 Genetic Algorithm

Genetic algorithm (GA) provides an approach to learning that is based loosely
on simulated evolution[8]. The genetic algorithm methodology hinges on a popula-
tion of potential solutions, and as such, exploits the mechanisms of natural selection
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well known in evolution[3]. Rather than searching from general to specific hypothe-
ses, or from simple to complex, GA generates successor hypotheses by repeatedly
mutating and recombining parts of the best currently known hypotheses[8]. Al-
though different implementations of genetic algorithms vary in their details, they
typically share the following structure: the algorithm operates by iteratively updat-
ing a pool of hypotheses, called the population. On each iteration, all members of
the population are evaluated according to the fitness function. A new population
is then generated by probabilistically selecting the fit individuals from the current
population. Some of these selected individuals are carried forward into the next gen-
eration population intact. Others are used as the basis for creating new offspring
individuals by applying genetic operations such crossover and mutation|8].

3 The Proposed Classifiers

3.1 RFC4.5

This section presents RFC4.5 algorithm, which combines C4.5 with RainForest.
C4.5 has been widely implemented and tested. It constructs the decision tree with
divide and conquer algorithm, each node is associated with a set of cases and a test
over the training cases to specify the discriminating attribute which splits the cases
into subsets associated to children of the node. The splitting is repeated down the
tree trying to produce leaves that contain only nodes belonging to the same class.
Pruning, the method most widely used for obtaining right sized trees, which aim
to reduce size of the tree and minimize misclassification rate as well. Decision trees
are usually simplified by discarding one or more subtrees and replacing them with
leaves; as when building trees, the class associated with a leaf is found by examining
the training cases covered by the leaf and choosing the most frequent class.

The RFCA4.5 algorithm starts with reading the training record to constructs
the AV C-group then determine the splitting criterion from the AVC-sets through
an in-memory computation. Then make a second pass over training records and
partition it according to AVC-set for attribute into children partitions. This simple
algorithm reads the complete training database once and keep all the information
it needs in its data structure instead of accessing database each time so it reduce
access time as well. And again it repeats the process for each child of the pervious
node until reaching all leaves. The algorithm starts with reading record set RS and
for each feature (predicates attributes) it construct AVC-set by calling function
create (). The algorithm then follow as C4.5 it calculate the Entropy () of RS and
call BestSplit() function which calculate the GainRatio to find best feature and
best split. For each child and after it distributes the original RS it recursive call the
code again until it reach all leaves. It is noted that in most cases the part of pruning
or simplifying the trees cause a loss of classification accuracy due to reducing the
tree size or actually the number of nodes in the produced trees. For that reason a
combination of pruning part in the Quinlan C4.5 algorithm with a simple pruning
algorithm shown in Figure 3 is developed to give a simple tree, save the memory as
well as keeping the classification accuracy high.
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PrunTree(RootNode r)
(1) if (r.isLeaf)
return;
2) else
3) if(r.AllChildern-Leaves)

(

(

4) if(r.AllSameClass)

(5) r.Class=Childern-Class;
(6) r.isLeaf=true;

(7 Delete Childern;

(8) endif

9) endif

(10) PrunTree(Childernli));

(11) endelse

Fig. 3. Simple tree-pruning algorithm

3.2 GARFC4.5

Integrating the strengths of RainForest with C4.5 and Genetic Algorithm, we
implement GARFC4.5 algorithm in object-oriented manner to build better tree(s)
for classification problems. There are three main steps to solve a problem using a ge-
netic algorithm: Define a representation; define the genetic initialization, cross over,
mutation and selection process and define the objective function. Each individual in
the population represents a solution to classification problem in a single data struc-
ture, which is a decision tree. The initial population individuals (decision trees) are
created by considering random sampling percentages of the training record sets.
Crossover operation is the random exchange between subtree and subtree from two
parent in the population only when crossover conditions are occurred. Mutation
operation is implemented as random exchange between two subtree in the same
tree also only if the mutation conditions are met. The objective function (fitness)
is used to evaluate the individuals. Every genetic algorithm requires an objective
function this is how the genetic algorithm determines which individuals are better
than others. In classification problems it is preferred that the fitness function be the
classification accuracy over the test set. So our objective function for the genetic
algorithm is the percentage of classifying correct records from test records.

The methodology of object oriented GARFC4.5 classifier is shown in Figure
4. The classifier was implemented in Visual C++ 6.0 on windows 98 with 64.0MB
RAM and 350 MHZ. The hybid classifier GARFC4.5 has two main components.
The first one, RFC4.5 classifier, combines the previouse descriped advantage of
RainForest with the traditional C4.5 algorithm. RFC4.5 takes a set of training
records from the database and produce decision tree according to the randomly
selected set of records. The second component, GA, performs the following oper-
ations : (a) taking , as input, the generated trees by RFC4.5, and (b) performs
the GA operations. Crossover takes two generated trees from two different training
data sets by RFC4.5, exchanges two or more subtree, and produces another two
different trees with different fitness function value(classification accuracy). Muta-
tion operation takes one generated tree by first component RFC4.5, exchanges two
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or more subtree of the same given tree or convert one or more subtree to a leaf,
and produces a new tree with different fitness function value. The GA operation
proceed until the best tree is obtained from all the decision trees generated from
randomly selected set of training data by RFC4.5. Figure 5 shows a pseudo code
for the Object Oriented GA.

Object Oriented GA

Initialize population with trees

|

Evaluate the fitness

Selection, Crossover, Mutation

J

Fig. 4. The proposed GARFC4.5 methodology

Trees

Record set

RFC4.5

(1) GA.Initialize_ Population_Trees();
(2) GA.Evaluate_Trees_Fitness();
(3) While (!Termination_Condition)
(4) GA.Select();

(5) If (Crossover_-Conditions)

(6) GA.Crossover(parentl, parent2);
(7) If (Mutation.Condition)

(8) GA.Mutation(Parent);

(9) GA.Evaluate Individuals();

(10) EndWhile.

Fig. 5. Pseudo code for object oriented GA
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4 Medical Database & Data Prepartion

As a case study for evaluating the developed GARFC4.5 classifier, a medi-
cal database has been used. The data was made through the Discovery Challenge
Competition, organized as part of the 3rd European Conference on Principles and
Practice of Knowledge Discovery in Database in Prague [13]. The database consists
of three different tables, of size 20 MB. This database includes all patients (about
1000 records). The first table contains basic information about patients. Second
table contains special laboratory examinations for collagen diseases. Table 1 shows
the second database table attributes. The third table contains Laboratory exami-
nations stored from 1980 to march 1999. The tests are not necessarily connected
to thrombosis. The main goal was to discover some sensitive and specific patterns
as well as achieving a high prediction rate for thrombosis disease. The target at-
tribute thrombosis represents the degree of thrombosis 0:negative (no thrombosis),
1: positive (the most sever one), 2:positive (sever), 3: positive (mild).

TABLE 1 Schemata For The Thrombosis Data

Attr. name |Description Data type
Sex Male or Femal Discrete
aCL IgG anti-Cardiolipin antibody(IgG) concentration Continuous
aCL IgM anti-Cardiolipin antibody(IgM) concentration Continuous
<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>