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Preface

There hasbeen alargeincreasein theamount of information that isstored
in and availablefrom online databases and the World Wide Web. Thisinfor-
mation abundance has made the task of locating relevant information more
complex. Such complexity drivesthe need for intelligent systemsfor searching
andfor informationretrieval.

Theinformation needed by auser isusually scattered in alarge number
of databases. Intelligent agents are currently used to improve the search for
and retrieval of information from online databases and the World Wide Web.
Research and development work in the area of intelligent agents and web
technologiesisgrowing rapidly. Thisisdueto the many successful applica-
tionsof these new techniquesin very diverse problems. Theincreased number
of patents and the diverse range of products developed using intelligent agents
isevidenceof thisfact.

M ost papers on the application of intelligent agentsfor web datamining
and information retrieval are scattered around theworld in different journals
and conference proceedings. Assuch, journals and conference publications
tend to focus on avery specia and narrow topic. Thisbook includescritical
reviewsof the state-of -the-art for the theory and application of intelligent agents
for web datamining and information retrieval. Thisvolumeaimstofill thegap
inthecurrent literature.

The book consists of openly-solicited and invited chapters, written by
international researchersinthefield of intelligent agents and its applications
for datamining and information retrieval. All chapters have been through a
peer review process by at |east two recognized reviewers and the editor. Our
goal isto provide abook that coversthetheoretical side, aswell asthe prac-
tical side, of intelligent agents. The book isorganizedin such away that it can
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be used by researchers at the undergraduate and post-graduate levels. It can
also be used as areference of the state-of-the-art for cutting edge research-
ers.

Thebook consists of 18 chapters covering research areas such as: new
methodol ogiesfor searching distributed text databases; computational intelli-
gencetechniquesand intelligent agentsfor web data mining; multi-agent col-
laborative knowledge production; case-based reasoning and rule-based parsing
and pattern matching for web data mining; multilingual concept-based web
content mining; customization, persondization and user profiling; text processing
and classification; textual document warehousing; web datarepository; knowl-
edge extraction and classification; multi-agent socia coordination; agent-me-
diated user profiling; multi-agent systemsfor electronic catalog retrieval; con-
cept matching and web searching; taxonomy-based fuzzy information filtering;
web navigation using sub-graph and visualization; and networking e-learning
hosts using mobile agents. In particul ar, the chapters cover thefollowing:

In Chapter I, “Necessary Constraintsfor Database SelectioninaDis-
tributed Text Database Environment,” Yang and Zhang discussthat, in order
to understand the various aspects of adatabase, isessential to choose appro-
priate text databasesto search with respect to agiven user query. Theanaly-
sisof different selection casesand different typesof DTDs can help develop
an effective and efficient database sel ection method. In this chapter, the au-
thorshaveidentified various potential selection casesin DTDsand haveclas-
sified thetypesof DTDs. Based on these results, they analyze the relation-
ships between sel ection cases and types of DTDs, and give the necessary
constraints of database sel ection methodsin different selection cases.

Chapter I, “Computational Intelligence Techniques Driven Intelligent
Agentsfor Web DataMining and Information Retrieval” by Mohammadian
and Jentzsch, looks at how the World Wide Web has added an abundance of
dataand information to the complexity of information disseminatorsand users
alike. With thiscomplexity has come the problem of locating useful and rel-
evant information. Such complexity drivesthe need for improved and intelli-
gent search and retrieval engines. To improve the results returned by the
searches, intelligent agents and other technol ogy have the potential, when used
with existing search and retrieval engines, to provide amore comprehensive
search with animproved performance. Thisresearch providesthe building
blocksfor integrating intelligent agentswith current search engines. It shows
how an intelligent system can be constructed to assist in better information
filtering, gathering and retrieval.

Chapter 111, “ A Multi-Agent Approach to Collaborative Knowledge Pro-
duction” by Dodero, Diaz and Aedo, discusses how knowledge creation or



production in adistributed knowledge management system isacollaborative
task that needsto be coordinated. The authorsintroduce a multi-agent archi-
tecturefor collaborative knowledge production tasks, where knowledge-pro-
ducing agents are arranged into knowledge domains or marts, and wherea
distributed interaction protocol isused to consolidate knowledgethat is pro-
duced in amart. Knowledge consolidated in agiven mart can, in turn, be
negotiated in higher-level foreign marts. Asan eval uation scenario, the pro-
posed architecture and protocol are applied to coordinate the creation of
learning objects by adistributed group of instructional designers.

Chapter IV, * Customized Recommendation Mechanism Based on Web
DataMining and Case-Based Reasoning” by Kim, researchesthe blending of
Artificial Intelligence (Al) techniqueswith the business process. Inthisre-
search, the author suggests aweb-based, customized hybrid recommendation
mechanism using Case-based Reasoning (CBR) and web datamining. Inthis
case, the author uses CBR as a supplementary Al tool, and the results show
that the CBR and web data mining-based hybrid recommendation mechanism
could reflect both associ ation knowledge and purchase information about our
former customers.

Chapter V, “Rule-Based Parsing for Web Data Extraction” by Camacho,
Aler and Cuadrado, discussesthat, in order to build robust and adaptable
web systems, it isnecessary to provide a standard representation for thein-
formation (i.e., using languageslike XML and ontol ogiesto represent the se-
mantics of the stored knowledge). However, thisisactually aresearch field
and, usually, most of the web sources do not providetheir informationina
structured way. This chapter analyzes a new approach that allowsfor the
building of robust and adaptabl e web systems through amulti-agent approach.
Several problems, such as how to retrieve, extract and manage the stored
information from web sources, are analyzed from an agent perspective.

Chapter V1, “Multilingual Web Content Mining: A User-Oriented Ap-
proach” by Chau and Yeh, presents a novel user-oriented, concept-based
approach to multilingual web content mining using self-organizing maps. The
multilingual linguistic knowledge required for multilingua web content mining
ismadeavailable by encoding all multilingual concept-term relationshipsusing
amultilingual concept space. With thislinguistic knowledge base, aconcept-
based multilingual text classifier isdeveloped to reveal the conceptual content
of multilingual web documentsand to form concept categoriesof multilingual
web documents on a concept-based browsing interface. To personalize mul-
tilingual web content mining, aconcept-based user profileisgenerated froma
user’sbookmark fileto highlight the user’stopics of information interestson



the browsing interface. Assuch, both explorative browsing and user-oriented,
concept-focused information filtering in amultilingual web arefacilitated.

Chapter V11, “ A Textual Warehouse A pproach: A Web Data Reposi-
tory” by Khrouf and Soulé-Dupuy, establishes that an enterprise memory
must be able to be used as abasisfor the processes of scientific or technical
developments. It has been proven that information useful to these processesis
not solely inthe operational bases of companies, but isalso intextual informa-
tion and exchanged documents. For that reason, the authors propose the de-
sign and implementation of adocumentary memory through business docu-
ment warehouses, whose main characteristicisto allow the storage, retrieval,
interrogation and analysis of information extracted from disseminated sources
and, in particular, from the Web.

Chapter VIII, “Text Processing by Binary Neural Networks” by Beran
and Macek, describestherather lesstraditional technique of text processing.
The technique is based on the binary neural network Correlation Matrix
Memory. The authors propose the use of aneural network for text searching
tasks. Two methods of coding input words are described and tested; prob-
lems using thisapproach for text processing are then discussed.

Intheworld of artificial intelligence, the extraction of knowledge has
been avery useful tool for many different purposes, and it has been tried with
many different techniques. In Chapter I X, “ Extracting Knowledge from Data-
bases and ANNswith Genetic Programming: Iris Flower Classification Prob-
lem” by Rivero, Rabuiial, Dorado, Pazos and Pedreira, the authors show
how Genetic Programming (GP) can be used to solve aclassification problem
from adatabase. They also show how to adapt thistool intwo different ways:
to improve its performance and to make possible the detection of errors.
Results show that the technique devel oped in this chapter opensanew area
for research inthefield, extracting knowledge from more complicated struc-
tures, such as neural networks.

Chapter X, “Socia Coordinationwith Architecturefor Ubiquitous Agents
— CONSORTS’ by Kurumatani, proposes a social coordination mecha-
nismthat isrealized with CONSORTS, anew kind of multi-agent architecture
for ubiquitous agents. The author defines social coordination as mass users
decision makingintheir daily lives, such asthe mutual concession of spatial-
temporal resources achieved by the automatic negotiation of software agents,
rather than by the verbal and explicit communication directly done by human
users. Thefunctionality of social coordinationisrealizedinthe agent architec-
ture where three kinds of agentswork cooperatively, i.e., apersonal agent
that servesasaproxy for the user, asocial coordinator asthe service agent,
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and agpatio-temporal reasoner. Theauthor al so summarizes somebasic mecha
nismsof social coordination functionality, including stochastic distribution and
market mechanism.

In Chapter X1, “ Agent-Mediated Knowledge Acquisition for User Pro-
filing” by Andreevskaia, Abi-Aad and Radhakrishnan, the authors discuss
how, inthe past few years, Internet shopping has been growing rapidly. Most
companies now offer web servicefor online purchases and delivery in addi-
tiontotheir traditional salesand services. For consumers, thismeansthat they
face more complexity in using these online services. Thiscomplexity, which
arises dueto factors such asinformation overloading or alack of relevant
information, reducesthe usability of e-commerce sites. In thisstudy, the au-
thors address reasons why consumers abandon aweb site during personal
shopping.

AsInternet technol ogies devel op rapidly, companies are shifting their
business activitiesto e-business on the Internet. Worl dwide competition among
corporations accel erates the reorgani zation of corporate sectionsand partner
groups, resulting in abreak from the conventional steady businessrelation-
ships. Chapter X1, “Development of Agent-Based Electronic Catalog Re-
trieval System” by Nagano, Tahara, Hasegawa and Ohsuga, representsthe
development of an electronic catalog retrieval system using amulti-agent frame-
work, Bee-gent™, in order to exchange catal og data between existing catal og
servers. The proposed system agentifiesel ectronic catal og serversimplemented
by distinct software vendors, and a mediation mobile agent migrates among
the serversto retrieve electronic catalog data and bring them back to the
departure server.

Chapter X111, “Using Dynamically Acquired Background Knowledge
for Information Extraction and Intelligent Search” by El-Beltagy, Rafea and
Abdelhamid, presentsasimpleframework for extracting information foundin
publications or documentsthat areissued in large volumes and which cover
similar concepts or issueswithin agiven domain. The general aim of thework
described isto present amodel for automatically augmenting segments of
these documents with metadata, using dynamically acquired background do-
main knowledgein order to help userseasily locate information within these
documentsthrough astructured front end. To realize thisgoal, both document
structure and dynamically acquired background knowledge are utilized

Web search engines are one of the most popular servicesto facilitate
usersin locating useful information on the Web. Although many studieshave
been carried out to estimate the size and overlap of the general web search
engines, it may not benefit the ordinary web searching users; they care more



Xii

about the overlap of the search results on concrete queries, but not the over-
lap of thetotal index database. In Chapter X1V, “A Study on Web Searching:
Overlap and Distance of the Search Engine Results” by Zhu, Deng, Fang
and Zheng, the authors present experimental results on the comparison of the
overlap of top search resultsfrom AlltheWeb, Google, AltaVistaand Wisenut
on the 58 most popular queries, aswell as on the distance of the overlapped
results.

Chapter XV, “ Taxonomy Based Fuzzy Filtering of Search Results’ by
Vrettos and Safylopatis, proposes that the use of topic taxonomiesis part of
afiltering language. Given any taxonomy, the authorstrain classifiersfor every
topic of it so the user isableto formulatelogical rulescombining theavailable
topics, (e.g., Topicl AND Topic2 OR Topic3), in order tofilter related docu-
mentsin astream of documents. The authors present aframework that is
concerned with the operatorsthat provide the best filtering performance as
regardsthe user.

In Chapter XV1, “Generating and Adjusting Web Sub-Graph Displays
for Web Navigation” by Lai, Huang and Zhang, the authors relate that a
graph can be used for web navigation, considering that the whol e of cyberspace
can beregarded as one huge graph. To explorethishuge graph, itiscritical to
find an effective method of tracking a sequence of subsets (web sub-graphs)
of the huge graph, based on the user’ sfocus. This chapter introducesamethod
for generating and adjusting web sub-graph displaysin the process of web
navigation.

Chapter XVII, “An Algorithm of Pattern Match Being Fit for Mining
Association Rules’ by Shi and Zhang, discussesthe frequent amounts of pat-
tern match that exist in the process of eval uating the support count of candi-
dates, which isone of the main factorsinfluencing the efficiency of mining for
association rules. Inthischapter, an efficient algorithm for pattern match being
fit for mining association rulesis presented by analyzing itscharacters.

Chapter X V111, “Networking E-Learning Hosts Using Mobile Agent” by
Quah, Chen and Leow, discusses how, with therapid evolution of the Internet,
information overload isbecoming acommon phenomenon, and why it isnec-
essary to have atool to help usersextract useful information from the Internet.
A similar problem isbeing faced by e-learning applications. At present, com-
merciaized e-learning systemslack information search toolsto hel p users search
for the courseinformation, and few of them have explored the power of mo-
bile agent. Mobile agent isasuitabletool, particularly for Internet information
retrieval. This chapter presents amobile agent-based e-learning tool which
can help the e-learning user search for course materials on the Web. A proto-
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type system of cluster-nodes has been implemented, and experiment results
are presented.

It ishoped that the case studies, tools and techniques described in the
book will assist in expanding the horizons of intelligent agentsand will help
disseminate knowledge to the research and the practice communities.
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Chapter |

Potential Cases,
Database Types, and
Selection M ethodologies
for Searching
Distributed Text Databases

Hui Yang, University of Wollongong, Australia

Minjie Zhang, University of Wollongong, Australia

ABSTRACT

The rapid proliferation of online textual databases on the Internet has
made it difficult to effectively and efficiently search desired information
for the users. Often, the task of locating the most relevant databases with
respect to a given user queryishindered by the heter ogeneitiesamong the
underlying local textual databases. In this chapter, we first identify
various potential selection casesin distributed textual databases (DTDSs)
and classify the types of DTDs. Based on these results, the relationships
between selection cases and types of DTDsare recognized and necessary
constraints of database selection methods in different cases are given
which can be used to develop a more effective and suitable selection
algorithm.

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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INTRODUCTION

Asonlinedatabasesonthe Internet haverapidly proliferatedin recent
years, theproblem of hel ping ordinary usersfinddesiredinformationinsuchan
environment also continues to escalate. In particular, it islikely that the
information needed by a user is scattered in a vast number of databases.
Considering search effectivenessand the cost of searching, aconvenient and
efficient approachisto optimally select asubset of databaseswhich aremost
likely to providetheuseful resultswith respect totheuser query.

A substantial body of research work haslooked at database sel ection by
using mainly quantitativestati sticsinformation (e.g., thenumber of documents
containing the query term) to compute a ranking score which reflects the
relative usefulnessof each database (seeCallan, Lu, & Croft, 1995; Gravano
& GarciaMolina, 1995; Y uwono & Lee, 1997), or by usingdetail qualitative
statisticsinformation, which attemptsto characterizethe usefulness of the
databases(seeLam & Yu, 1982; Yu, Luk & Siu, 1978).

Obvioudly, database sel ection algorithmsdo not interact directly withthe
databasesthat they rank. I nstead, theal gorithmsinteract witharepresentative
which indicates approximately the content of the database. In order for
appropriate databases to be identified, each database maintains its own
representative. Therepresentative supportstheefficient eval uation of user
gueriesagainst large-scal etext databases.

Sincedifferent databaseshavedifferent waysof representing their docu-
ments, computing their termweightsand frequency, and implementing their
keywordindexes, thedatabaserepresentativesthat can beprovided by them
couldbevery different. Thediversity of thedatabaserepresentativesisoften
theprimary sourceof difficulty indevel oping an effectivedatabase sel ection
agorithm.

Becausedatabaserepresentationisperhapsthemost essential element of
database sel ection, understanding variousaspectsof databasesisnecessary to
devel oping areasonabl e selectionalgorithm. Inthischapter, weidentify the
potential casesof database sel ectioninadistributed text databaseenviron-
ment; weal so classify thetypesof distributed text databases(DTDs). Neces-
sary constraintsof selectional gorithmsindifferent database sel ection casesare
asogiveninthechapter, based ontheanalysisof database content, whichcan
beused astheuseful criteriafor constructing an effective sel ection algorithm
(Zhang & Zhang, 1999).

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.
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Therest of the chapter isorganized asfollows: The database selection
problemisformally described. Then, weidentify major potential selection
casesin DTDs. Thetypesof text databasesarethen given. Therelationships
between database sel ection casesand DTD typesareanalyzedinthefollowing
section. Next, wediscussthenecessary constraintsfor database selectionin
different database sel ection casesto hel p devel op better sel ectionalgorithms.
At theend of the chapter, we provide aconclusion and look toward future
researchwork.

PROBLEM DESCRIPTION

Firstly, several reasonable assumptionswill be given to facilitate the
database sel ection problem. Since 84 percent of the searchableweb databases
provideaccessto text documents, inthischapter, we concentrateontheweb
databaseswith text documents. A discussion of those databaseswith other
typesof information (e.g.,image, video or audio databases) isout of the scope
of thischapter.

Assumption 1. The databases are text databases which only contain text
documents, and these documents can be searchableonthelnternet.

Inthischapter, wemainly focusontheanalysisof databaserepresenta-
tives. Toobjectively andfairly determinethe useful ness of databaseswith
respecttotheuser queries, wewill takeasimpleview of thesearch cost for each
database.

Assumption 2. Assumeall thedatabaseshave an equival ent search cost, such
aselapsed searchtime, network traffic charges, and possible pre-search
monetary charges.

M ost searchablelarge-scal etext databases usual ly contain documents
frommultipledomains(topics) rather thanfromasingledomain. So, acategory
scheme can help to better understand the content of the databases.

Assumption 3. Assume compl eteknowledge of the contents of theseknown
databases. The databases can then be categorized in aclassification
scheme.

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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Now, thedatabase sel ection problemisformally described asfollows:

Supposetherearen databasesin adistributed text database environment
toberanked withrespect to agiven query.

Definition1: A database Sisasix-tuple, S=<Q,I,, W, C,D,, T,>, where
Qisaset of user queries; | istheindexing method that determineswhat
termsshould be usedtoindex or represent agiven document; W.isthe
termweight schemethat determinesthewei ght of distinct termsoccurring
indatabase S; C, istheset of subject domain (topic) categoriesthat the
documentsin database S come from; D, isthe set of documents that
database S contains; and T, is the set of distinct terms that occur in
database S.

Definition2: Supposedatabase S hasmdistinctterms, namely, T, ={t,t,,
...,t_}. Eachterminthedatabasecan berepresented asatwo-dimension
vector {t, w} (1 <i <m), wheret, isthe term (word) occurring in
database S, and w, istheweight (importance) of thetermt..

Theweight of atermusually dependsonthenumber of occurrencesof the
termindatabaseS (relativetothetotal number of occurrencesof all termsin
thedatabase). It may al so depend onthenumber of documentshavingtheterm
relativetothetotal number of documentsinthedatabase. Different methods
existfor determiningtheweight. Onepopul ar termwei ght schemeusestheterm
frequency of atermastheweight of thisterm (Salto & McGill, 1983). Another
popular schemeuseshboththeterm frequency and thedocument frequency of
atermto determinetheweight of theterm (Salto, 1989).

Definition 3: Foragivenuser query q, it canbedefined asaset of query terms
without Bool ean operators, which canbedenoted by g={ q; uj} (1<) <m),
where q istheterm (word) occurringinthequery g, and u istheweight
(importance) of theterm q.

Supposeweknow thecategory of each of thedocumentsinsidedatabaseS.
Thenwecould usethisinformationto classify database S (afull discussion of
text database classification techniquesisbeyond thisscope of thischapter).

Definition4: Consider that thereexist anumber of topic categoriesindatabase
S which can bedescribedasC, = (c,, c,, ..., cp). Similarly, the set of

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.
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documentsindatabase S canbedefinedasavector D, ={D,,,D,,, ..., Dip} ,
where D, (1<j <p) isthesubset of documentscorrespondingtothetopic
category c..

Inpractice, thesimilarity of database S with respect totheuser query q
isthesumof thesimilaritiesof all thesubsetsof documentsof topic categories.

For agivenuser query, different databasesalwaysadopt different docu-
mentindexing methodsto determinepotential useful documentsinthem. These
indexing methodsmay differ inavariety of ways. For example, onedatabase
may perform full-text indexing, which considersall thetermsin the docu-
ments, whilethe other database empl oyspartial-text indexing, which may
only useasubset of terms.

Definition5: A setof databasesS={S,S,, ..., S} isoptimally rankedinthe
order of global similarity withrespecttoagivenquery g. Thatis, Smi (S,
Q=8mi (S, g)=...23mi (S, q), whereSmi (S, q) (1<i <n)isthe
global similarity functionfor theith databasewith respecttothequery q,
thevalueof whichisareal number.

For example, consider the databases S, S, and S,. Suppose the global
similaritiesof S, S,, S;toagivenuser query gare0.7,0.9and 0.3, respectively.
Then, the databases should berankedintheorder {S,, S, S} .

Dueto possibly different indexing methods or different term weight
schemesused by |ocal databases, alocal database may useadifferentlocal
similarity function, namely Smi (S, q) (1<i <n). Therefore, for thesamedata
sourceD, different databasesmay possibly havedifferentlocal smilarity scores
toagivenquery g. To accurately rank variouslocal textual databases, itis
necessary for all thelocal textual databasesto employ the same similarity
function, namely Smi (S, g), toevaluatetheglobal similarity with respectto
theuser query (adiscussiononlocal similarity functionandglobal similarity
functionisout of the scope of thischapter).

Theneed for database selectionislargely duetothefact that thereare
heterogeneousdocument databases. | f the databaseshavedifferent subject
domaindocuments, or if thenumbersof subject domaindocumentsarevarious,
or if they apply differentindexing methodstoindex thedocuments, thedatabase
sel ection problem should becomerather complicated. | dentifyingthehetero-
geneitiesamongthedatabaseswill behel pful inestimatingtheusefulnessof each
databasefor thequeries.
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POTENTIAL SELECTION CASESIN DTDS

Intherea world, awebuser usually triestofind theinformationrel evant
to agiventopic. The categorization of web databases into subject (topic)
domainscanhelptoalleviatethetime-consuming problemof searchingalarge
number of databases. Oncetheuser submitsaquery, he/sheisdirectly guided
totheappropriateweb databaseswithrelevant topic documents. Asaresult,
thedatabase sel ectiontask will besimplified and becomeeffective.

Inthissection, wewill analyze potential databasesel ectioncasesinDTDs,
based ontherel ationshi psbetween the subject domainsthat the content of the
databasesmay cover. If all thedatabases havethe same subject domain asthat
whichtheuser query involves, relevant documentsarelikely tobefoundfrom
thesedatabases. Clearly, under suchaDTD environment, theabove database
selection task will bedrastically simplified. Unfortunately, the databases
distributed onthelnternet, especially thoselarge-scalecommercial websites,
usually containthedocumentsof varioustopic categories. Informally, weknow
that thereexist four basicrel ationshipswith respect to topic categoriesof the
databases: (a) identical; (b) inclusion; (c) overlap; and (d) disjoint.

Theformal definitionsof different potential sel ection casesareshownas
follows

Definition6: Foragivenuser query g, if thecontentsof thedocumentsof all
thedatabasescomefrom the same subject domain(s), wewill say that an
identical selectioncaseoccursin DTDscorrespondingtothequery g.

Definition7: Foragivenuser query q, if theset of subject domainsthat one
database containsisasubset of the set of subject domains of another
database, wewill say that an inclusion selection caseoccursinDTDs
correspondingtothequery g.

For example, for database S, the contentsof all itsdocumentsareonly
related to the subject domains, ¢, and c,. For databaseSj, the contentsof all

itsdocuments arerelated to the subject domains, ¢, c,and c,. So, C,  C..

T T2

Definition8: Foragivenuser query g, if theintersection of the set of subject
domains for any two databases is empty, we will say that a disjoint
selection caseoccursin DTDscorrespondingtothequery g. Thatis,
V'S, Se S(l<i,j<ni#)),CnC=0.
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For example, suppose database S contains the documents of subject
domainsc, andc,, but database S containsthe documentsof subject domains
CyC;andc,. So,CNC=4.

Definition 9: For agiven user query q, if the set of subject domains for
database S satisfiesthefollowing conditions: V Se S(1<j<n,i#)), (1)
CnC= ,(2)C # C, and(3) C z CorCaC, wewill say that an
overlap selection case occursin DTDscorresponding to thequery g.

For example, suppose database S contains the documents of subject
domainsc, andc,, but database S containsthedocumentsof subject domains
C,c;andc,. So,C, nC=c,

Definition 10: For agivenuser query g, V' S, SJ e S(1<i,j <n,i #j),c eC
NnC (1=k <p) and the subsets of documents corresponding to topic
category ¢, inthesetwodatabases, D, and D respectively. If they satisfy
thefollowingconditions:

(1) thenumbersof documentsinboth D, and Djkareequal ,and
(2) al thesedocumentsarethesame,

thenwedefine D, = Djk. Otherwise, D, # Djk.

Definition11: Foragivenuser query g,V S, SJ e S(1<i,j <n,i #]),if the
propositionc, e C. N Cj (1=sk<p), D, = D — Smi (D,,q)=Smi U
(Djk, q) istrue, wewill say that anon-conflict selection caseoccursin
DTDscorrespondingtothequery g. Otherwise, thesel ectionisaconflict
selectioncase. Smi . (S, q) (1<i <n)isthelocal similarity functionfor
theith databasewith respect tothequery q.

Theorem 1: A digoint selection caseisneither anon-conflict selection case
nor aconflict selection case.

Proof: Foradigoint selectioncasg, V S, SJ e S(I<i,j <n,i #)),C N q =,
andD,#D_. Hence, databases S and S areincomparablewithrespectto
the user query g. So, thisisneither anon-conflict selection case nor a
conflict selectioncase.
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By usingasimilar analysistothoseonthepreviously page, wecan prove
that thereare seven kindsof potential selectioncasesinDTDsasfollows:

(1) Non-conflictidentical selectioncases
(2) Conflictidentical selectioncases

(3) Non-conflictinclusionselectioncases
(4) Conflictinclusionselectioncases

(5) Non-conflictoverlap selection cases
(6) Conflictoverlapselectioncases

(7) Digointselectioncases

Insummary, givenanumber of databases S, we canfirstidentify which
kind of selection caseexistsinaDTD based on therelationshipsof subject
domainsamongthem.

THE CLASSIFICATION OF TYPES OF DTDS

Before we choose a database selection method to locate the most
appropriatedatabasesto searchfor agivenuser query, itisnecessary toknow
how many typesof DTDsexist and which kindsof sel ection casesmay appear
ineachtypeof DTD. Inthissection, wewill discusstheclassification of types
of DTDsbased ontherelati onshipsof theindexing methodsand ontheterm
weight schemesof DTDs. Thedefinition of four different typesof DTDsare
shownasfollows:

Definition12: If all of thedatabasesinaDTD havethesameindexing method
and the same term weight scheme, the DTD is called ahomogeneous
DTD. Thistypeof DTD canbedefined as:

VS Se S(l<i,jsniz)), =1

VS Se S(s<i,j<ni#),W=W

Definition 13: If all of thedatabasesinaDTD havethesameindexing method,
but at | east onedatabase hasadifferent termweight scheme, theDTD is
calledapartiallyhomogeneousDTD. Thistypeof DTD canbedefinedas:

VS Se S(l<ijsniz)), =1
3S.Se S(lsi,an,i;zfj),V\/i;r&V\/j
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Definition 14: If at least one databasein aDTD has a different indexing
method from other databases, but al| of thedatabaseshavethesameterm
weight scheme, theDTD iscalledapartially heterogeneousDTD. This
typeof DTD canbedefined as:

EISl,S]e S(lsi,an,i;éj),li;th
VS Se S(s<ijsni=),W=W,

Definition 15: If at least one databasein aDTD has adifferent indexing
method from other databases, and at | east one database hasadifferent
term weight scheme from the other databases, the DTD is called a
heterogeneousDTD. Thistypeof DTD canbedefined as:

3S,Se S(s<i,j<ni ) =]

J

3S,Se S@si,j<ni#),W=W

RELATIONSHIPS BETWEEN POTENTIAL

SELECTION CASES AND DTD TYPES

Wehaveidentified selection casesand classified DTD typesintheabove
sections. Now, wecan briefly summarizetherel ationshi psbetween selection
casesand DTD typesasfollows:

Theorem 2: For agivenuser query q, the database sel ectioninahomoge-
neous DTD may be either a non-conflict selection case or a disjoint
selection case.

Proof: InahomogeneousDTD, V'S, S] e S(I<i,j<n,i #)), 1. = I, W =W.
If:

(1) SupposeC. N Cj #z0,c e Cn Cj (1=k<p),D, = Do isvalid since
they usethe sameindexing method and the sametermwei ght schemeto
evaluate the usefulness of the databases. Then, Smi (D, q) =Smi T
(Djk, Q) istrue. So, thedatabase selectioninthishomogeneousDTD isa
non-conflict selectioncase(recall Definition11).

(2) Suppose C. N Cj =@ isvalid. Then, the database selectionin this
homogeneousDTD isadigjoint selection case(recall Definition 8).
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10 Yang & Zhang

Theorem 3: Givenauser query g, for apartially homogeneousDTD, or a
partially heterogeneousDTD, or aheterogeneousDTD, any potential
selection casemay exist.

Proof: Inapartially homogeneousDTD, or apartially heterogeneousDTD,
or aheterogeneous DTD, V S, Se S(1<i,j <n, 1 #)),31<0, ) <n,
i), 1 # I or 31<i,j <n,i ,-zfj,V\/i;«tV\/j istrue. If:

(1) SupposeC, N C# J,c,e Cn C (1=k<p),D, = Do isvalid, but
sincethe databases employ different index methodsor different term
weight schemes, Smi , (D, , ) =Smi U (Djk, g) isnot alwaystrue. So, the
selection caseinthesethree DTDsiseither aconflict selection caseor a
non-conflict selection case.

(2) SupposeC. N C= @isvalid. Then, thedatabase selectioninthese
threeDTDsisadisjoint sel ection case.

By combining the above two cases, we conclude that any potential
selectioncasemay existinall theDTD typesexcept thehomogeneous
DTD.

NECESSARY CONSTRAINTS OF
SELECTION METHODSIN DTDS

Webelievethat thework of identifying necessary constraintsof selection
methods, which is absent in others’ research in this area, isimportant in
accurately determining which databasesto search becauseit can help choose
appropriate sel ection methodsfor different sel ection cases.

General Necessary Constraints for All Selection
Methods in DTDs

Asdescribedinthe previous section, when aquery qissubmitted, the
databasesarerankedinorderS, S, ..., S, suchasSissearched beforeS, |,
1<i <n-1, based on the comparisonsbetween thequery g and therepresen-
tatives of the databasesin DTDs, and not based on the order of selection
priority. So, thefollowing propertiesaregeneral necessary constraintsthat a

reasonablesel ectionmethodin DTDsmust satisfy:
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(1) Theselectionmethodsmust satisfy theassociativelaw. Thatis, V' S, S,
S e S(I<i,j, k=n,i#]j #k), Rank (Rank (S, SJ), S) =Rank (S, Rank
(SJ, S)), whereRank () istheranking functionfor theset of databases S

(2) Theselectionmethods must satisfy thecommutativelaw. That is, Rank
(S, S]) = Rank (S], S).

Special Necessary Constraints of Selection Methods for

Each Selection Case

Beforewestart to discussthe special necessary constraintsof selection
methods for each selection case, we first give some basic concepts and
functionsinorder tosimplify theexplanation. Inthefoll owing section, wewill
mainly focus on the selection of three databases. It is easy to extend the
sel ection processto any number of databasesin DTDs. Supposethat there
existthreedatabasesinaDTD, S, Sl and S, respectively. S=<Q, I,,W, C,
D,T>, S]:<Qj, Ij, V\/j Cj, Dj, Tj> andS=<Q,1,W,C,D,,T>. gisagiven
user query, andc, isthetopicdomain of interest for theuser query. Smi (S, q)
istheglobal similarity scorefunctionfor thelth databasewith respect tothe
guery q, and Rank () isthe ranking function for the databases. All these
notationswill beused throughthefollowing discussions.

The objective of database selection is to find the potential “good”
databaseswhich containthemaost rel evant information that auser needs. In
order to improve search effectiveness, adatabase with ahigh rank will be
searched before adatabase with alower rank. Therefore, the correct order
rel ationship among thedatabasesisthecritical factor which judgeswhether a
selectionmethodis”ideal” or not.

A databaseismade up of numerousdocuments. Therefore, thework of
estimating theuseful nessof atext database, inpractice, isthework of finding
thenumber of documentsinthedatabasethat aresufficiently similartoagiven
guery. A document disdefined asthemost likely similar document tothequery
qif Smi (d, ) >t , wheret, isaglobal document threshold. Here, three
important reference parametersabout textual databasesaregivenasfollows,
which should beconsidered whenranking theorder of aset of databasesbased
ontheusefulnesstothequery.

(1) Database size. That is, the total number of the documents that the
databasecontains.
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12 Yang & Zhang

For example, if databases S and S havethesamenumber of themost likely
similar documents, but database S containsmoredocumentsthan databaseS],
then S] isranked ahead of S. That is, Rank (S, SJ):{ Sl S}.

(2) Useful document quality in the database. That is, the number of the
most likely similar documentsinthedatabase.

For example, if database S hasmore of themost likely documentsthan
database S, then S isranked ahead of S. Thatis, Rank (S, SJ):{ S, SJ} :

(3) Useful document quantityinthedatabase. Thatis, thesimilarity degree
of themost likely similar documentsinthedatabase.

For example, if databases S and S havethesamenumber of themost likely
similar documents, but database S contains the document with the largest
similarity among thesedocuments, then S isranked ahead of S. Thatis, Rank
(S 9)=(S, S}

Now, someother special necessary constraintsfor each potential selection
casearegiveninfollowingdiscussion:

(@ Inanidentical selection case, all the databases have the same topic
categories. That is, they have an equal chanceto contain therelevant
informationof interest. If Smi_ (S, g)=Smi (SJ, g)andD, > Do then
Rank (S, SJ):{ Sl S}. Thereason for thisisthat, for the same useful
databases, moresearcheffort will bespentin database Sthanindatabase
S becausedatabase S hasmoredocumentsneededto searchfor finding
themost likely similar documents.

(b) Inaninclusionselectioncase, if C. Cj, it meansthat database S has
other topi c documentswhich database S doesnot. Therefore, inorder to
reducethenumber of non-similar documentsto searchinthedatabase, the
special constraint condition of selectionmethodfor theinclusionselection
casecanbedescribed asfollows:

If Smi (S, q) = SimiG(S], g) and C c Cj, celCn Cj, then Rank
(5.9 ={S. S}

(© Inanoverlap selection case, any two databases not only have some
samesubject-domai ndocuments, but al so havedifferent subject-domain
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documents, respectively. So, thereexisttwo possiblecases: (1) c.e C.n
C;and (2) c,¢ C n C,. Then, under these two cases, the constraint
conditionsthat asuitable sel ection method must sati sfy can bedescribed
as

(1) lfce CnCandc ¢ C,thenSmi (S, q), Smi, (S, q) >Smi,
(Se 9); and Rank (S, S, §)={S, S, §} or {S, S, S}.

(2)lfce CuCandc.e C,thenSmi (S, q), Smi (S, q) <Smi,
(S, 9); and Rank (S, S, §)={S,, S, S} or {S, S, S}

(d) Inadisjoint selection case, since any two databases do not have the
same subject-domain documents, it isobviousthat only one database
most likely containstherel evant documentsof interesttotheuser. So, the
sel ection method must sati sfy thefollowing necessary constraint:

Ifc.e C,thenSmi_(S,q) >Sm'G(S], q), Imi, (S, 9); and Rank(Sl,SJ,SK)=
{S.S. S} or{s.s, s}

CONCLUSION AND FUTURE WORK

Inthischapter, weidentified variouspotential sel ectioncasesinDTDsand
classified the types of DTDs. Based on these results, we analyzed the
relationships between selection cases and types of DTDs, and gave the
necessary constraints of database sel ection methodsin different selection
cases.

Understanding thevariousaspectsof eachlocal databaseisessential for
choosing appropriate text databases to search with respect to agiven user
guery. Theanalysisof different selection casesand different typesof DTDscan
help devel op an effective and efficient database sel ection method. Very little
researchinthisareahasbeenreported sofar. Further work isneededtofind
more effectiveand suitablesel ection algorithmsbased on different kinds of
selection problemsand availableinformation.
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Chapter 11

Computational I ntelligence
TechniquesDriven
Intelligent Agentsfor
Web Data Mining and
I|nfor mation Retrieval

Masoud Mohammadian, University of Canberra, Australia

Ric Jentzsch, University of Canberra, Australia

ABSTRACT

The World Wide Web has added an abundance of data and infor mation to
the complexity of information for disseminatorsand usersalike. With this
complexity has come the problem of finding useful and relevant
information. There is a need for improved and intelligent search and
retrieval engines. Current search enginesare primarily passivetools. To
improve the results returned by searches, intelligent agents and other
technology have the potential, when used with existing search and
retrieval engines, to provide a more comprehensive search with an
improved performance. This research provides the building blocks for
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16 Mohammadian & Jentzsch

integrating intelligent agents with current search engines. It shows how
an intelligent system can be constructed to assist in better information
filtering, gathering and retrieval. The research is unique in the way the
intelligent agents are directed and in how computational intelligence
techniques(such asevol utionary computing and fuzzylogic) and intelligent
agentsarecombined toimproveinformationfilteringandretrieval . Fuzzy
logic is used to access the performance of the system and provide
evolutionary computing with the necessary information to carry out its
search.

INTRODUCTION

Theamount of informationthat ispotentially availablefromtheWorld
WideWeb (WWW), including suchareasasweb pages, pagelinks, accessible
documents, and databases, continuestoincrease. Research hasfocused on
investigating traditional businessconcernsthat arenow being appliedtothe
WWW and theworld of electronic business(e-business). Beyond thetradi-
tional concerns, research has moved to include those concerns that are
particular tothe WWW anditsuse. Two of theconcernsare: (1) theability to
accurately extract andfilter user (businessandindividual s) informationrequests
fromwhatisavailable; and (2) finding waysthat businessesandindividual scan
moreefficiently utilizetheir limited resourcesinthisdynamice-businessworld.

Thefirst concernis, and continuesto be, discussed by researchersand
practitioners. Usersarea wayslookingfor better and moreefficient waysof
findingandfilteringinformationto satisfy their particul ar needs. Existingsearch
andretrieval enginesprovidemorecapabilitiestoday then ever before, but the
informationthat ispotentially availablecontinuesto grow exponentially. Web
pagedesignershavebecomefamiliar withwaysto ensurethat existing search
engines find their material first, or at least in the top 10 to 20 hits. This
information may or may not bewhat theusersreally want. Thus, thesearch
engines, eventhough they have now becomesophisticated, cannot and do not
providesufficient assistancetotheusersinlocatingandfiltering out therel evant
informationthat they need (see Jensen, 2002; Lawrence& Giles, 1999). The
second area, efficient use of resources, especially labor, continues to be
researched by both practitionersand researchers(Jentzsch & Gobbin, 2002).

Current statisti csindi catethat, by theend of 2002, therewill be320million
web users(http://www.why-not.com/company/stats.htm). TheWebissaidto
contain morethan 800 million pages. Statisticson how many databasesand
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how muchdatathey haveare, at best, sparse. How many pagelinksand how
many documents(such aspdf) and other filescan be searched viathe WWW
fortheir datais, at best, an educated guess. Currently, existing search engines
only partially meet theincreased needfor anefficient, effectivemeansof finding,
extracting andfiltering all thisWWW-accessibledata(see Sullivan, 2002;
Lucas & Nissenbaum, 2000; Cabri, 2000; Lawrence, 1999; Maes, 1994,
Nwana, 1996; Cho & Chunget al., 1997).

Part of the problemisthe contention between information disseminators
(of variouscategories) and user needs. Businesses, for example, wanttobuild
web sitesthat promotetheir productsand servicesand that will beeasily found
andmovedtothetop of thesearchengineresultlisting. Businessweb designers
areparticularly awareof how themost popul ar search engineswork and of how
toget their businessdataand informationtothetop of thesearch engineresult
listing. For many non-businessinformation disseminators, itiseither not as
important or they do not havetheresourcesto get theinformationtheir web
sitesneedto get to thetop of asearch engineresultlisting.

Users, ontheother hand, want to be ableto seeonly what isrelevant to
their requests. Usersexpect and trust the search enginesthey usetofilter the
dataandinformationbeforeit comestothem. This, asstated above, isoftenin
contentionwith what information di sseminators(busi nessand non-business)
provide. Research needstolook at waysto better help and promotethe user
needsthroughinformationfiltering methods. Todothiswill requireaconcen-
tration of technol ogical efficiencieswith user requirementsand needsanalysis.
Oneareathat can beemployedistheuseof intelligent agentsto search, extract
andfilter thedataandinformation availableonthe WWW whilemeeting the
requirementsof theusers.

SEARCH ENGINES

Search engines, suchasAltaVista, Excite, Google, HotBot, I nfoseek,
Northernlight, Y ahoo, and numerous others, offer a wide range of web
searchingfacilities. Thesesearch enginesaresophisti cated, but not asmuchas
onemight expect. Their resultscaneasily fall victimtointelligent and often
deceptiveweb pagedesigners. Depending ontheparticul ar search engine, a
web site can beindexed, scored and ranked using many different methods
(Searchengine.com, 2002). Search engines’ ranking algorithms are often
based ontheuse of the positionand frequency of keywordsfor their search.
Theweb pageswith themost instancesof akeyword, and the position of the
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keywordsintheweb page, can determinethe higher document ranking (see
Jensen, 2002; Searchengine.com, 2002; Eyeballz, 2002). Search engines
usually providetheuserswiththetop 10to 20relevant hits.

Thereislimitedinformationonthespecific detail sof theal gorithmsthat
searchenginesempl oy toachievetheir particul ar results. Thisislogical asitcan
makeor break asearch engine’ spopularity aswell asitscompetitive edge.
Thereisgeneralizedinformation on many of theitemsthat areemployedin
search engines such as keywords, the reading of tags, and indexes. For
example, AltaVistaranksdocuments, highesttolowest, based oncriteriasuch
asthenumber of timesthesearch appears, proximity of thetermstoeach other,
proximity of thetermsto thebeginning of thedocument, and the existence of
all thesearchtermsinthedocument. AltaVistascorestheretrievedinformation
andreturnstheresults. Theway that search enginesscoreweb pagesmay cause
very unexpected results(Jensen, 2002).

Itisinterestingto notethat search resultsobtained from search engines
may bebiasedtoward certainsites, and may rank low asitethat may offer just
asmuch valueasdo those who appear onthetop-ranked web site (Lucas &
Nissenbaum, 2000). There have often been questi onsasked without substan-
tial responsesinthisarea.

Like search engines on the Web, online databases on the WWW have
problemswithinformationextractionandfiltering. Thissituationwill continue
togrow asthesi zeof thedatabasescontinuesto grow (Hines, 2002). Between
database designer and web page designers, they can devise waysto either
promotetheir storedinformation or to at |east make something that soundslike
theinformationtheuser might want cometothetop of thesearchengineresult
listing. Thisonly addsto theincreased difficultiesinlocating and filtering
relevantinformationfromonlinedatabasesviathe WWW.

INTELLIGENT AGENTS

Therearemany onlineinformation retrieval and data extraction tools
availabletoday. Althoughthesetool sare powerful inlocating matchingterms
and phrases, they are considered passive systems. Intelligent Agents (see
Watson, 1997; Bigus& Bigus, 1998) may proveto bethe neededinstrument
intransformingthese passivesearchandretrieval systemsintoactive, personal
user assi stants. Thecombination of effectiveinformationretrieval techniques
andintelligent agentscontinuesto show promisingresultsinimprovingthe
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performance of theinformation that isbeing extracted from the WWW for
users.

Agents are computer programsthat can assist the user with computer
applications. Intelligent Agents(i-agentsor | As) arecomputer programsthat
assisttheuser withtheir tasks. |-agentsmay beonthelnternet, or they canbe
onmobilewirelessarchitectures. Inthecontext of thisresearch, however, the
tasksthat weareprimarily concernedwithincludereading, filteringand sorting,
and maintai ninginformation.

Agentscanemploy several techniques. Agentsarecreatedto act on behal f
of itsuser(s) in carrying out difficult and often time-consuming tasks (see
Jensen, 2002; Watson, 1997; Bigus & Bigus, 1998). Most agents today
employ sometypeof artificial intelligencetechniquetoassi st theuserswiththeir
computer-related tasks, such asreading e-mail (seeWatson, 1997; Bigus&
Bigus, 1998), maintai ning acalendar, andfilteringinformation. Someagents
canbetrainedtolearnthroughexamplesinorder toimprovetheperformance
of thetasksthey aregiven (seeWatson, 1997; Bigus& Bigus, 1998).

Therearea soseveral waysthat agentscan betrainedto better understand
user preferencesby using computational intelligencetechniques, suchasusing
evolutionary computing systems, neural networks, adaptivefuzzy logicand
expert systems, etc. Thecombination of searchandretrieval engines, theagent,
theuser preference, andtheinformationretrieval algorithm canprovidethe
userswiththeconfidenceandtrust they requireinagents. A modified version
of thisapproachisused throughout thisresearchfor intelligent information
retrieval fromthe WWW.

Theuser whoisseekinginformationfromtheWWW isanagent. Theuser
agent may teachthei-agent by exampleor by employingaset of criteriafor the
i-agenttofollow. Somei-agentshavecertainknowledge (expressed asrules)
embeddedinthemtoimprovetheir filtering and sorting performance. For an
agent to beconsideredintelligent, it should beableto senseand act autono-
mously in its environment. To some degree, i-agents are designed to be
adaptivetotheir environmentsandtothechangesintheir environments(see
Jensen, 2002; Watson, 1997; Bigus& Bigus, 1998).

Thisresearch considersi-agentsfor transforming the passivesearchand
retrieval enginesintomoreactive, personal user assistants. By playingthisrole,
i-agentscan beconsideredto becollaborativewith existing search enginesas
amoreeffectiveinformationretrieval andfilteringtechniqueinsupport of user
needs.
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INTELLIGENT AGENTSFOR INFORMATION
FILTERING AND DATA MINING

Sincethelate’ 90s, intranets, extranetsand the Internet have provided
platformsfor an explosionintheamount of dataandinformation availableto
WWW users. Thenumber of web-based sitescontinuesto grow exponentially.
The cost and availability of hardware, software and telecommunications
currently continuesto beat alevel that user worldwidecan afford. Theease of
useandtheavailability of user-oriented web browsers, such asNetscapeand
Internet Explorer, haveattracted many new computer userstotheonlineworld.
Thesefactors, among others, continueto createopportunitiesfor thedesign
andimplementation of i-agentsto assi st usersindoing complex computingtasks
associated withthe WWW.

Therearethreemajor approachesfor building agentsfor theWWW. The
firstapproachistointegratei-agentsinto existing searchengineprograms. The
agentfollowspredefinedrulesthat itemploysinitsfilteringdecisions. Usingthis
approach hasseveral advantages.

Thesecond approachisarule-based approach. With thisapproach, an
agentisgiveninformation about theapplication. A knowledgeengineersis
requiredto collect therequired rulesand knowledgefor theagent.

Thethird approachisatraining approach. Inthisapproachtheagentis
trainedtolearnthepreferencesand actionsof itsuser (Jensen, 2002).

Thisresearchaimstodescribeanintelligent agent that isableto perceive
theworldaroundit. Thatis, torecognize and evaluateeventsasthey occur,
determinethemeaning of thoseevents, and thentake actionson behalf of the
user(s). Aneventisachangeof statewithinthat agent’ senvironment, suchas
whenanemail arrivesandtheagentistofilter theemail (seeWatson, 1997,
Bigus& Bigus, 1998), or when new dataor information becomesavailablein
oneof themany formsdescribed earlier.

An i-agent must be able to process data. I1-agents may have several
processing strategies. They may bedesignedtousesimplestrategies(algo-
rithms), or they could usecompl ex reasoning andlearning strategiestoachieve
their tasks. Thesuccessof i-agentsdependson how muchvaluethey provide
totheir users(seeJensen, 2002; Lucas& Nissenbaum, 2000; Watson, 1997;
Bigus& Bigus, 1998) and how easily they can beemployed by their user(s).

|-agentsinthisresearchareusedtoretrievedataandinformationfromthe
WWW. Technical issuesof theimplementation of thesystemusingHTTP
protocol are described. The Java programming language was used in this
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research to create an i-agent. Thei-agent developed actively searches out
desired dataandinformation onthe Web, and filtersout unwanted dataand
informationindeliveringitsresults.

EVOLUTIONARY COMPUTING,
FUZZY LOGIC AND I-AGENTS
FOR INFORMATION FILTERING

Evolutionary computing arepowerful search optimizationandlearning
algorithms based on the mechanism of natural selection and, among other
operations, use operations of reproduction, crossover and mutation on a
population of solutions. Aninitial set (popul ation) of candidate solutionsis
created. In thisresearch, each individual in the population isacandidate-
relevant homepagethat isrepresented asaURL -string. A new population of
such URL -stringsisproduced at every generation by therepetition of atwo-
stepcycle. Firstly, eachindividual URL-string’ sability isassessed. EachURL -
stringisassigned afitnessval ue, depending on how well it performed (how
relevantthepageis). Inthesecond stage, thefittest URL -stringsarepreferen-
tially chosentoformthenext generation. A modified-mutationisusedtoadd
diversity within a small population of URL-strings. It is used to prevent
premature convergenceto anon-optimal solution. The modified-mutation
operator adds new URL -stringsto the evol utionary computing population
whenitiscalled.

Evolutionary computingisusedtoassistinimprovingi-agent performance.
Thisresearchisbased onthesuccessful simulationsof employingani-agent.

The simulation assumes that, first, a connection to the WWW viaa
protocol, suchasHTTP (HyperText Transport Protocol), isdone. Next, it
assumesthat aURL (Universal ResourcelL ocator) object classcanbeeasily
created. TheURL classrepresentsapointer toa“resource” ontheWwWw. A
resource can be something assimple asafileor adirectory, or it can bea
referencetoamorecomplicated object, suchasaquery result viaadatabase
or asearchengine.

The resulting information obtained by the i-agent resides on a host
machine. Theinformationonthehost machineisgivenby anamethat hasanhtml
extension. Theexact meaning of thisnameonthehost machineisboth protocol -
dependent and host-dependent. Theinformationnormally residesinanexisting
file, butit could begenerated” onthefly.” Thiscomponent of theURL iscalled
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thefilecomponent, eventhoughtheinformationisnot necessarily inafile. The
i-agent facilitates the search for and retrieval of information from WWW
searchesaccordingto keywordsprovided by theuser. Filteringandretrieval
of informationfromthe WWW usingthei-agent, withtheuseof evolutionary
computing and fuzzy logic according to keywords provided by the user, is
described:

Phase 1:

(1) Selecttherequiredsearchengine(s), suchasAltaVista, Excite, Google,
HotBot, Infoseek, Northernlight, etc.;

(2) Combine the keywords (k;, k,, ..., k) given by the user in a form
understandableto the search engine(s) and submit thekeywordstothei-
agent;

(3) Obtaintheresultsof thesearchfromthesel ected search engine(s). The
host machine(of thesearch engine) returnstherequestedinformationand
datawith no specificformat or acknowledgment.

Phase 2:

(1) Thei-agent programthencallsitsroutinestoidentify all related URL s
obtainedfrom searchengine(s) andinsertsthemintoatemporary list (only
thefirst 600 URL sreturned arechosen) referredtoas” TempList”;

(2) ForeachURL intheTempList, thefollowingtasksareperformed:

(2.1) Onceall URLsareretrieved, initializethegeneration zero (of the
evol utionary computing popul ation) usingthesupplied URL by thei-agent
(Givenan URL addressfrom TempL.ist, connect tothat web page);
(2.2) Oncetheconnectionisestablished, read theweb pageandrank it
asdescribed:

Moreweightisassignedtothequery term shown appliedtotheweb page
withafrequency of occurrencehigher thantheother terms(k ., k,, ..., K ).
Both positionandfrequency of keywordsareusedtoassignapositionand
frequency scoreto apage. If theinstancesof thekeywordsontheweb
page are more frequent, and the position earlier on the web page than
those with the other occurrence instances, the higher the web page’'s
ranking. Thefollowingfuzzy rulesareusedto evaluateand assignascore
to aweb page:
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If Frequency_of keywords=High, then Frequency Score=High;
If Frequency _of keywords=M edium, then Frequency Score=Medium;
If Frequency_of keywords= L ow, then Frequency _Score=L ow;

The score obtained from applying these fuzzy rules is called the
Frequency_Score. Theposition of akeyword onaweb pageisusedto
assignapositionscorefor theweb page. Thefollowing fuzzy rulesare
used to evaluate and assign aposition scoreto aweb page:

If Position_of keywords=Close To Top, thenPostion Score=High;
If Position_of keywords = More & Less Close To Top, then
Postion_Score=Medium;

If Position_of keywords=Far_From_Top,thenPostion_Score=L ow;

Thescoreobtained fromtheabovefuzzy rulesiscalled Position_Score.

Thenumber of linksonaweb pageisusedtoassignalink scorefor the
web page. Thefollowingfuzzy rulesareusedtoevaluateand assignalink
scoreto aweb page:

If Number_of Links=Large, thenLink_Score=High;
If Number_of Links=Medium, thenLink_Score=Medium;
If Number_of Links=Small,thenLink_Score=Low;

Thescoreobtained fromthepreviousfuzzy rulesiscalled Link_Score.

A final calculation, based onthescoresfor each pageby aggregating all
scoresobtained fromthefuzzy rulesabove, iscreated. Thatis, for each
web page, ascoreaccordingtothefollowingisderived:

Score = (2*Frequency_Score) + Position_Score + Links _Score

(2.2.1) Forwebpageswithhighscores, identify any URL linkinthis web
page (wecall theselinkschild URL s) and createalist of these URLS;
(2.2.2) For each child URL found ontheweb page, connect to that web
page, evaluate, and assign ascoreasdescribedin 2.2. StoretheURL s
withtheir scoresinalist called FitURLs.

(2.3.3) Processtheinformation, read, and saveitlocally.
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(3) Thenext(modified crossover) stepinvolvesthesel ection of thetwochild
URL s(see2.2.1) that havethehighest score (thescorefor apagewill be
referredtoas“fitness’ fromhereon).

(4) Modified-mutationisusedto providediversity inthepool of URLsina
generation. For modified-mutation, wechooseaURL fromthelist of
already created FitURL s, URL swith highfitness(see2.2.2). Theprocess
of selection, modified-crossover, and modified-mutationisrepeated for
anumber of generationsuntil asatisfactory set of URL sisfound or until
apredefined number of generations(200wasthelimit for our simul ation)
isreached. In some cases, the simulation found that the evolutionary
computing system convergedfairly quickly and hadto bestopped before
200generations.

(5) Finaly,displaytheURLswiththeirfitness.

SIMULATION RESULTS

Several keyword(s) were submitted to test the i-agent. The keywords
covered abroad rangeof topics. Keywordssubmitted weresinglekeywords,
suchas” Conference” and“ Tennis,” and multiplekeywords, suchas* Confer-
enceAustralia,” “Intelligent Agents’ and“ Information Retrieval.” Volunteers
tested theresultsof searching, first, by using thekeyword(s) and their chosen
searchengine(AltaVista, Excite, Google, HotBot, Infoseek, Northernlight,
etc.). Thevolunteersthen used thei-agent programfor search andretrieval
from the WWW by giving the same keyword(s). The resultsfrom the two
searcheswerethen compared. For exampl e, in one experiment, avolunteer
usedthekeywords“ ConferenceAustralia’ and performed asearch usingthe
AltaVista, Excite, LycosandY ahoo search engines. These search engines,
shown below, returned alargenumber of results.

Table 1. Search Results as of June 2002

Search query: Conference Australia

Search Engines Number of pagesreturned
AltaVista Conference: 26,194,461 and Austraia: 34,334,654
Excite 2,811,220
Lycos 673,912
Y ahoo 40 categories and 257 sites
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Table 2. Search Results as of July 2002

Sear ch Engines Number of pagesreturned
AltaVista 766,674
Google 1,300,000
HotBot 807,500
Lycos 3,688,456
Northernlight 103,748
Y ahoo 251 pages with 20 hits per page

Itisvery unlikely that auser will searchthe 26,194,461 resultsshownin
theAltaVistaqueryinTable 1. Thiscould beduetousers' past experiencein
not findingwhat they want, or it could beduetothetimeconstraint that users
havewhen looking for information. A businesswould consider the cost of
obtaining theinformation and just what val ueexistsafter thefirst 600 pages
found. Itisvery unlikely that auser will searchmorethan 600 pagesinasingle
guery, and most userslikely will not search morethan thefirst 50.

In a more recent experiment, a volunteer used the search query of
“ConferenceAustralia.” Thisvolunteer extendedthesearchtoincludeseveral
other search enginesthat are considered morepopularintheir use. Theresults
illustratethat search enginesandtheresultsare changing dynamically. How-
ever,itisstill very unlikely that auser will, for example, searchthe 1,300,000
resultsasshownin Googleor the 3,688,456 shownin Lycos. Thefollowing
tableillustratestheir results.

Table 3. Search Results and Evaluation as of June 2002

Search query: Conference Australia

Search Number of pagesreturned Number of |-agent Number of relevant
Engines relevant pages relevant pages from i-agent
pages and evolutionary
algorithms
AltaVista Conference: 26,194,461 and 2,050 180 179 from 200 pages
Australia: 34,334,654 returned
Excite 2,811,220 1,889
Lycos 673,912 2,210
Y ahoo 40 categories and 257 sites 84 siteswere
relevant

Thedynamicsof web dataandinformati on meansthat thesimul ation could
be done any day and different resultswill be obtained. The essence of this
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researchtakesthat into account by providingaway to continuously providethe
user withtheir desiredinformationwhiletakinginto account thedynamicsof
information on the Web. To evaluate the performance of the information
filteringandretrieval of theabovesystem, severa simulationswereperformed.
Simulation results for some of the keywords that are used to check the
performanceof thesystemswere: Conference, ConferenceAustralia, Intelli-
gent Agents, Information Retrieval, and Tennis. Theresultsobtained werethen
passed to theevol utionary computing system, andfinal resultswerepassed to
volunteersfor testing. Theevolutionary computing, asdescribed above, was
thenusedtofindthemost rel evant pagestothissearch query. Theevol utionary
computingwasrunfor 200 generations. Thetop 200 URL sreturnedfromthe
evolutionary computing werethen presented to thevolunteersto assessthe
results. Thevolunteersthen compared theresultsobtained fromi-agentsto
their ownopinionfromtheweb sitesthey visitedand evaluated. Itisinteresting
to seethat theresultsobtai ned by combinedi-agent and evol utionary comput-
ingarevery good.

Thenumber of URL sreturnedisfeasible, andtheusersareprovided with
relevant web pages. Out of another 62 experimentsperformed, thecombined
i-agent and evolutionary computing system performance was good. The
volunteershavereported that inmorethan 70 percent of theexperiments (out
of 62 experiments), the results of the combined i-agent and evolutionary
computing systemwerevery satisfactory. Table4 showsthat relevancy of the

Table4. Search Resultsbyi-Agent and Combinedi-Agent and Evolutionary
Computing as of July 2002

Search query | Number of pagesreturned Number of relevant pages
i-agent returned by i-agent and
evolutionary computing
and fuzzy logic

Conference 180 from 215 pagesreturned | 169 from 200 pages returned
Conference 127 from 223 pagesreturned | 127 from 200 pages returned
and Australia
Intelligent 189 from 348 pagesreturned | 132 from 200 pages returned
Agents, and
Tennis.
Information 117 from 216 pagesreturned | 111 from 200 pages returned
Retrieva
Information 127 from 223 pagesreturned | 108 from 200 pages returned
Retrieva
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URLSs, based on some of the queries given to i-agent and evolutionary
computing.

CONCLUSION

Theamount of information potentially availablefromtheWorld WideWeb
(WWW), including such areas asweb pages, page links, accessible docu-
ments, and databases, continuesto increase. Thisinformation abundance
increasesthecomplexity of searchingandlocating relevant informationfor
users. This chapter suggests intelligent agents as a way to improve the
performanceof searchandretrieval engines. Theuseof search engines, thei-
agent, evolutionary computing, and fuzzy logic has been shown to be an
effectiveway of filtering dataandinformationretrieval fromtheWorld Wide
Web.

Inthisresearch, anintelligent agent wasfirst constructed to assist in better
informationfiltering, informationgathering, and rankingfromtheWorld Wide
Webthansimply using existing search engines. Simul ationresultsshow that the
performanceof thesystemusingtheintelligent agent providesbetter resultsthan
conventional searchengines. Itisnot very surprising sinceagentsusetheresults
of search engines and then filter the irrelevant web pages. In most of the
simulated cases, thecombinati on of evol utionary computing, fuzzy logic, andi-
agentsinfiltering dataandinformation providedimproved resultsover tradi-
tional search engines. This research is unique in the way the agents are
constructed and in the way evolutionary computing and fuzzy logic are
incorporatedto hel p users. Themethod describedinthischapter demonstrates
that usingi-agents, evol utionary computing, andfuzzy logictogether hasagreat
deal of promise. Inparticular, the method employed showsthat it can:

»  collectandrank relevant web pages;

* reducethesizeof theresult set and recommend the morerelevant web
pagesaccordingtoagivenquery;

* increasetheprecisionof theresultsby displayingthe URL sof relevant
web pages.

Themethodsempl oyed and described hererequirefurther study. Thefirst
study thatisbeinglookedatisdirectedat individual s. Thisincludeshavingmore
volunteerstotest and comparethe methods. Giventheinformationthat these
volunteersobtain, evaluatethevalueof theresultinginformation. Then, com-
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paretheresultsamong theindividual s. Thesecond study that isbeing looked
atisfor businesscompetitiveness. Thisstudy employsthemethodsdescribed
inthischapter and eval uatestheinformationthat abusinessneedsinitsindustry
tomaintainawatchonitscurrent and new competitors.
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Chapter 111

A Multi-Agent Approach
toCollaborative
KnowledgeProduction

Juan Manuel Dodero, Universidad Carlos Ill de Madrid, Spain
Paloma Diaz, Universidad Carlos Ill de Madrid, Spain

Ignacio Aedo, Universidad Carlos Il de Madrid, Spain

ABSTRACT

Knowledgecreation or productioninadistributed knowledge management
systemisa collaborative task that needsto be coordinated. A multi-agent
architecturefor collaborative knowledge production tasksisintroduced,
wher eknowl edge-producing agentsarearranged into knowledgedomains
or marts, andwhereadistributedinteraction protocol isusedto consolidate
knowledgethat is produced in a mart. Knowledge consolidated in a given
mart can, in turn, be negotiated in higher-level foreign marts. As an
evaluation scenario, the proposed architecture and protocol are applied
to coordinate the creation of learning objects by a distributed group of
instructional designers.
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INTRODUCTION

Knowledgemanagement (KM) authorsquotemany verbsto describethe
processesthat transformtheintell ectual capital of anorganization or group of
peopleintovalue(Stewart, 1997) — creation, acquisition, distribution, appli-
cation, sharing and reposition, anong others— but they canbesummarizedin
three categories, depending on the direction of the information flow, i.e.,
production, acquisitionandtransfer.

Knowledgeisnot frequently well-structured enoughto beappropriately
used and exploited, so acquisition and transfer techniques are needed to
facilitatethesharing andre-useof thegroup-wideavailableknowledge. Onthe
other hand, knowledge emergesfromthesocial interaction between actors,
with production being thecreative processof formulatinginformation, which
hasto be validated as useful to the group beforeit becomes fully-fledged
knowledge. Accordingtoempiric(Goldman, 1991) and organizational learning
(Argyris, 1993) approaches, weconsider knowledge asthe subset of informa-
tionthatisappliedinorder to causeanimpactintheinfluenced environmentand
whichissubjecttonecessary validationteststhat corroborateitsapplicability.

Recentworks(Claseset al ., 2002) advocate col laborationin support of
knowledgeproductioninsocially distributed systems. Collaborative produc-
tion standsout asatool to mediate, but not eliminate, thedifferencesbetween
views of the design of a system. This chapter outlines anew approach for
collaborative knowledge production based uponamulti-agent architecture.
Thisapproach organizesknowledge productioninadistributedinteraction
environment to completethedistributed KM scenario. Asacasestudy, our
approachisappliedtothecollaborativedevel opment of |earning objectsby a
distributed group of instructional designers.

In the rest of this section, we introduce the subject of collaborative
knowledgeproductionand our workingthesis. Thefoll owing section presents
a structured and coordinated model of interaction between knowledge-
producing agents. Next, thearchitectureistested inaninstructional design
scenariodevotedtothecollaborativecreation of learning objects. Finally, we
present someconclusionsand futurework drawnfromtheapplication of the
architecture.

Collaborative Knowledge Production

Several authors on the topic of KM cite production or generation of
knowledgereferringtothecreation of new knowledge. When Davenport and
Prusak (1998) tell about knowledge generation, they are referring both to
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externally acquired knowledgeand knowledge devel oped withinthelbosom of
anorganizationwithout distingui shing between acquisitionand generation. In
our study, we consider generation as distinct from acquisition. From our
point of view, knowledge generation or production isthe creation of new
knowledgeastheresult of thesocial interaction between actorsinaworkgroup
or organization, accordingtotheir interestsand theregul ationsthat apply. On
the other side, knowledge is acquired when it comes from outside of an
organization or workgroup — i.e., it is generated outside and thereafter
adopted by theorgani zation.

Coordinationisakey pattern of interactionthat isneeded to obtain good-
quality knowledge that has been validated by means of contrast and/or
consensusin the group. Although KM research in distributed knowledge
acquisitionand sharing effortsareworth considering, knowledgeproduction
still lacks the interaction models and methods of coordinating a group of
autonomoususersinthecollaborativegeneration of knowledge.

A Multi-Agent Approach

Multi-agent systemshavebeen successful inthedistributed implementa-
tion of KM processes. Knowledge acquisition agents have been one of the
most successful applicationsof softwareagents, specifically inthelnternet
(Etzioni, 1995), whereknowledge-collector agentsoperatewithinavailable
informationresourcesandvalidatetheminaccordancewiththeusers' interests.
On the other hand, knowledge transfer lies in an end-to-end routing of
knowledgethat isgenerated by someactor, anditisanother typical task that
has been realized by software agents (Genesereth & Tenenbaum, 1991).
Therefore, itisreasonableto approach themulti-agent paradigm for knowl-
edge production. Knowledge-producing agentsneed to doformulationsin
keepingwith avalidation schemethat supportstheknowledgeconstruction.
Multi-agent systemscan support thecoordinatedinteraction neededtoachieve
an agreement ontheknowledgethat iseventually generated. They canalso
support thevalidation scheme.

Advancesinmulti-agent systemsasanalternativeway to build distributed
systemshavemadeagentsafacilitator of human-computer interaction. Agents
have been proven as helpful tools for the coordination of people who are
performingagiventask (Maes, 1994). Agent interaction protocolsgovernthe
exchange of a series of messages among agents, in accordance with the
interactionstyleamongactors. Theinteractionstylesof individual agentscanbe
competitive, cooperativeor negotiating. But, boththegroup behavior andthe
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authoring of knowledge objects are social, group-level issues, more than
individual subjects, anditistherewheremulti-agent systemscangivetheir
contribution.

The architecture presented in this work is a bottom-up, multi-agent
approach for knowledge production. Our working hypothesisisthat agroup
of agentscan hel pinthecollaborativeproduction of knowledgeby coordinating
their creation activities. Therefore, different agentscan act asrepresentatives
of knowledge-producing actors, accordingtothefollowing principles:

*  Agentscanbestructuredinto separableknowledgedomainsof interac-
tion. Thisstructuring reflectstheknowledgedifferencesbetweendevel -
opers.

*  Adynamicrethinkingof thestructureof interactionsindifferent domains
can helptoreduceconflictsduringtheprocess.

A KNOWLEDGE PRODUCTION

ARCHITECTURE

A system can be described from the following perspectives: (1) the
function and structure of the system; (2) therelation and interaction of the
systemwithitsenvironment; and (3) thedynamicsof thesystem. Thissection
dealswiththefirst two perspectivesof areferencearchitectureusedtobuild
knowledgeproduction systems:

*  Thefunctionof our knowledgeproduction architectureisto consolidate
knowledgecreatedinanagent-coordinatedinteractionenvironment. The
structureishierarchical andisbased uponinteractiondomainsthat wecall
knowledge marts, asdescribed in thischapter.

*  Agentinteractioninamartfulfillstherulesof theprotocol describedinthis
section, whiletheinteraction between different martsisguided by the
multilevel architectureof subsection*Multi-Level Architecture.”

Knowledge Marts

Knowledge-producing agentsusual ly operatewithintheboundariesof a
knowledgedomainthat wecall aknowledge mart. Suchamart consistsof a
distributed group of agents, whose purposeisto generate knowl edge obj ects
inaknowledgedomain. Thebasic elementsof amart are:
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*  Asetof collaborativeagentswhich can communicatein order to consoli-
datetheknowledgethat isbeing produced.

* A multicastingtransport support that guaranteesthereliabledelivery of
messagesto every member inthemart.

* Aninteractionprotocol that governscoordination between agents.

* Aninteractionpolicy that definesthekind of relationship established
between agents, which may bemainly competitiveor cooperative.

*  Anontology torepresent domain-level knowledgethat isproduced by
agentsaffiliatedwiththemart.

Knowledge Consolidation

Agentsin amart should coordinate their interactions with the aim of
consolidating the knowledge that isbeing generated. Consolidationisthe
establishment of knowledge asaccepted by every agentinthemartinsucha
way that every agentinthegroup eventually knowsabout it. Theknowledge
body isbuilt throughthe progressive consolidation of proposals, whichthen
becomeknowledge.

I nteraction between agentsiscarried out by exchanging proposalsina
FIPA-likecommonlanguage (FIPA, 1999) that isdriven by the participants
goal sandneeds, thereforeshapingasocial interaction-level knowledge(Jennings
& Campos, 1997). By proposal, wemean eachformulation act of an agent that
intendsto consolidateagivenknowledgeinitsgroup. Sinceaproposal exhibits
anintentional nature, wewill not refer toit asfully-fledged knowledgeuntil it
becomes consolidated. An agent may beinvolved in several simultaneous
interaction processes. Theprotocol described below isusedto advanceeach
interaction processby executingitinaseparatethread.

Multi-L evel Architecture

Inour architecture, knowl edge-producing agentscan operatewithinthe
boundaries of aspecific domain or knowledge mart, asshownin Figure 1.
Neverthel ess, interactionamongdifferent domainsisal so supportedthrougha
number of proxy agents. Inorder tofacilitateinteraction between domains,
martscanbestructuredinahierarchical way. Inthisarchitecture, domainsare
modeled asknowledge marts, and thesearearranged i nto knowledgewar e-
houses, inasimilar way todatawarehousing systems. A knowledgewarehouse
isthe placewhere knowledge consolidated inforeign martsismergedina
structuredfashion.
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Figure 1. Multilevel Architecture of Marts for Knowledge Production
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Two or more marts can interact using representatives in a common
warehouse. When knowledge produced inamart can affect performancein
some other domain, aspecial proxy agent can act asarepresentativeinthe
foreign mart so that i nteraction between martsisnot tightly coupled.

Inthishierarchical structure, whenamart setsup aproxy agentinanother
higher-level mart, aparticipativerel ationshipisdefined between both marts,
sinceagentsinthelower-level mart can haveinfluencein productiontasks
carried outintheupper one.

Agent Interaction in a Knowledge Mart

Theminimum requirement tointeractisthat agentscan build and deliver
proposal's, which canbeaccepted or rejected. Anexampleisthecontract net
protocol (Smith & Davis, 1981). The protocol ismore sophisticated when
recipientshaveachanceto build counterproposal sthat alter certainissuesthat
were not satisfactory in the original proposal. A more elaborate form of
interaction allowspartiesto sendjustificationsor argumentsalongwiththe
proposals. Suchargumentsindicatewhy proposal sshould beaccepted (Sycara,
1990).

I nteraction between agentsiscarried out by exchanging proposalsina
commonlanguage, or ACL (Agent CommunicationLanguage) (Mayfieldetal.,
1995). Proposal interchangeisdirected by thegoal sand needsof participating
agents. Although theformalization of agents’ |anguage and goal sisnot our
concern, weneedto assumeaset of conventions:
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(1) Agentrationality ismodeled interms of preferencerelationships, or
relevancefunctions, inorder to allow agentsto evaluateand compare
proposals. Neverthel ess, other preferencestructurescanbeeasily inte-
grated, e.g., linguistic-expressed preferences(Delgadoet al ., 1998).

(2) Relevantaspectsof theinteraction can bemodel ed asissuesand values
that change asthe interaction progresses. Thisis not despite of more
powerful, ontology-based possibilitiesto represent the same aspects
(Gruber, 1991).

(3) Concerning our protocol, the following types of messages can be ex-
changed between agents:

*  propose(k, n): Givenaninteraction processn, an agent sendsapropose
message to inform the rest of agents about its desire for a piece of
knowledgekto beconsolidated.

» consolidate(k, n): Agentssend aconsolidate messagewhen they want
apreviously submitted proposal kto beconsolidated inaninteraction
processn.

Bothtypesof messagescan berespectively identified with proposeand
informdeclarativesfrom FIPA ACL specification (FIPA,1997). Neverthe-
less, since FIPA ACL provides them with a well-defined semantics —
especially different inthe case of consolidate—weprefer to usethetypesof
messagesrecently described.

A proposal reflectstheintention of anagent to generateagivenknowledge
that waspreviously formulated. Theattributesof aproposal areelementary
criteriathat shoul d beconsidered when comparingittoanother inamart. Some
examplesof proposal attributesare:

»  Thesubmitter’ shierarchical level, useful whenagentspresent different
decision privilegesinthemart about the acceptance of proposals(e.g.,
lecturer vs. assistantinafaculty staff).

*  Thedegree of fulfillment of a set of goals. For instance, before the
devel opment of alearning content, aset of educational objectivesshould
bedefined. Inthecase of corporatelearning, thesegoalswill bedeter-
mined by thetrai ning needsof theorganization.

*  Atime-stamp of themoment whenaproposal wasfirst submittedinthe
mart (thisisnormally consideredinthel ast case, whentherest of attributes
cannot decide).
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Wedefinetherelevanceof aproposal astheset of proposal attributesthat
areconsideredinfact during amessageinteraction. Inorder to measurethe
relevance of aproposal, arelevance function can be defined.

Therelevancefunction u(k) of aproposal kinamart returnsanumeric
value, dependent on attributesof k,insuchaway that, if k #k, thenu(k ) # u(kj).
A way to express the relevance is by means of preference relationships,
whereaproposal k, ispreferredto another k,inamart, denoted ask, >k, if
u(k,) > u(k,).

Interaction Protocol

Anagent A may participatein several interaction processes. Eachinter-
actionprocessishandled separately by initiating anew executionthread of the
protocol, asdepictedinthefollowingal gorithm:

Algorithm: Let 7,,={A,, ..., A } beadiscreteset of agentsparticipatingina
knowledgemart a1 .

Start: When A wantsaknowledge piecekto beconsolidatedin 47, it sends
apropose(k,n) toevery agentin 4/ , initiating anew interaction processn.
Then, A sets atimeout t, before confirming its proposal. During t,,
messagescan arrivefromany other agentA, withj #i, consisting of new
proposal s— maybetheoriginal, though modified—referringtothesame
interaction processn.

Rulel: If A doesnotreceiveany messagereferredtonduringt, it considers
that thereisnoagent against itsproposal. Ittriestoratify it by sendinga
consolidate(k ,n) toevery agentin 41. Atthesametime, A startsanew
timeoutt,.

Rule2: When A receives a propose(kj,n) message from other agent A,
referringtothesameinteractionprocessn, A eval uatesthenew proposal
k. Ifk <k, then A setsanew timeoutt,, waiting for proposal k to be
ratified. Then, A proceedsasfollows:

(2.1) If A doesnot receiveany proposal referred tointeraction process
nbeforet, expires, then A initiates the protocol again with the same
proposal k.
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(22) If A receivesaconsolidate(lg,n), with kj >k, forj =i, beforet,
expires, and referring tothesameinteraction processn, then A givesup
theinitial proposal andtheprotocol finishesunsuccessfully.

(2.3) If A receivesanew propose(kj,n), withk, < kj, it extendsthe
timeoutt,.

Theinteraction protocol described above usestwo messagetypes(i.e.,
proposeand consolidate), but somevariantsusing additional messagetypes
to express different semantics can also be formulated — e.g., retract,
substituteor reject. Thesetypesof messagescan speed up thedevel opment
of the protocol, but they are not compl etely necessary for the successof the
consolidationprocess.

EVALUATION IN AN INSTRUCTIONAL
DESIGN SCENARIO

Animportant contributiontothee-learning arenaishappeningintheway
of designing, locating and delivering educational contentsin the Internet.
Learning objectslead the set of theoriesdevoted to the design and devel op-
ment of learning contents, al soknown asinstructional design (Merrill, 1994).
A concrete case of a system for the shared creation of knowledge is one
dedicatedtothedevel opment of |earning obj ects. During theprocess, anumber
of instructional designersmay wishto contribute. They could, for example,
make some modification to the structure of acourse or add some learning
resource to the course contents. Interaction between authors should be
coordinatedto extend or modify theeducational material. Authorstry to meet
aprotocol that reflectstheir differentinteractionstyles.

Under aconstructivistinstructional designapproach (Koper, 1997),inthe
creation of educational content, not only must teacherstakepart, but alsothe
receiversof thetraining (i.e., students). Therefore, consumersand designersof
|earning objects have a participativerelationship, where the subordinated
agentscanal so participateintheinstructional design process, althoughthefinal
decisionlieswiththehigher-level agents.

Evaluation Scenario

Theeval uation scenario consistsof aknowledgemart wherethreeagents
areproducing knowledgein therepresentation of adocent coordinator (C))
andtwoinstructors(l, andl,). Thegoal of agentsinthemartisthedevel opment
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of aIMS/SCORM (IMS, 2001) learning object — a course named ‘ XML
Programming’ —that fulfillsaset of educational objectives. Althoughthereis
roomin|M Sstandardsfor describing each part of thelearning object—e.g.,
organizations, resources, metadata, etc.—wewill restrict thediscussiontothe
ToC structure, devoting theinteraction processntoit.

Whenauthorssubmit proposals, they will includethedifferencesbetween
both ToCsandwill refer tothe sameinteraction. Theinteraction protocol is
executed by every receiving author until theproposal iseventually accepted or
replacedwithafurther el aborated proposal. Thisprocesscontinuesuntil some
proposal winsall eval uations, an agreement isreached, or until somedegreeof
consensusisachieved (depending onthekind of interaction, i.e., competitive,
negotiatingor cooperative). Althoughtheauthors' behavior isanasynchronous
process, theagents' interaction protocol hel psto synchronizetheir operations.

Objectives
Thesearetheeducational objectivesthat definethepreferencerelation
used to eval uate proposal sabout the ToC of the course:

1. Abilitytoprogram XHTML (i.e., XML-generated HTML) web applica-
tions

2. Ability toprogramserver-sideweb applications

3. Abilitytoprogram XML dataexchangeapplications

Thedegreeof fulfillment of educational objectivesismodel ed asathree-
component vector X = (X,X,,X,), withx e 1=[0,1] fork=1,2,3. Letf: I° — |
beanumerical measureof how well aproposal meetstheobjectives.

Evaluation Criteria

Therelevanceof aproposal isgraded by thefulfillment of theeducational
objectivesdescribed above. All objectivesbeing equally satisfied, therank of
theagent will decide (coordinator ishigher that instructor). If ranksarethe
same, thetimewhen the proposal wasissued will decide. To determinethe
instant of generation, every proposal will includeati me-stamp.

Each proposal p is described by athree-component vector (p,, p,, p,),
where:

*  p,=f(x) measuresthedegreeof fulfillment of educational objectives.
e p,isthenumerical rank held by thesubmitter agent.
e p,isatime-stamp.
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Notation for Proposals

Tosimplify thenotation, proposal sarerepresented by X wherex isan
identification of theauthor, andj isasequencenumber ordered by theinstant
of generation of theproposal . Using thisnotation, thefollowing proposal swill
beelaborated by agentsinthemart:

e i ,:Createauniquechapter for “XML script programming.”

e i, Divide“XML script programming” intotwo new chapters: “Client-
side XML script programming” and*“ Server-side XML script program-
ming.”

* i,,;Addachapter about“Document TypeDefinitions(DTD).”

e i, Addachapter about“DTD and XML schemas.”

e c,,;Addachapter about“Using XML asdata.”

PreferenceRelationship
A preferencerel ationship >isdefined between any two proposalsp =

(Py: P, Py) and g =(q,, q,, g,):
pP>qe(p,>0) vIP=a) A P,>)] vIP=a) A (@) A(P,>)] (1)

Thepreferencerelationgivenin (1) definesapartial order, wherei , <i.,

<i,, <i,,<c,,inaccordancewiththeevaluationcriteria.

21 11’

Sequence of Events
Thesequenceof eventsgenerated by agentsinthemartismadeup of three
acts, whicharedepictedinFigure2 and traced asfollows:

(1) | startsby sendingaproposal i, ,. Wheni,, isabout to beconsolidated,
|, agent will issue abetter evaluated proposal i,,,. C, doesnothing and
silently acceptsevery proposal that comestoit.

(2) 1,andl,elaboratetworespectiveproposalsi,,andi,,, approximately at
thesametimeduring thedistribution phase. Theproposal from|, hasa
better evaluationthan|,’s, and both are better thanthoseinthefirst act.

(3) C,buildsand sendsthebest-evaluated proposal of thisscene, whichwill
eventually wintheeval uation.

Theseriesof messagesexchanged during act (2) isdepictedinmoredetail
inFigure3andisdescribed asfollows:
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(@ Bothl, andl,receiveeachother’sproposal and beginthedistribution
phase, thereforestartingtimeoutt . Proposalsi_,andi,,alsoarriveat C,,
whichisnot participatingintheprocessand silently receivesthem.

(b) 1, comparesi,,toi,,, turningoutthatitsproposal hasaworseevaluation.
Itisreasonablethat an evaluation of proposal i, obtainsahigher value
thani,,, asfor thesecond obj ectivedescribed above. Concerningthefirst
andthirdobjectives, any relevancefunctionshouldresultinsmilar values
for both proposals, sothey would not bedecisive. Then, |, startstimeout
t,, giving i, achance to be consolidated. On the other hand, I, also
comparesboth proposalsandreminds| , of theresultsby again sending
i, thenextending timeoutt inorder to giveachancefor other agents’
proposalsto come.

(c) Whentimeout t,expires, |, sends aconsolidation messagefor i, that
arrivestoevery agentinthemart. Atthereception, |, finishestheprotocol
becauseitisexpectingtheconsolidationfori,,. C, simply acceptsthe
notification.

(d) Finally, at the expiration of t, I, is notified about the end of the
consolidation phasefor i,,, and its execution of the protocol finishes
successfully. Therefore, every agentinthemartwill eventually know about
theconsolidation of theproposal.

Thesetests have been carried out to examine how far the multi-agent
architecturefacilitatesthe coordination of agroup of actorsthat areproducing
learning objects. Inthiseducational scenario, quantitative measurementsof
performanceand throughput weretaken concerning observableactionsand
behaviorsabout anumber of aspects, suchasconflict-solvingfacility, effective-
nessincoordinatingtheproduction process, fair participation of membersfrom
other groups, overall quality of thefinal results, and speed and quality of the
generated knowledge.

Inthiscontext, theagent-mediated sol ution hasbeenfoundtofacilitatethe
following aspectsof thedistributed creation of |earning objectsduring the
instructional designprocess:

*  Bringtogetherinstructional designers’ different pacesof creation.

» Takeadvantageof designers’ different skillsintheoverall domainand
toolsthat aremanaged.

*  Reducethenumber of conflictsprovoked by interdependenciesbetween
different partsof thelearning objects.

* Inageneral sense, avoidduplicationof effort.
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Figure 2. Sequence of Events for the Learning Object Evaluation
Scenario
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Figure 3. Execution Example of the Interaction Protocol

Start timeout to ! Proposal i
Proposal i» EC

Proposal iy,
/\‘

Proposal i»

(@) Initial exchange of proposals fo EXF’W (b) Actions after receive and evaluate proposals

_:"“ Terminate
Start timeout t;

i protocol
Consolidate iz t, expires |

Start timeout to

Proposal iz,

ip<izp
Extend timeout ty

ip<izn
Start timeout t;

N

Protocol finishes
successfully

Consolidate ixn

O,

(c) Consolidation after to expiration (d) Protocol finishes after t; expiration

CONCLUSION

Thiswork presentsaparticipative multi-agent architectureto devel op
knowledgeproduction systems. M ulti-agent interacti on approachesand pro-
tocols are designed according to top-down or bottom-up approaches. The
architecturepresentedinthischapter isabottom-up approachtothedesign of
collaborativemulti-agent systems, whereevery mart holdsresponsibilitieson
somedomain-level knowledge, whilecoordination-level knowledgeinterfaces
toother domainsarewell-defined. Thisstructuring of knowledgemartscan
hel ptoreduceinconsistenciesbetween agentterritories.

Theparticipativeapproach presentedinthiswork hasbeen successfully
appliedtothedevel opment of |earning objects, but isal so applicableto other
knowledge production tasks (Dodero et al ., 2002). Results obtained from
single-mart and two-mart eval uation scenarioshavebeen contrasted, withthe
result that the coordination protocol improvesconflict-sol ving and coordina-
tion during the shared development process. Moreover, the absence of
participation of someagent doesnot delay theoverall process. Neverthel ess,
inorder totest themultilevel architecture, theseresultsneedto beconfirmed
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inmorecomplex scenarios, consi sting of two or moregroupsof participative
agentsworkingindifferent knowledge marts. Weareal so conducting testsof
theimpact of thenumber of agentsontheoverall effectivenessof themodel.
Further validationisal so needed to assessthe useful ness of theapproachin
different application scenarios, such assoftwaredevel opment, especialy inthe
analysisanddesignstages.

Thestructuring of heterogeneousknowledgedomainsinto martspresents
anumber of issues: What would happen if an agent changes the kind of
knowledgethat itisproducing, andisthisbetter classifiedinanother mart?As
time progresses, will knowledgethat isbeing produced inamart be biased
towards a different category? As a future work, it seems reasonable to
dynamically establishthemembership of agentsintothemarts, suchthat an
agent can changeitsmembershiptosomeother martif theknowledgeproduced
by theagent affectsinteraction processescarried outinthat mart. Then, division
and/or fusion of martsmay beneeded to better refl ect theknowledge-directed
proposed structure. Inthat case, clustering techniquescan bereadily applied
to solve those issues. Aswell, it will be helpful that mart generation and
affiliation of agentsto martsbedependent onagents’ ontology-basedinterests.
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Chapter |V

Customized
Recommendation
M echanism Based on
Web Data Mining and
Case-Based Reasoning

Jin Sung Kim, Jeonju University, Korea

ABSTRACT

One of the attractive topics in the field of Internet business is blending
Artificial Intelligence (Al) techniques with the business process. In this
research, we suggest a web-based, customized hybrid recommendation
mechanism using Case-Based Reasoning (CBR) and web data mining.
CBRmechanismsarenormally used in problemsfor whichitisdifficultto
define rules. In web databases, features called attributes are often
selected first for mining the association knowledge between related
products. Therefore, data mining is used as an efficient mechanism for
predicting the relationship between goods, customers’ preference, and
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futurebehavior. If thereare somegoods, however, whicharenot retrieved
by data mining, we can’t recommend additional information or a product.
Inthiscase, we can use CBR asa supplementary Al tool to recommend the
similar purchase case.

Web log data gathered in a real-world Internet shopping mall was given
to illustrate the quality of the proposed mechanism. The results showed
that the CBR and web data mining-based hybrid recommendation
mechanism could reflect both association knowledge and purchase
information about our former customers.

INTRODUCTION

Thisstudy examineswhether thequality of aweb recommendation system
isassociated with an Al-based reasoning mechanismfor thel nternet consumer
focused on Businessto Consumer Internet Business. The1990shaveseenan
explosivegrowth of global networksand I nternet Businesssystemsthat cross-
organizational boundaries. Forrester Research, an Internet research firm,
estimatesthat revenuesintheBusinessto Consumer segment will grow from
$614billionin2002to $6.3trillion by 2004 (Forrester Research, 2002).

Inthefield of Internet Business, recommendation systemscan serveas
intermediariesbetweenthebuyersandthesellers, creating a“ cyber market-
place’ that lowersthebuyer’ scost and timefor acquiringinformation about
seller pricesand product offerings (see Changchien & Lu, 2001; Choetal.,
2002; Hui & Jha, 2000). Asaresult, Internet Businesscustomerscouldreduce
theinefficienciescaused by information search costs.

Customer purchase support or recommendationisbecominganintegral
part of most I nternet Businesscompanies. For thispurpose, many companies
haveacustomer service department or marketing department calledaCus-
tomer Rel ationship M anagement (CRM) center which providesdirect one-to-
onemarketing, advertising, promotion, and other rel ati onship management
services(seeChoet al., 2002; Choy et al., 2002; Hui & Jha, 2000; Kannan
& Rao, 2001; Kimet al., 2002; Kohli et al., 2001; Leeet al., 2002; Song et
al.,2001).

Marketing managers, especially, should know and predict thecustomer’ s
intentionsfor purchaseand futurebehaviorsto select informationthat corre-
spondstothespecial good. Insufficient understanding of acustomer’ sbehavior
canleadto problemssuchaslow profit. Web dataminingisanew technology,
which emerged asone of the attractivetopicsinthefiled of Internet-based
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marketing. Withtheadvent of CRM issuesin Internet Business, most of the
modern compani esoperating web sitesfor several purposesarenow adopting
web datamining asastrategicway of capturing knowledgeabout the potential
needsof target customersandfuturetrendsinthemarket (seeChoetal ., 2002;
Hui & Jha, 2000; Leeet al., 2002).

Tofindeffectivesolutionsfor CRM, many researchersuseal ot of machine
learningtechnol ogies, datamining, and other stati stical methodol ogies(seeCho
etal., 2002; Choy et al., 2002; Hui & Jha, 2000; Kannan & Rao, 2001; Kim
etal.,2002; Kohli etal.,2001; Leeetal ., 2002). Asaresult, most companies
useknowledge basesestablished by web dataminingtool sfor recommenda-
tioninanInternet marketplace.

However, the most critical problems with web data mining are poor
reasoning information and alack of adaptability. If theknowledgebasefor a
recommendation systemhasnoinferencerule, it may provideno additional
purchaseinformationto I nternet customers(see Aha, 1991; Chiu, 2002; Choy
etal., 2002; Finnie& Sun, 2002; Fyfe& Corchado, 2001; Hui & Jha, 2000;
Jung et al., 1999; Kolodner et al., 1993; Leeet al., 2002; Schirmer, 2000;
Y amaoka& Nishida, 1997). Therefore, wemay say that theolder datamining
techniquesarelimitedintheir quality of reasoningand environmental adaptabil-
ity. Inthissense, weproposeweb datamining and CBR asasupplementary
mechanism, which canimprovetherecommendationsystem’ sreasoningability
andenvironmental adaptability.

BACKGROUND

Data Mining

Datamining, also knownasKnowledgeDiscovery in Databases(KDD)
(Chenetal., 1996; Leeet a ., 2002), hasbeenrecognized asarapidly emerging
research area. Thisresearch areacan bedefined asefficiently discovering
humanknowledgeandinteresting rulesfromlargedatabases. Thistechnol ogy
ismotivated by theneed for new techniquesto hel panalyze, understand and
visualizethehugeamount of stored datagathered from scientificand business
applications, wherebusinessapplicationsincludeattached mailing, add-on
sales, customer satisfaction, etc. Datamining involvesthe semiautomatic
discovery of interesting knowledge, such aspatterns, associations, changes,
anomaliesand significant structures, from large amounts of datastoredin
databasesand other informationrepositories.
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Datamining differsfrom traditional statisticsin several ways. First,
statistical inferenceisassumption-driven, inthe sensethat ahypothesisis
formed andvalidated against thedata. By contrast, dataminingisdiscovery-
driven; patternsand hypothesesareautomatically extracted fromlargedata-
bases. Second, thegoal of dataminingistoextract qualitativemodel swhichcan
easily betranslated into businesspatterns, associationsor logical rules. The
maj or datamining functionsthat have been devel oped for thecommercial and
research communitiesincludesummarization, classification, association, pre-
dictionand clustering. Therefore, it can beusedto hel p decisionmakersmake
better decisionsin order to stay competitiveinthemarketplace.

Dataminingfunctionscan beimplemented usingavariety of technologies,
such asdatabase-oriented techniques, machinelearning, stati stical techniques,
and other Al methods(Hui & Jha, 2000). Ingeneral, determining which data
mining techniqueand functionto apply dependsvery much ontheapplication
domain and on the nature of the dataavailable. Recently, anumber of data
mining applications and prototypes have been developed for avariety of
domains, including onlinemarketing, banking, finance, manufacturing, CRM,
and hedlthcare. Inthel nternet Bus nessspace, datamining techniqueshavethe
potential to providecompanieswith competitiveadvantages(Dhondetal .,
2000).

Web Data Mining

Oneof thekey stepsin KDD isto createasuitabletarget dataset for the
dataminingtasks. Inweb datamining, datacan becollected at several sites,
such as proxy servers, web servers, or an organization’ soperational data-
bases, which contain businessdataor consolidated web log data. Web data
mining hasthe sameobjectiveasdatamininginthat both attempt to searchfor
valuable and meaningful knowledge from databases or data warehouses.
However, web dataminingdiffer fromdatamininginthat theformerisamore
unstructuredtask thanthelatter. Thedifferenceisbased onthecharacteristics
of web documentsor weblog fileswhichrepresent unstructured rel ationships
withlittlemachine-readabl e semantics, whiledataminingisaimed at dealing
withamorestructured database.

Inrecent years, several web search enginesweresuggested astheadvent
of web technology. Since 1960, those search engineshavebeen credited with
many achievementsinthefieldof informationretrieval, suchasindex modeling,
document representation and similarity measure. Recently, someresearchers
applied database concept to the web database and presented some new
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methods of modeling and querying web content at afinger granularity level
instead of apage level. Nevertheless, web data mining is concerned with
discovering patternsor knowledgefromweb documentsor weblogfiles.

AsshowninFigurel, webdataminingisclassifiedinto roughly three
domains: web content mining, web structuremining, and web usagemining.

Pyle(1999) and Srivastavaet al. (2000) presented adetailed taxonomy
for web usagemining methodsand systems. Web content miningistheprocess
of extracting knowledgefromthe content of anumber of web documents. Web
content miningisrelated to usingweb search engines, themainroleof whichis
todiscover web contentsaccordingtotheuser’ srequirementsand constraints.
Inrecent years, theweb content mining approach of usingthetraditional search
enginehasmigratedintointelligent agent-based mining and database-driven
mining, whereintelligent softwareagentsfor specifictaskssupport thesearch
for more relevant web contents by taking domain characteristics and user
profilesintoconsiderationmoreintelligently. They alsohelpusersinterpret the
discovered web contents.

Many agentsfor web content mining appearedinliteraturesuchasHarvest
(Brown et al., 1994), FAQ-Finder (Hammond et al., 1995), Information
Manifold (Kirk etal., 1995), OCCAM (Kwok & Weld, 1996), and ParaSite
(Spertus, 1997). The techniques used to develop agents include various
informationretrieval techniques(seeFrakes& Baeza-Y ates, 1992; Liang &
Huang, 2000), filtering and categorizing techniques(seeBroder etal ., 1997;
Chang & Hsu, 1997; Maarek & Shaul, 1996; Bonchi et al., 2001), and
individual preferenceslearningtechniques(seeBalabanovicetal ., 1995; Park
etal., 2001). Database approachesfor web content mining havefocused on
techniquesfor organizing structured collections of resourcesand for using
standard database querying mechanisms.

Figure 1. Taxonomy of Web Data Mining (Adapted from Pyle, 1999, and
Srivastava et al., 2000)

Web Mining
Web Content Web Structure Web Usage
Mining Mining Mining
Agent Based Database Customized Psychographic
Approach Approach Usage Tracking Analysis
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Asto the query language, Konopnicki and Shmueli (1995) combined
structure queries based on the organization of hypertext documents, and
combined content queriesbased oninformationretrieval techniques. Lakshmanan
etal. (1996) suggest al ogi c-based query languagefor restructuring to extract
informationfromweb information sources. Onthebasi sof semanticknowl-
edge, efficient waysof miningintra-transaction association ruleshave been
proposed by Ananthanarayanaet al. (2001) and Jainet al. (1999). A frame
metadatamodel wasdeveloped by Fong et al. (2000) to build adatabaseand
extract association rulesfromonlinetransactionsstoredinthedatabase. Web
log datawarehousing wasbuilt by Bonchi et al. (2001) to performmining for
intelligentwebcaching.

Web structure mining isthe process of inferring knowledge from the
organizationandlinksonthe Web, whileweb usageminingistheautomatic
discovery of user accesspatternsfromweb servers. Our approachisbelonging
toweb usage mining becausewearea med at proposing theway of amplifying
theinferencevaluefromtheweblogfiles, which potential usersleft through
surfingthetarget web site. Web structureincludesexternal structure, internal
structure, and URL itself. External structureminingisthereforerelated with
investigating hyperlinked rel ationshi psbetweenweb pagesunder consider-
ation, whileinternal structuremininganalyzestherelationshipsof information
within the web page. URL mining isto extract URLsthat arerelevant to
decision maker’s purpose. Spertus (1997) and Chakrabarti et al. (1999)
proposed someheuristicrulesby investigating theinternal structureandthe
URL of web pages. Cravenet al. (1998) usedfirst-order learningtechniquein
categorizing hyperlinksto estimatetherel ationship betweenweb pages. Brin
and Page (1998) considered citation counting of refereepagestofind pages
that arerelevant on particular topics. To minethecommunity structureonthe
Web, Kumar et al. (1999) proposed anew hyperlink analysismethod. Zaiane
(2001) presented building virtual web viewsby warehousingtheweb structure
that would allow efficientinformationretrieval and knowledgediscovery.

Web usage mining appliestheconcept of dataminingtotheweblogfile
data, and automatically discoversuser accesspatternsfor aspecificweb page.
Web usagemining canalsousereferrer logsasasource. Referrerlogscontain
information about the referring pages for each page reference, and user
registrationor survey datagatheredviaCGl scripts(Jichengetal., 1999). The
resultsof web usagemining givedecisionmakerscrucial informationabout the
lifetimevalueof customers, cross-marketing strategiesacrossproducts, and
theeffectivenessof promotional campaigns. Among other things, web usage
mining hel psorgani zationsanal yze user accesspatternstotargeted adsor web
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pages, categorizeuser preferences, andrestructureaweb siteto createamore
effectivemanagement of workgroup communicationand organizational infra-
structure.

Web usage mining providesthecorebasisfor our system by supporting
customized web usagetracking analysisand psychographicsanalysis. This
customized web usagetracking analysi sfocuseson optimizing thestructureof
web sites based on the co-occurrence patterns of web pages (Perkowitz &
Etzioni, 1999), predicting futureHT TP request to adjust network and proxy
caching (Schechter et al., 1998), deriving marketingintelligence (seeBuchner
& Mulvenna, 1999; Cooley et al., 1997, 1999; Spiliopoulou & Faulstich,
1999; Hui & Jha, 2000; Songet al., 2001), and predicting futureuser behavior
onaspecificwebsiteby clustering user sessions(see Shahabi etal., 1997; Yan
et al., 1996; Changchien & Lu, 2001; Lee et al., 2001). Psychographics
analysis, whichgivesinsightsabout thebehavioral patternsof specificwebsite
visitors, requiresdataabout routestaken by visitorsthroughaweb site, thetime
spent oneach page, routedifferencesbased ondiffering entry pointstotheweb
site, theaggregated route behavior, and general click stream behavior, etc.
(Cooley etal.,1997,1999). Based onthesedata, thepsychographicsanalysis
triesto answer marketingintelligence-rel ated questions about which menu
shoppersareusing to buy aproduct, how long shoppersstay inthe product
description menu beforemaking adecisionto buy, and how shoppersfeel about
specificadsontheWeb, etc.

METHODOLOGY

Our proposed hybrid recommendati on mechanismiscomposed of four
phases, asshowninFigure2. Thefirst phaseistoextract associationrulesfrom
theweb|og database. Among the datamining techniques, associationrules
mining a gorithm hasbeen popul arinmarketingintelligencefields(Leeetal.,
2002). Therefore, weapplied associationrulesminingtotheweb datamining
tasks. Theweblog database, which hasbeen usedindatamining, includesthe
websurfinglogfiles(time, frequency, duration, products, etc.) usersmadeon
atarget shopping mall or web site. From adatapreprocessing viewpoint, the
web |og data posesthe following challenges: (1) large errors, (2) unequal
sampling, and (3) missing values. Toremovethesenoisesincludedindata, we
applied preprocessing techniquesto web log data. Throughweb datamining,
wecanusually findthehiddeninformativerel ationshi psbetweenthoseproducts
andtheinterrelated hyperlinksusersvisited whileweb surfing. Association
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Table 1. Pseudo Code of the Association Rules Mining Algorithm

Cy : Candidate transaction set of size k
Ly : Frequency transaction set of size k
L; = {frequent items};
For (k=1; Ly !=J; k++) Do Begin
Ci+1 = Candidates generated from L.
For Each transaction t in database Do
Increment the count of all candidatesin Cy.1
that are contained in tLy., = candidatesin Cy., with min_support
End Return Ly

rulesaresimilartolF-THEN rules, inwhichacondition clause (IF) triggersa
conclusionclause(THEN). Inaddition, association rulesincludethe support
and confidence(Agrawal etal., 1993a, 1993b). Theassociationrulesmining
algorithmisshowninTablel.

Inthesecond phase, after theextraction of theassociationrul es, we adapt
CBRtoextendthequality of reasoning and recover thelimitation of rule-based
reasoning. CBRisboth aparadigmfor computer-based problem-solversand
amodel of human cognition. Therefore, casesextracted from the customer
database may imply the customer’ sknowledge of productsand predict his
future behavior. Through this phase, CBR shows significant promise for
improvingtheeffectivenessof complex and unstructured decision-making.

Thethird phaseisto build ahybrid knowledge base. In this phase, we
combinerulebasewith casebase. Thekey featuresto combining thesetwo
different knowledgebasesarethecustomer’ sprofileand theproducts.

Thefinal phaseof the proposed hybrid recommendation mechanismisto
apply inference procedures to the hybrid knowledge base and extract the
inferenceresults. Figure2 showsour proposed mechanism.

IMPLEMENTATION

To prove the quality of the hybrid recommendation mechanism, we
implemented the prototype system using the Excel and VBA languagesina
Windows XP environment. We call this prototype system CAR (CBR &
Associationrule-based Recommendation systems). CARiscomposed of five
components(Figure3). Thefivecomponentsare: (1) rulegenerator, (2) knowledge
base, (3) inferenceengine, (4) justifier, and (5) user interface.
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Figure 2. Research Methodology of Hybrid Recommendation
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Weblogdata, whichwasusedinweb datamining, wascollected froman
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Figure 3. The Structure of CAR
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Figure 4. Preprocessed Web Log Database
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slashes (/,\), file name suffixes (htm, html, gif, jpg, jsp, etc.), and other
informationfor query communications(&, =, <=, ?, etc.).

Tomineameaningful set of association rulesfromtheweb|og database,
thefirst stepistocleansetheorigina weblog datasothat the preprocessedweb
log data may become more traceable (Lee et al., 2002). Figure 4 shows a
preprocessed web |og database.

Theweb dataminingalgorithmweadopted hereisan APRIORI algorithm
(Agrawal etal., 1993a, 1993b), whichisknowntoyield aset of association
rules. Based on the preprocessed web |og database in Figure 4, the corre-
sponding association rules were extracted with a threshold of 20 percent
confidence. Table 2 showsan excerpt of thederived associationrules. The
associationrulesshownin Table2 arestraightforward and easy to understand
andinterpret.

Phase Il & I11: Case Generation & Construction of

Hybrid Knowledge Base

Inthisphase, webriefly outlinethe CBR mechanism, which may helpthe
decisionmaker inclassifying caseswhichoccur intheweblog database. The
conceptsof similarity and similarity relationsusedin CBR play afundamental
roleinmany fieldsof pureand applied science.

Thesimplest CBR or CBL (Case-Based L earning) algorithmisCBL 1. Its
preprocesslinearly normalizesall numericfeaturevalues(Aha, 1991). CBL 1
definesthesimilarity of casesC andC, as:

1
Similarity (C,, C,, P) =1 /3" Feature_dissimilarity(C,,C,)

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



56 Kim

Table 2. Example of Association Rules from Web Log Database

Pocket Booster (Checker) <= RC car guidebook (5:4.673%, 0.2)
ACE 2000 <= 7.2V low speed charger (5:4.673%, 0.4)
7.2V low speed charger <= ACE 2000 (4:3.738%, 0.5)

15% SM15 (1G) <= 7.2V low speed charger (5:4.673%, 0.2)
Booster <= Plus wrench (S) (3:2.804%, 0.667)

GP 20(1Q) <= Booster charger (3:2.804%, 0.667)

whereP istheset of predictor featuresand

(C, —C,)? if featurer'svaluesare numeric
if C, =C,

Feature_dissimilarity (C,, C)) 0
1 otherwise

TheCBL algorithmusedinthisstudy issummarizedin Table3.

Theprototypesystem CAR supportsaCBL algorithmshowninTable3,
andtransformsthe caseextractionresultsinto acase-based knowledgebase.
Figure5summarizesseven casesextracted fromtheweb | og databaseand the
customer profiledatabase.

After theextracting association rulesand rel ated cases, therul e-based
knowledge base and the case-based knowl edge base are combined using the
customer’ sprofileandwebloginformation. Atthistime, themostimportant key
pointsarethecustomer’ sID and hisweb surfinginformation.

Phase |V: Hybrid Recommendation

Theprototypesystem CAR usestherule-based knowledge baseandthe
case-based knowledgebaseconcurrently. After thehybrid knowledgebaseis

Table 3. CBL Algorithm

Similarity = Customer’s characteristics + probability of success
Probability of success = former frequency of the purchase
possi ble maximum frequency of the purchase

X constant

n
Customer’s characteristics= » CS
i=1
|customer' s characteristic - selected customer'scharacteristic|
maximum degree of characteristic

CS =weight x{l

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Web Data Mining and Case-Based Reasoning 57

Figure5. Case-Based Knowledge Base
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(* Experience: months experienced, Interest: 1=car/tank, 2=yacht/ship, 3=airplane/
helicopter)

built, CAR canexecuteinference. Inthisphase, CAR may suggest theresults
of hybrid recommendation to the customer and thenwait for thecustomer’s
feedback andresponse. Beforetheinference, Table4 showstheweb customer’s
brief profileand preferencesto validate our hybrid recommendation mecha-
nism.

First, the customer will search and select the guidebook for aremote-
controlledcar. If thisweb siteisacommon shopping mall, however, hecan’t
get additional informationabout theability tocontrol theremote--controlled car.
Therefore, theweb sitemay losethispotentially loyal customer. Inthiscase,
CAR can present moreintelligent and additional informationto customers.
Figure 6 showsthehybrid recommendationresultsof CAR.

InFigure6, thecustomer findsadditional information describing other
productssuggested by CAR. Finally, therecommended products(information)
are‘ SuperNova3000S(re-charger for awornout battery),” * Switching Power
15A (high capacity power supplier),” and* 3-Mode Charger (re-charger for
remotecontroller, receiver and battery).” Theseproductsarethe mostimpor-
tant and basic goodsfor controlling theremote-controlled plastic models. As
aresult, thecustomer may purchasetheproduct hewantsand, at thesametime,
findadditional products.

Table 4. Customer’s Profile and Preference

Customer’s profile

Birth: February 1963 / Sex: Male / Position: Businessman /
Experience (career): 7 months/

Interest: Car (remote controlled car)

Customer’s preference:
Purchasing the Guidebook for remote-controlled car
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Figure 6. Hybrid Recommendation Results of CAR
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CONCLUSION

Thischapter suggestsahybrid recommendation mechanismand aproto-
typesystemcalled CAR. Thehybrid recommendation mechanismisbased on
associationruleminingand on CBR, whichisaimed at enriching therecom-
mendedinformation.

Theproposed mechanism consistsof afour phase-association rulegen-
eration, casegeneration, construction of ahybrid knowledgebase, and hybrid
recommendation. Theresult of our experiment withanillustrativeweblog
database provedto bevalid and robust.

Inconclusion, thisstudy showshow thetacit knowledgewithinawebsite
canbebrought together to createval uabl edecision support tool sfor an I nternet
Business focused on B2C (Businessto Consumer). It is expected that the
proposed recommendation mechanismwill haveasignificantimpact onthe
researchdomainrelated to B2C Internet Businessand CRM. Further research
topicsstill remaining areasfollows:

(1) The basic technology of data mining used for this study needs to be
improved so that more complicated customer knowledge can be ana-
lyzed.

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Web Data Mining and Case-Based Reasoning 59

(20 CBRneedstobeintegratedwith other artificial intelligence-based rea-
soning algorithms, such asfuzzy cognitive map (FCM), so that more
complicated web-based decision problemscan beanalyzed effectively.

(3) CAR, our prototypesystem, needsto be updated with other commercial
functionssothat morepracti cal recommendation problemscan besolved
eadly.
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ABSTRACT

Howto buildintelligent robust applicationsthat work with theinfor mation
stored in the Web is a difficult problem for several reasons which arise
fromtheessential nature of the Web: theinformationishighly distributed,
it is dynamic (both in content and format), it is not usually correctly
structured, and the web sources will be unreachable at some times. To
build robust and adaptable web systems, it is necessary to provide a
standard representation for theinformation (i.e., using languagessuch as
XML and ontologiesto represent the semantics of the stored knowledge).
However, thisisactually aresearchfield and usually most web sour cesdo
not provide their information in a structured way.
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This chapter analyzes a new approach that allows us to build robust and
adaptableweb systemsby using a multi-agent approach. Several problems,
including how to retrieve, extract, and manage the stored information
fromweb sour ces, are analyzed from an agent per spective. Two difficult
problemswill beaddressedinthischapter: designingageneral architecture
to deal with the problem of managing web information sources; and how
these agents could work semiautomatically, adapting their behaviors to
the dynamic conditions of the electronic sources.

To achievethefirst goal, a generic web-based multi-agent system (MAS)
will be proposed, and will be appliedin a specific problemtoretrieveand
manage information from electronic newspapers. To partially solve the
problem of retrieving and extracting web information, a semiautomatic
web parser will be designed and deployed like a reusable software
component. This parser usestwo sets of rulesto adapt the behavior of the
web agent to possible changes in the web sources. Thefirst oneisused to
define the knowledge to be extracted from the HTML pages; the second
onerepresentsthe final structureto storetheretrieved knowledge. Using
thisparser, a specific web-based multi-agent systemwill beimplemented.

INTRODUCTION

TheWorld WideWeb (Web) isaninteresting and growing environment
for different research fields, e.g., Agents and multi-agent systems (see
Balabanovic et al., 1995; Knoblock et al., 2000), Information Retrieval
(Baeza-Yates & Ribeiro-Neto, 1999; Jones & Willett, 1997), Software
Engineering (Petrie, 1996), etc. Over thepast two decades, theevol ution of the
Web, and especially the stored information that can be obtained from the
connected el ectronic sources, haveledtoan expl osion of system devel opment
andresearchefforts.

However, thesuccessof theWeb could beitsmain pitfall: theenormous
growthof theinformation stored creates so many problemsthat buildingand
maintainingaweb applicationisdifficult. Actualy, thereisincreasinginterestin
building systemswhich couldreusetheinformationstoredintheWeb (Fan &
Gauch, 1999). To build these systems, several problemsneedtobeanalyzed
andsolved, i.e. howtoretrieve, extract and reusethestored information.

Information extraction (seeFreitag, 1998; Kushmerick etal., 1997) isa
complex problem because many of the el ectronic sourcesconnectedinthe
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Web do not providetheir information in astandardized way. So, it will be
necessary to use several types of specialized agents (or any other type of
applications) toretrieve and extract the stored knowledgefromthe HTML
pages. Oncethisknowledgeisextracted, it could beused by the other agents.

Several solutionsfor information extraction have been proposed. Someof
themost popul ar solutions, which haveactually beenimplemented, arerel ated
to the Semantic Web (Berners-Lee et al., 2001). Others use XM L-based
specifications (Bremer & Gertz, 2002) and ontologies (Gruber, 1993) to
represent, inacoherent way, theinformation storedinthe Web. Inthe near
future, thisapproachwill providethepossibility of building robust distributed
web applications. However, the Semantic Webisstill evolving. So, if wewish
tobuildan applicationthat could reusetheinformation, weneedto useother
approachesthat all ow the systemto extract theinformation.

TheWrapper approach (Sahuguet & Azavant, 1999) isoneof themost
widely used. It useswrappers (see Sahuguet & Azavant, 2001; Serafini &
Ghidini, 2000) which allow accesstothe Web asarel ational database (see
Ashish & Knoblock, 1997; Camacho et al., 2002c; Fan & Gauch, 1999).
Building thosewrappersmay beacompl ex task because, whentheinformation
source changes, it isnecessary to reprogram thewrappersaswell. Several
toolkits, including W4F (Sahuguet & Azavant, 2001) and WrapperBuilder
(Ashish& Knablock, 1997), havebeen deployedto hel p engineersbuildand
mai ntainwrappers.

Themaingoal of thiswork isto searchfor mechanismsthat allow for the
designandimplementation of robust and adaptabl e multi-agent web systems.
Thesemechanismsshoulda sointegrate, likeaparticul ar skill of somespecial-
ized agents (web agents), the ability to automatically filter and extract the
availableweb knowledge. Towardthisend, our approachwill useasemiauto-
matic web parser, or simply WebParser, that is deployed as a reusable
softwarecomponent.

TheWebParser isused by different web agents, and they can changeits
behavior by modifyingtwo setsof rules. Thefirst rulesareused by theagents
todefinetheknowledgeto beextractedfromtheHTML pages(i.e., different
agents can access different sources), and the second set of rulesisused to
represent thefinal structurefor storetheknowledgethat hasbeenretrieved (so
that any agent can adapt theextracted knowledge). Finally, thisparser will be
used asaspecific skill inseveral agentsto build aspecific multi-agent web
system (suchasSimpleNews).
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GENERIC MULTI-AGENT

WEB ARCHITECTURE

Several authorshave proposed multi-agent approachesindifferent do-
mainsto deal withwebinformation (seeCamachoetal., 2002b; Decker etal .,
1997; Knoblock et al ., 2000), somegeneral conclusionscould besummarized
fromthoseworksto describeapossiblegeneric multi-agent architecture, which
could beusedtoimplement adaptabl eand robust web systems. Figure 1 shows
aschematicrepresentation of thisarchitecture. Thearchitectureisbuiltusinga
three-layer model. Thefunctionality of thoselayerscanbesummarizedin:

*  User — SystemInteraction. Thislayer usually providesaset of agents
that is able to deal with the users. These agents (UserAgents,
IntefaceA gents, etc.) could usedifferent techniques, such aslearning (see
Howe& Dreilinger, 1997; Lieberman, 1995), tofacilitatethecommuni-
cation betweentheusersand thewholesystem. Inthepast few years, this
interactionhassparkedinterestinHuman-Computer Interaction (Lewerenz,
2000).

Figure 1. Generic Web Multi-Agent Based Architecture
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e User Agents — Task Agents. Thislayer isusually built by a set of
specializedagentswhichachieveaspecificgoal . Wecall thesespecialized
agents Task Agents, although different architecturesrefer to them as
Middle Agents, Execution Agents, Planning or Learning Agents, etc.
Several modelsof MASrequirethat thecontrol agentsnecessary for the
systemtowork correctly beinthislayer (usually named asANSagents,
AMR, Control Agents, etc.). Characteristicsof thislayer, i.e., coordina-
tion, organi zation, cooperation, negotiation, etc., arewidely studied (see
Nwana, 1996; Rosenschein, 1985; Sycara, 1989).

« MiddleAgents — Web Agents. Thislayer involves agents, such as
Information Agents, Web Agents, SoftBots, Crawlers(Selberg & Etzioni,
1997), and Spiders(Chenet al., 2001), which specializein accessing,
retrievingandfilteringinformationfromtheWeb. Thesetypesof agents
retrieveentirepagesor specific partsof thosepages(usually theinforma-
tion belongs to <meta> tags). These agents could be characterized
because they are able to access different web servers, extract some
information, filter that information, andfinally storetheretrieved docu-
ment. Theseagentsusually useoneor morewrappers(see Kushmerick,
2000; Sahuguet & Azavant, 2001; Serafini & Ghidini, 2000) towrapthe
web sourceandretrievetheavailableinformation.

Themulti-agent approachesthat deal withwebinformationhaveseveral
advantagesand disadvantages. They aresummarized asfollows:

Advantages of a Multi-Agent Approach:

»  Thesesystemshavebetter adaptability when unexpected problemsin
web serversoccur. Itiseasy to add new agentsspecialized in new web
sources.

*  Thesoftwaremaintenanceisusually simpler thanthetraditional monolitic
applicationsbecausethewholesystem can besplitintoseveral simple
elements.

*  Thesesystemsaremorerobust (haveabetter fault tol erance) because,
if someof theagentsaredown, thewholesystem could still work.

Disadvantages of a Multi-Agent Approach:

e Itismorecomplex to design the system than asingle-agent approach
becauseitisnecessary todesignthedifferent rel ationsbetweentheagents,
new problems, such ascoordination, control, or organization, needto be
performedto obtainacomplete operative system.
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»  These systems could cause new problems, e.g., the coordination or
cooperationamong theagentsthat theengineer could needtosolve. These
new problemsarisefromtheutilization of multi-agent techniquesthat
couldbeavoidedinamonolitic approach.

*  Theincreasing number of e ements(agents) involvedinachievingthegoal
set by theuser increasesthenumber of communi cation messagesbetween
theagents. Thecommunication processcoul d beaseriousobstacletoa
good performanceby thewhol e system.

However, if themaingoal istoobtainrobust, adaptabl e, and fault-tolerant
web-based systems, we believe that the multi-agent based approach is a
suitable one, which provides many important advantagesin obtaining the
desired systems.

Characteristics to Implement Robust MAS-Web Systems

Fromthepreviousgeneric MA Sarchitecture, threeimportant aspectsfor
characteristics(related tothelayersshownin Figure 1) need to be performed
toachievethedesiredgoal:

(1) [Itisnecessary toprovideaflexibleand user-friendly user agent to adapt
the behavior of thesystemto the needsof the user.

(2) Theagent and multi-agent model usedtoimplement thefinal systemisa
critical aspect. Tobuildthesystem, itispossibletouseseveral frame-
works and toolkits, such as Jade (Bellifemine et al., 1999), JATLite
(Petrie, 1996), ZEUS(Collisetal., 1998), etc. Theseframeworksallow
totheengineerstoreuselibrariesand agent templatestofacilitatethe
designandimplementation phases. Thesel ection of theagent and multi-
agent architecturewill beanimportant aspect intheimplementation of the
system.

(3) For any system that uses web sources, the problems of accessing,
retrieving, filtering, representingand, finally, reusing thisinformationneed
tobeovercome.

Thischapter addressesthelatter characteristic. Thefirst two characteris-
ticswill not beanalyzed. Theprocessof knowledgeextractionisdifficult, but
itisanessential characteristicfor any systemthat needsto solveproblemsusing
web knowledge.
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WEBPARSER: SEMI-AUTOMATIC WEB
KNOWLEDGE EXTRACTION

This section describes our approach to designing flexible and simple
methodsfor information extractionfromweb sources. Wehavedesigned and
implemented aparser, named WebParser, which, through the definition of
several rules, can extract knowledgefromHTML pages. If any changesare
producedintheweb page, itwill only benecessary toredefinetherulestoallow
theparser towork correctly again. Theutilization of rulescreatesflexibility and
adaptability for theweb agentsthat may usethisparser.

However, it is necessary to define what kind of knowledge can be
extracted andfiltered fromtheavailableweb pages. Wewill consider that all
web pagescan beroughly classifiedinto two knowledgecategories.

(1) Non-structured knowledge. The stored information in the page is
represented using natural language, soitwill benecessary toapply NLP
(Natural Language Processing) techniquesto allow theinformation ex-
traction.

(2) Semi-structured knowledge. It is possible to find, inside the page, a
structure(e.g., atableor list) which storestheinformation by using some
kind of marksto delimitthedata(e.g., <table>, </table>, <ul>, </ul>,
<ol>,</ol>...tagsinHMTL).

TheWebParser proposedisasimplesoftwaremodul e, whichisspecial-
ized in the extraction of knowledge stored in the second kind of pages.
Therefore, theknowledgeextracted by the parser will bestoredinaspecific
structureinsidetheweb page.

The WebParser Architecture

A parser can be defined as: A module, library or programthat isable
to translate an input (usually a text file) into an output with an internal
representation. Themain goal of theWebParser isto accept web pagesand
generateadata-output structurethat containsthefilteredinformation. The
WebParser usesasinputtheHTML pageto befiltered alongwith several sets
of rulesthat must bedefined by the engineer to obtaintheinformation.

Figure2 showstherule-based architecturefor the semiautomatic web
knowledgeparser. Thedefinitionof severa rulesallowstheengineer tomodify
thebehavior of theparser and adaptitinasimpleway. Theseruleswill beused
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Figure 2. Semi-Automatic Web Parser Architecture
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by the parser to represent theknowledgeto extract, and theoutput structure
to store the knowledge respectively. Two main types of rules must to be
defined:

*  HTML-Rules. These rules define the type of knowledge to extract
(tables, lists, etc.), and the position wherethisknowledgeisinsidethe
page.

» DataOutput-Rules. This set of rules defines the final data (output)
structurethat will begenerated by the parser whentheextraction process
ends.

We have used the term “semiautomatic” because, once the engineer
definesthetwo setsof rulesto describetheknowledgeto beextracted, therest
of theprocessesareautomatic. If the page changes, or if wewant to extract
other knowledgeinsidethesamepage, it will only benecessary tomodify those
rules. Several limitationsand conditionshavebeen consideredintheprocess
of designingthe parser. Thesecan besummarized as.

(1) TheWebParser usesaset of predefinedrules(special characters) which
are used by the parser to preprocess the HMTL page. These special
characters(e.g.: 4 é....., i, etc.) that havetheir HTML representations
(as: & aacute; & eacute; ..... &ntilde; etc.) arefirst translated into standard
characters(e.g.: a, €, n, etc.) toavoid possibleproblemsintheextraction
process.

(2) Thesesetsof rulesarewritten by theengineer, and thoseruleswill be
storedintotext filestofacilitatethemodification.
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(3) Onlythefollowingtypesof web pagesareactually parsed:
» Web pageswhich contain oneor moretables(<table>...</table>) can
be parsed.
» Web pages which contain one or morelists. It ispossible to extract
informationfromunordered (<ul>...</ul>), ordered (<ol>...</ol>),and
definition(<dt>...</dt>) lists.
» Web pagesthat contai n nested structuresbuilt using tablesand/or lists.
(4) Thecodeandfinal implementationof theWebParser will bewritteninthe
Javalanguageto obtainaportableand reusabl esoftware. Thisimplemen-
tation decisionwasmadeafter takinginto account that our maingoal isto
integratethissoftwareintoweb agents. Actually, Javaisasuitableand
very popular language used by a large number of researchers and
companiestoimplement their agent-based and web applications.

Definition of the Sets Rules in the WebPar ser
Fromthearchitecturedesigned for theWebParser (showninFigure2), it

isnecessary to providetwo different rulesto extract theinformationfroma

givenpage.

HTML-Rules. Althoughitispossibletodefinedifferent rules, theWebParser
usesaspecificHTML-Rulefor filtering each page. Thisruleisusedto
select what structureswill befilteredfromthepage. Thesefilteringrules
havetwo attributes:

»  Type. Thisattributetellsthe parser what typeof structurewill befiltered.
Only listandtableattributesareallowed.

* Position. If theweb pagestoresseveral structures(tables, lists, etc.), this
attributeisusedtolocatewhich of those structuresarethetarget of the
extraction process. If therearenested structures, wecanusethedot (“.”)
to locate the exact position of the structure, i.e., strucl.struc2.strucj
representsthat information storedinthej-th structure, thatisnested with
twolevel depth, will beextracted.

DataOutput-Rules. Theserulesdefinethe output datastructure and what
knowledgewill beextracted fromthepage. Only oneof thoserules(asin
theHTML-Rules) isusedfor every page. Theserulesarebuilt usingthe
followingattributes:

» Datalevel. Thisattribute showswherethe dataislocated within the
structure.

*  Begin-mark/End-mark. Oncethecellsthat storethedataarefixed (using
thepreviousattribute), itisnecessary to set the begin and end patterns
which areusedto enclosethedata. For instance, whenthedataisstored
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inatable(itwill bestored betweenthetags<td>and </td>), itispossible
touseasbegin-mark the symbol <td>...data...</td>to show thestring
that representsthedatabeginsfromthissymbol (itispossibletouseany
stringtoindicatethebeginning and ending of thepattern).

»  Attribute-name. Once the information is selected, it is necessary to
providethenameof theattributesthat will beassociatedwiththeretrieved
information.

*  Attributedistribution. Thisattributeshowstheattributes-namewhenthe
structuretobefilteredisatable. Inthissituation, wehaveahorizontal
(Table2insidethethirdstructurein Figure3) or avertical (Table3inside
thethirdstructureintheexample) distributioninthetabl es. Thisattribute
could haveanull valueif thestructuredoesnot haveany attributename
(e.g., atablewithonly numerical information). If thestructuretofilteris
alist, thevaluewill benull becauseno distributionisnecessary for the
parser (thedifferentitemsretrieved will bestoredinaJavavector).

» Datatypes. The predefined value of any attribute or dataextractedis
String. However, the parser can extract other types of data such as:
integer (int), float (flo), doubles(doub), etc. TheWebParser will castthe
extracted stringintothedesiredtype of data.

» Datastructure. Finally, itisnecessary to providethefinal dataoutput
structurethat the parser will generate. It canbeeither avector or atable.
Itispossibleto select ahorizontal table(tableh: theattributeswill beput
inthefirst row andthedatainthenext rows) or avertical table(tablev:
the attributes will be put in the first column and the data in the next
columns). If theextractedinformationisalist, itwill bestoredinavector.

Figure 3 showsan exampleof asimpleweb page (anditsrelated HMTL
code) that storesthreedifferent structures: asimpleunorderedlist, atable, and
anested structurewhich combineslistsandtablesrecursively. For instance, if
wewishtoextract only thesecond simpletableandtheorderedlist storedin
thethirdstructure(thatisnestedinsideintoatable, andinsideintoalist) from
the web page, it will only be necessary to define the rules (HTML and
DataOutput) showninFigure4. Theattributesshownintheserulesareused by
theparser to:

* HTML-Rule(a) describesthat the structureto extract isatable, and
thatitisthesecond (position= 2) structurestoredinthepage. DataOutput-
Rule(a) showsthat thedataisinthesecond cell of thetable, and that the
<td> tagisused asbegin-end pattern. The namesof theattributesare
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Figure 3. Web Page Example and HTML Code with Several Types of
Structures
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providedinthat order totheparser. So, if thedistribution of theattributes
inthetableishorizontal/vertical (distrib=hv), wewill firstindicatethe
nameof theattributesintherows({ att1,1+att1,2+att1,3} ) and then name
theattributesinthecolumns({ att2,1+att3,1} ). Thedatatypetoretrieve
will be String valuesand, finally, the WebParser will generateatable
(data struc= tablehv) to store theretrieved data.

* HTML-Rule(b)describesthat thestructuretoextractisalistwhichis
stored inside the third structure (position=_3). DataOutput-Rule (b)
showsthat thedataisstoredinthesecond cell of thetable, whichisstored
inthird positioninthelist (dataLevel=3.3.2), andthat it possibly usesthe
<li> tag asthebegin-end pattern. Thereareno namesassociated withthe
datatoretrieve(attrib={null}), and nodistribution of themisnecessary.
Thedatatypetoretrievewill beinteger valuesand, finaly, theWebParser
will generateavector (data struc=sortlist) to storetheretrieved data.

Actually, theoutput of theWebParser isaJavaobject (vector or tables),
sothisoutput will be modified by theagent asneeded.
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Figure4. HTML and DataOutput-Rulesto Extract the | nfor mation Stored
in the Selected Structures

Rule (a): table Rule (b): list

-HTML rule: -HTML rule:
type= table type= list
position= 2 position=3

- DataOutput rule: - DataOutput rule:
datalLevel=2 dataLevel=3.3.2
begin-mark= <td> begin-mark= <li>
end-mark= </td> end-mark= </li>
attrib= {att1,1+att2,1+att2,1} attib = {null}

{att2,1+att3,1}

distrib=hv distrib = (null)
datatype= (str) datatype = (int)
data struc= tablehv data struc = sortlist

DEPLOYING A WEB-MAS
USING THE WEBPARSER

The WebParser has been implemented as a Java reusable software
component. Thisallowsusto:

*  Maodify,inaflexibleway, thebehavior of theparser by changingonly the
rules.
* Integratethiscomponent, likeanew skill,inaspecialized web agent.

Wehavedepl oyed aJavaapplicationfromthisWebParser totest different
rulesretrievedfromthesel ected web pages. Thisallowstheengineer totest the
behavior of theparser beforeitwill beintegrated asanew skill intheweb agent.

Weused asimplemodel to design our web agents. Thismodel allowsto
us to migrate the designed agent to any predefined architecture that will
ultimately beused to depl oy themulti-agent web system. Figure 5 showsthe
model that definesabasi c web agent using thenext modul es:

e Communication module. This module defines the protocols and lan-
guagesused by theagentsto communicatewith other agentsinthesystem
[i.e., KQML (Fininetal., 1994) or FIPA-ACL (FIPA.org, 1997)].
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Figure 5. Architecture for a Web Agent
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o Skill: wrapper. Thisbasic skill must beimplemented by every agent that
wishestoretrieveinformationfromtheWeb. Thismoduleneedstobeable
todothefollowingtasks: accesstheweb sourceautomatically; retrieve
theHTML answer; filter theinformation; and, finally, extract theknowl-
edge.

e Control. Thismodulecoordinatesand managesall thetasksintheagents.

Tocorrectly integratethe WebParser intheweb agent, or to changethe
actual wrapper skill if theagentisdeployed, it will benecessary to adapt this
agent’ sfunctionality to thebehavior of the software component. Toachieve
successful migrationtotheWebParser, itwill benecessary to changeor modify
thefollowing:

*  Theprocesseswhichareused by theagent to accessto theinformation
source and to extract the knowledge (Automatic Web Access and
Par ser modul esrespectively).
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»  Theanswersretrieved by theagent (HTML pages) will beprovided as
input tothe parser (and therul esdefined by theengineer).

Oncetheweb agentiscorrectly designed, theintegration of the\WebParser
only needsto definethetwo set of rulesanalyzed intheprevioussection, and
then use the API provided with the WebParser to correctly execute this
softwaremodule.

SimpleNews: A MetaSearch System for Electronic News

SimpleNews (Camacho et al ., 2002a) isameta-search enginethat, by
meansof several specialized and cooperativeagents, searchesfor newsinaset
of electronicnewspapers. SimpleNewsusesavery simpletopology (asFigure
6 shows), whereall of theweb agentssol vethequeriessent by theUserAgent.
Themotivationfor designing andimplementing SimpleNewswasto obtaina
web systemthat coul d be usedto evaluateand compareempirically different
multi-agent frameworksinthesamedomain. Actually, SimpleNewshasbeen
implemented usingtheJade, JATL ite, SkeletonAgent (Camachoetdl ., 2002b),
and ZEUSframeworks.

The SimpleNews engine uses a set of specialized agents to retrieve
informationfromaparticul ar el ectronic newspaper. SimpleNewscanretrieve
informationfromthe sel ected el ectronic sources, filter thedifferent answers
fromthespecialized agents, and show themtotheuser. AsFigure6 shows, the
architectureof SimpleNewscanbestructuredinseveral interconnected layers:

*  UserAgentInterface. Thisagent only providesasimpleGraphical User
Interface to allow usersto make requests for news from the selected
electronic papers. SimpleNewsusesaUserAgent that providesasimple
graphical user interface for making queries, the number of solutions
requested, andtheagentsthat will beconsulted. Theinterfaceused by this
agent allowsto the user to know: the actual state of the agents(active,
suspended, searching or finished) and the messages and contents sent
between the agents. Finally, all requests retrieved by the agents are
anayzed (only different requestsaretakenintoaccount) andtheUserAgent
buildsanHTML file, whichissubsequently displayedtotheuser.

*  Control AccessLayer. Jade, JATLite, or any other multi-agent architec-
ture needs to use specific agents to manage, run or control thewhole
system (AMS, ACC, DF in Jade, or AMR in JATLIte). This level
representstheset of necessary agents(for thearchitectureanalyzed) that
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Figure 6. SmpleNews Architecture
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will beused by SimpleNewstowork correctly. Thislayer resolvesthe
differencesfromthetwoversionsof SimpleNewsthat areimplemented
(fromJadeframework andfromJATL te).

Web Access Layer. Finally, thislayer representsthe specialized web
agentsthat retrieveinformationfromthespecificel ectronicsourcesinthe
Web.

Themeta-search engineincludesaUserAgent and six specialized web

agents. The specialized web agents can be classified into the following
categories.

(1)

(2)

(3)

Financial Information. Two web agentshave beenimplemented, and
they will specialize in financial newspapers. Expansion (http://
www.expansion.es), and CincoDias (http://www.cincodias.es).
Sportsinformation. Two other web agentsspecializein sportivenews-
papers: Marca (http://www.marca.es) and Futvol.com (http://
www.futvol.com).

General information. Finally, two moreweb agentshave beenimple-
mentedtoretrieveinformationfromgeneric newspapers: El Pais(http:/
/www.el pais.es) and El Mundo (http://www.elmundo.es).
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Thesel ected el ectronic sourcesare Spanishtoallow abetter eval uation of
theretrieval process. Itisdifficult to evaluatethe performanceof aparticular
web agent when usingaquery inadifferent language. Another reasonisthat
most of those sourcesarewidely usedin Spain, sotheinformation storedin
them should beenoughtotestan M ASbuilt withthoseweb agents.

Fromall thepossibleavailableversionsof SimpleNews, weselected the
Jade 2.4 versionfor several reasons:

e Thisframework providesan excellent API, anditiseasy to changeor
modify some Javamodul esof theagents.

»  Theperformanceevaluation showsusthat the system hasagood fault
tolerance.

* Itisamulti-agent framework widely usedinthisresearchfield. So, more
researcherscananalyzethepossibleadvantagesof integrating thismodule
intotheir agent-based or web-based applications.

WebParser Integration into SimpleNews

Thissection providesapractical examplewhichshowshow theWebParser
couldbeintegratedinto several web agentsthat belongtoadeployed MAS
(SimpleNews). Thefollowing steps must betaken by theengineer toreplace
theactual skill (wrapper) inthesel ected agent:

(1) Analyzetheactual wrapper used by theweb agent. Then, identify which
modules(or classes) areresponsi blefor theextraction of theinformation.

(2) Analyzethewebsource. Itwill benecessary to generatetheset of rules
toextract theinformationand generatetheinformationintheappropriate
format. The WebParser provides asimple Javaobject for storing the
extractedinformation. If amore sophisticated structureisnecessary, the
engineer may need to program amethod that transl atesthese objectsinto
theinternal representation of theagent.

(3) Changetheactual wrapper modul e used by the WebParser and usethe
tested rulesasinput totheparser.

(4) Testthewebagent. If theintegrationissuccessful, thebehavior doesnot
changeinany of the possiblesituations(information not found, server
down, etc.) managed by the agent.

For instance, assumethat we want to integrate the WebParser into the
specialized web agent www-El Pai sthat bel ongsto SimpleNews. Themethod
of achievingthepreviousstepsisoutlined bel ow:
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(1) Thearchitectureof thisagentisquitesimilartotheoneshowninFigure5.
Thewrapping processisachieved by several Javaclassesthat belongto
aspecialized package (agent wrapper).

(2) ThewebsourceisshowninFigure8. Thefigureontheleft showsthe
answer (using the query: “ bush”) to the search engine used by this
el ectronic newspaper. Thefigureontheright showstheHTML request.
Itisinterestingto seehow theinformationisstoredinanestedtable(our
systemonly retrievesnewsheadlines). Figure 7 showstheHTML and
DataOutput rulesnecessary to extract theinformation.

(3) Oncethepreviousruleshavebeentested (using several pagesretrieved
from the information sources) and the different situations have been
considered, theclassesor packageidentifiedinthefirst steparechanged
by theWebParser andtherelated rules.

(4) Finally, the web agent is tested with some test that has been used
previously, andtheresultsarecompared.

Thesetworuleswill bestoredintwodifferent files, whichwill beused by
the WebParser when the wrapping skill of the agent is used to extract the
knowledgeinthesourcerequest. Thefinal integration of theWebParser will be
achieved by theengineer through exchanging theactual Javaclassesintheagent
for asimplemethodinvocationwith several parameters(likethenameof the
rulesandthe pageto befiltered).

Figure7. HTML and DataOutput-Rulesto Extract the Headlinesfromthe
Web Page Request

- HTML rule:
type=table
position= 1

- DataOutput rule:
datalLevel=1.2
begin-mark= <td><b>
end-mark= </b></td>
attrib= { null}
distrib= (null)
data type= (str)
data struc= sortlist
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Figure8. Web Page Exampleand HTML Code Provided by www.el pais.es
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Verification and Test

Thissection showshow complex itistointegratetheWebParserintoa
deployed system. So, previousprocesseswererepeated for every agentinthe
selectedversionof SimpleNews. Thisversionusessix web agents, specialized
inthreetypeof news. Twogroupsof threedifferent agentsweremadeandwere
modified by different programmers. Wehaveeval uated seven phases.

(1) ArchitectureAnalyses. Thisstageisused by theengineer to study and
analyzethearchitectureof theimplemented MAS.

(2) WebParser Analyses. It is necessary to study the API (http://
scalab.uc3m.es/~agente/Projects/WebParser/APl) provided by the
WebParser to correctly integratethe new software modul e.

(3) Web SourceAnalyses. Thepossibleanswersand requestsfromtheweb
sourceareanalyzed.

(4) Generate/Test Rules. TheHTML and DataOutput Rulesaregenerated
by theengineer. UsingtheWebParser application, theengineer teststhe
rules, using asexamplessomeof the possibleHTML requestsfromthe
web source.
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(5) Changeskill. Whentheruleswork correctly, theWebParser ischanged
for theactual Javaclasses.

(6) Test Agent. The agent with the integrated parser istested in several
possiblesituations.

(7) Test Multi-Agent System. Finally, all theweb agentsaretested. If the
integration processissuccessful, thenthenew system should not present
any differences.

Tablel showstheaverage measuresobtai ned by two studentswho used
thedepl oyed systemto changetheskill of all theweb agents. Each programmer
modifiedthreeagents(oneof eachtype), andthetableshowstheaverageeffort
for eachintegration phase. Itisimportant to notethat theorder of modifyingthe
different agentsisshowninthetable; the General I nformati on agents (www-
Elpais, www-EIMundo) weremodifiedfirst. Fromthistable, itispossibleto
show whenthemulti-agent systemisanalyzed (and whenthefunctionality and
software modul esof the agentsare properly understood by the engineers).
Changingand modifyingtheactual wrappingskill intheagentsonly requireda
few hoursto adapt it in the first agent. When this process is successfully
implemented, the next agentsonly need about onehour to buildtherules, to
changetheskill andtotest thenew agents. Thisaveragetimeismeasured over
deployed agents(soitisnecessary to changetheimplemented modules). If we
arebuilding new agentsfrom scratch or usingan MA Sframework, itisnot
necessary toimplement the Change Skill phase, sotheimplementation of a
wrapper agent coul d takeabout 30 minutes(thewrapper skill). Thismeansthat
the time and effort to program (and to reprogram these classes when the
sourceschange) theagent ishighly reduced.

Table 1. Average Time (Hours) for Each Integration Phase
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Anayze SimpleNews 134 0 0

Anayaze WebParser 34.2 0 0

Analize Web Source 1.6 0.4 0.7
Generate/Test Rules 1 0.2 0.15
Change agent Skill 4.3 0.3 0.3
Test Web agent 0.9 0.5 0.3
Test MAS 2 0.6 0.3
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CONCLUSIONS AND FUTURE WORK

Themain contributionsof thischapter can besummarized asfollows:

»  Ourapproachtriestoobtainareusableand portablesoftwarethat could
beused by different web agentsto extract knowledgefrom specificweb
SOurces.

*  Theutilizationof rulesprovidestwo advantages:. theflexiblemodification
of the parser behavior whenthesourcechanges; and easy reutilization of
thewell-tested rulesfor similar web sources.

*  OncetheAPI of theWebParser isanalyzed by theprogrammer, itiseasy
touseitasanew skill moduleinsidetheweb agent. Thiscouldimprove
the implementation of web-based multi-agent systems and gathering
systems.

Currently, wehaveimplemented aninitial version of theWebParser, and
haveintegrateditinto several web agentsthat belong to asimplemulti-agent
web system.

However, there are several important pointsthat will be addressed to
obtainafully portableand reusabl e softwarefor extracting web knowledge.
These pointscanbesummarized as:

*  Tostudytheflexibility of therulesthat can bedefinedintheWebParser.
Isit possibleto extract other typesof stored knowledgewiththissimple
representation?

*  Tostudy other agent-based and multi-agent technol ogiesand frameworks
that actually have been used by different researchersand companies,
includingZEUS(Collisetal., 1998) and JATL ite(Petrie, 1996), and to
seeif itispossibletoimplement web or wrapper agentswhichintegrate
the parser insidetheagentsimplemented with thosetechnol ogies.
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Chapter VI

Multilingual Web
Content Mining:
A User-Oriented Approach

Rowena Chau, Monash University, Australia

Chung-Hsing Yeh, Monash University, Australia

ABSTRACT

This chapter presents a novel user-oriented, concept-based approach to
multilingual web content mining using self-organizing maps. The
multilingual linguistic knowledge required for multilingual web content
mining is made available by encoding all multilingual concept-term
relationships using a multilingual concept space. With this linguistic
knowledge base, a concept-based multilingual text classifier isdevel oped.
It reveals the conceptual content of multilingual web documents and
forms concept categories of multilingual web documents on a concept-
based browsing interface. To personalize multilingual web content mining,
a concept-based user profileis generated from a user’s bookmark file to
highlight theuser’ stopicsof informationinterest onthebrowsinginterface.
As such, both explorative browsing and user-oriented, concept-focused
information filtering in multilingual web are facilitated.
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INTRODUCTION

Therapidexpansion of theWorld WideWeb throughout theglobemeans
electronically accessibleinformationisnow availableinanever-increasing
number of languages. Withthemajority of thisweb databel ng unstructured text
(Chakrabarti, 2000), web content mining technol ogy capabl e of discovering
useful knowledgefrommultilingual web documents, thus, holdsthekey to
exploiting thevast human knowledge hidden beneath thislargely untapped
multilingual text. Moreover, users’ informationinterestsdiffer. Knowledge
useful to oneuser may not beuseful to another. Mining themultilingual web
content and delivering the discovered knowledge without considering the
user’ sinformationinterest may not beeffective.

Tohelpeach user discover knowledge specificto hisdomain of interest
fromthemultilingual web, auser-oriented approachtomultilingual web content
miningisrequired. Theuser-oriented, concept-based, multilingual web content
mining approachintroducedinthischapter issuchanapproach. Theobjective
of thisapproachistofacilitate personalized multilingual web content mining,
whichisimportant, especially whentheuser’ smotivefor information seeking
ispersonalized global knowledgediscovery.

BACKGROUND

Web content mining hasattracted muchresearch attentioninrecent years
(Kosala& Blockeel, 2000). It hasemerged asan areaof text mining specific
toweb documents, focusing on analyzing and deriving meaning fromtextual
collectionsonthelnternet (Changetal., 2001). Currently, web content mining
technology isstill limited to processing monolingual web documents.

The challenge of discovering knowledge from textual datawhich are
significantly linguistically diversehasbeenwell recognized by text mining
research (Tan, 1999). Inamonolingual environment, theconceptual content of
documents can be discovered by directly detecting patterns of frequent
features(i.e., terms) without precedential knowledge of the concept-term
rel ationship. Documentscontai ning anidentical knownterm pattern, thus, share
thesameconcept. However, inamultilingual environment, vocabulary mis-
match among diverselanguagesimpliesthat documentsexhibitingasimilar
concept will not containidentical term patterns. Thisfeatureincompatibility
problem, thus, makestheinferenceof conceptual contentsusingterm pattern
matchinginapplicable.
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Toenablemultilingual web content mining, linguistic knowledgeof con-
cept-termrelationshipsisessential to exploit any knowledgerelevant tothe
domainof amultilingual document collection. Without suchlinguisticknowl -
edge, no text or web mining algorithm can effectively infer the conceptual
content of themultilingual documents.

Inaddition, inthemultilingual WWW, auser’ smotivefor information
seekingisglobal knowledgeexploration. Assuch, major multilingual web
content mining activitiesinclude: (a) explorativebrowsingthat aimstogaina
general overview of acertaindomain; and (b) user-oriented concept-focused
information filtering that looks only for knowledge relevant to the user’s
personal topicsof interest. To support global knowledge exploration, itis
necessary toreveal theconceptual content of multilingual web documentsby
suggesting some scheme of document browsing to the user that suits his
information seeking needs.

USER-ORIENTED,
CONCEPT-BASED APPROACH

Toaddressthevariousissuesof personalized multilingual web content
mining, auser-oriented, concept-based approach for multilingual web content
miningisproposed. Thisisachieved by constructingamultilingual concept
space as the linguistic knowledge base. The concept space encodes all
multilingual concept-term relationshipsfrom parallel corpususing aself-
organizing map. Giventhisconcept space, concept-based multilingual web
document classificationisachievedwithamultilingual text classifier usinga
second self-organizing map. By highlightingauser’ spersona topicsof interests
ontheconcept-based document categories, asdefined by themultilingual text
classifier, explorativebrowsing and user-oriented concept-focused informa-
tionfiltering arebothfacilitated on the samebrowsing space.

I n subsequent sections, wefirst present anoverview of theuser-oriented,
concept-based approach for multilingual web content mining and describethe
technical detail sabout thedevel opment of the concept spacefor encodingthe
multilingual linguisticknowledge. Wethen devel op aconcept-based multilin-
gual text classifier for classifying multilingual web documentsby concepts.
Finally, wegenerateauser profileusingtheuser’ sbookmark filetohighlightthe
user’ stopicsof informationinterest on apersonal concept-based document
browsinginterface.
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An Overview

Theconcept-based approach to multilingual web content miningisdueto
anotionthat, whilelanguagesare culture-bound, conceptsexpressed by these
languagesareuniversal (Soergel, 1997). Moreover, theconceptual relation-
shipsamongtermsareinferablefromtheway that termsareset downinthetext.
Therefore, thedomain-specific multilingual concept-termrel ationship canbe
discovered by analyzing relevant multilingual training documents. Usingthis
multilingual concept-termrelationshipasthemultilingual linguisticknowledge,
the semantic content of all multilingual web documentscan then bedetected.
Figure 1 shows the framework for this concept-based approach for user-
oriented multilingual web content mining.

First, aparallel corpus, which isacollection of documents and their
translations, isused astraining documentsfor constructing aconcept space
using aself-organizing map (Kohonen, 1995). The concept spaceencodesall
multilingual concept-termrel ationshipsasthelinguistic knowledgebasefor
multilingual text classification. With the concept space, a concept-based
multilingual text classifier isdevel oped by organi zing thetrai ning documentson
asecond self-organizing map.

Thistext classifier isthen usedto classify multilingual web documents,
using the concept space asthelinguisticknowledgebase. M ultilingual docu-
ments describing similar concepts will then be mapped onto a browsing

Figurel. User-Oriented, Concept-Based Approachfor Multilingual Web
Content Mining

Parallel Corpus

|

M ultilingual M ultilingual Bookmark
Web Documents Concept Space ookmarks
M ultilingual
Text Classifier

Personal
Concept-Based
Browsing Interface
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interfaceasdocument clusters. To personalizethebrowsing result, aconcept-
based user profile, using the user’ s bookmark file as the indicator of his
informationinterests, isgenerated.

Finally, each user’ s personal topics of interest are highlighted on the
browsinginterface, mappingtheuser profiletorelevant document clusters. As
aresult, explorativebrowsing aimedtoward gaining an overview of acertain
domain and toward user-oriented concept-focused informationfilteringis
achieved.

Development of a Multilingual Concept Space

Fromtheviewpoint of automati ctext processing, therelationshipsamong
themeaning of termsareinferablefromtheway that thetermsareset downin
the text. Natural language is used to encode and transmit concepts. A
sufficiently comprehensive sampleof natural languagetext, suchasawell-
balanced corpus, may offer afairly completerepresentation of the concepts
andtheconceptual rel ationship applicablewithin specific areasof discourse.
Given corpus statistics of term occurrence, the associations among terms
becomemeasurabl e, and setsof semantically/conceptually-relatedtermsare
detected.

Toconstruct multilingual, linguistic knowl edge base encoding, | exical
relationshipsamong multilingual terms, parallel corporacontai ning setsof
documentsandtheir translationsin multiplelanguagesareideal sourcesof
multilingual lexical information. Parallel documents, basically, containidentical
conceptsexpressed by different setsof terms. Therefore, multilingual terms
used to describethe same concept tend to occur with very similar inter- and
intra-document frequenciesacrossaparallel corpus. Ananalysisof paired
documentshasbeenusedtoinfer themost likely translation of termsbetween
languagesinthecorpus(seeCarbonell etal., 1997; Davis, 1996; L andauer &
Littman, 1990). Assuch, co-occurrencestatisticsof multilingual termsacross
aparallel corpuscan be used to determineclustersof conceptually-related
multilingual terms.

Givenaparallel corpusD, consisting of P pairsof parallel documents,
meaningful termsfrom every language covered by the corpusareextracted.
They formtheset of multilingual termsfor constructingthemultilingual concept
space. Eachtermisrepresented by ann-dimensional termvector. Eachfeature
value of the term vector corresponds to the weight of the nth document,
indicatingthesignificanceof that document in characterizing themeaning of the
term. Parallel documentswhicharetrand ated versionsof oneanother withinthe
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corpusareconsidered asthe samefeature. To determinethesignificance of

each document in characterizing the contextual content of aterm based onthe
term’ soccurrences, thefollowingwel ghting schemeisused. It cal cul atesthe

featurevaluewkp of adocument dpfor p=1,..,P inthevector of termt,.

tf,, - Iog[m]
|dp| for tf,, >0

Wi =9 ; th | |T|]]
JZ[ og{|dq| (1)

_O for tfkp =0

where

tf,, istheoccurrenceof termt, indocumentd ;

7]
Iog[m istheinversetermfrequency of documentd ; | T| isthenumber
p

of termsin the whole collection, and | d_| isthe number of termsin
documentd . Thelonger thedocument d " thesmaller theinverseterm

frequency;

: 7|
2{ tfig- '09[‘(”} isthenormalizationfactor. Withthisnormaliza-
a= q
tionfactor, thefeaturevaluerelatingadocument toatermt, isreduced
accordingtothetotal number of documentsinwhichtheterm occurs.

Whenthecontextual contentsof every multilingual termarewell repre-
sented, they are used as the input into the self-organizing algorithm for
constructingthemultilingual concept space.

Letx e RY(1<i<M)bethetermvector of theithmultilingual term, where
Nisthenumber of documentsintheparallel corpusfor asinglelanguage(i.e.,
thetotal number of documentsintheparallel corpusdivided by thenumber of
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languages supported by the corpus), and where M is the total number of
multilingual terms. Theself-organizing map algorithmisappliedtoforma
multilingual concept space, usingthesetermvectorsasthetraininginputtothe
map. Themap consistsof aregular grid of nodes. Each nodeisassociatedwith
an N-dimensional model vector. L et m, = [mjn |1<n<N] (1<j<G)bethe
model vector of the jth node on the map. The algorithm for forming the
multilingual concept spaceisgivenbelow.

Step 1. Selectatraining multilingual termvector X, at random.
Step 2: Findthewinning nodesonthemapwiththevector m_whichisclosest
tox, suchthat:

[ = md = minfx; - m;| @
Step 3: Updatetheweight of every nodeinthe neighborhood of nodesby:
m™ =m + ar(t)(x; —m?) (3

where o(t) thegainterm at timet (0 < a(t) < 1) that decreasesin time and
convergestoO.

Step 4: Increase the time stamp t and repeat the training process until it
converges.

After thetraining processiscompleted, each multilingual termismapped
tothegrid nodeclosest toit onthesel f-organizing map. A multilingual concept
space is, thus, formed. This process corresponds to a projection of the
multidimensional termvectorsontoan orderly two-dimensional concept space,
wherethe proximity of the multilingual termsispreserved asfaithfully as
possible. Consequently, conceptual similaritiesamong multilingual termsare
explicitly revealed by their locationsand neighborhood rel ationshipsonthe
map.

Torepresent therel ationship between every language-independent con-
cept and itsassociated multilingual terms on the concept space, each term
vector representingamultilingual termisinput onceagaintofinditscorrespond-
ingwinningnodeontheself-organizingmap. All multilingual termsforwhicha
nodeisthe corresponding winning node are associated with the same node.
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Therefore, anodewill berepresented by several multilingual termsthat are
often synonymous. Inthisway, conceptual -related multilingual termsare
organizedintoterm clusterswithinacommon semantic space. Theproblem of
featureincompatibility among multiplelanguagesis, thus, overcome.

Development of a Concept-Based Multilingual Text Classifier

Theobjectiveof constructing aconcept-based multilingual text classifier
istoreveal theconceptual content of arbitrary multilingual web documentsby
organizing theminto concept categoriesin accordancewith their meanings.
Sorting document coll ectionsby the self-organizing map al gorithm depends
heavily onthedocument representation scheme. Toformamapthat displays
relationships among document contents, a suitable method for document
indexing must be devised. Contextual contents of documents need to be
expressed explicitly inacomputational ly meaningful way.

Ininformationretrieval, thegoal of indexingistoextract aset of features
that representsthe contents, or the* meaning’ of adocument. Among several
approachessuggested for document indexing and representation, thevector
spacemodel (Salton, 1989) representsdocumentsconveniently asvectorsin
amultidimensional space, defined by aset of language-specificindex terms.
Each element of adocument vector correspondsto theweight (or occurrence)
of oneindex term. However, inamultilingual environment, thedirect applica-
tion of thevector spacemodel isinfeasibleduetothefeatureincompatibility
problem. Multilingual index termscharacterizing documentsof differentlan-
guagesexist in separatevector spaces.

Toovercometheproblem, abetter representation of document contents
incorporatinginformati onabout semanti c/conceptual rel ationshipsamong mul-
tilingual index termsisdesirable. Toward thisend, themultilingual concept
spaceobtainedin Section 3isapplied.

Onthemultilingual concept space, conceptually-related multilingual terms
are organized into term clusters. These term clusters, denoting language-
independent concepts, areusedtoindex multilingual documentsin placeof the
documents' original language-specificindex terms. Assuch, aconcept-based
document vector that explicitly expressesthe conceptual context of adocu-
ment, regardlessof itslanguage, isobtai ned. Theterm-based document vector
of the vector space model, which suffersfrom the featureincompatibility
problem, can now berepl aced with thelanguage-independent, concept-based
document vector. Thetransformed concept-based document vectorsarethen
organi zed usi ng the sel f-organi zing map al gorithmto produceaconcept-based
multilingual text classifier.
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Todo so, each document of theparallel corpusisindexed by mappingits
text, termby term, ontothemultilingual concept space, whereby statisticsof its
‘hits’ oneachmultilingual termcluster (i.e., concept) arerecorded. Thisisdone
by counting the occurrenceof eachterm onthemultilingual concept spaceat
the node to which that term is associated. These statistics of term cluster
occurrences can be interpreted as a kind of transformed ‘index’ of the
multilingual document. Theconcept-based multilingual text classifierisformed
withtheapplicationof theself-organi zingmap a gorithm, using thetransformed
concept-based document vectorsasinputs.

Lety,e R®°(1<i<H)betheconcept-based document vector of theith
multilingual document, whereGisthenumber of nodesexistinginthemultilin-
gual concept space, andwhereH isthetotal number of documentsintheparalel
corpus. Inaddition, let m; = [rn]n |1<n<G] (1<j<J) betheG-dimensional
model vector of thejthnodeonthemap. Theal gorithmfor forming theconcept-
based multilingual text classifierisgivenbelow.

Step 1. Select atraining concept-based document vector y, at random.
Step 2: Findthewinning nodesonthemapwiththevector m whichisclosest
todocumenty, suchthat:

Jy: =] =minfy; -m| (4
Step 3: Updatetheweight of every nodeinthe neighborhood of nodesby:
m’® =m + o(t)(y, - m2*) (5)

whereo(t) isthegaintermat timet(0 < o(t) < 1) that decreasesin time and
convergestoO.

Step 4: Increase the time stamp t and repeat the training process until it
converges.

After thetraining process, multilingual documentsfromtheparallel corpus
that describe similar concepts are mapped onto the same node, forming
document clusters on the self-organizing map. Each node, thus, definesa
concept category of aconcept-based multilingual text classifier anditscorre-
sponding browsinginterface. Theconcept-based multilingual text classifieris
thenusedtoclassify incoming multilingual web documents.
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Todoso, thetext of every multilingual web documentis, first, converted
into aconcept-based document vector usingthemultilingual concept spaceas
the linguistic knowledge base. This document vector isthen input to the
multilingual text classifier tofind thewinning concept category whichisclosest
toitonthesalf organizing map. Consequently, every multilingual web document
isassigned to a concept category on a concept-based browsing interface,
based ontheconceptual content it exhibits. Based on apredefined network of
conceptsassociating correlated multilingual web documents, the purpose of
concept-based explorative browsing in multilingual web content miningis
achieved.

Personalization of the Concept-Based Browsing Interface

Withtheoverwhel ming amount of informationinthemultilingual WWW,
not every pieceof informationisof interestto auser. Insuch circumstances, a
user profile, whichmodel stheuser’ sinformationinterests, isrequiredtofilter
outinformationthat theuserisnotinterestedin.

Common approachesto user profiling (seeLiebermanetal., 1999; Lang,
1995; Mukhopadhyay et al., 1996) build a representation of the user’'s
informationinterestsbased onthedistribution of termsfoundinsomeprevi-
ously seen documentswhich theuser hasfoundinteresting. However, such
representation hasdifficultiesinhandling situationswhereauser isinterestedin
morethanonetopic. Inaddition, inamultilingual environment, thefeature
incompatibility problem resulting fromthevocabul ary mismatch phenomenon
acrosslanguagesmakesal anguage-specific, term-based user profileinsuffi-
cienttorepresent theuser’ sinformationinterest that spansmultiplelanguages.

Toovercomethese problems, we propose aconcept-based representa-
tionfor building user profiles. Us nglanguage-independent conceptsrather than
language-specifictermsimpliesthat theresulting user profileisnot only more
semantically comprehensivebut al soindependent fromthelanguageof the
documentsto befiltered. Thisisparticularly important for multilingual web
content mining, whereknowledgerel evanttoaconceptinsignificantly diverse
languageshastobeidentified.

Tounderstandtheuser’ sinformationinterestsfor personalizing multilin-
gual web content mining, the user’s preference on the WWW is used.
Indicatorsof thesepreferencescan beobtainedfromtheuser’ sbookmark file.
Togenerateaconcept-based user profilefromauser’ sbookmark file, web
documents pointed to by the bookmarks are first retrieved. Applying the
multilingual concept spaceasthelinguistic knowledge base, each web docu-
ment is then converted into a concept-based document vector using the
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procedure described in Section 4. Each concept-based document vector
representing abookmarked web pageisinput tofinditswinning nodeonthe
multilingual text classifier. All bookmarked multilingual web pagesforwhicha
nodeisthewinning nodeareassociated withthesameconcept category. After
mappingall bookmarks' document vectorsontothemultilingual text classifier,
theconcept categoriesrel evant totheuser’ sbhookmark filearereveal ed.

As such, these concept categories can be regarded as the user profile
representing auser’ sinformationinterestin multipletopics. By highlighting
theseconcept categoriesontheconcept-based browsinginterface, multilingual
web content miningis, thus, personalized. Thistask of user-oriented concept-
focusedinformationfilteringisparticularly important for user whowantsto
keep track of global knowledge that isrelevant to his personal domain of
interest over themultilingual WWW.

TOWARD INTELLIGENT PERSONAL
MULTILINGUAL WEB MINING AGENT

Intelligent agent hasbeenawell-knowntechnol ogy for relieving people
fromtheburden of information overload by facilitating personal webinforma-
tion access (see Chen & Sycara, 1998; Mladenic, 1996; Han et al., 1998).
Intelligent agentsall rely onauser profiletofilterincominginformationas
relevantorirrelevant toauser’ sinformation need. Theuser-oriented, concept-
based multilingual web content miningapproachintroducedinthischapter will,
thus, beappliedto devel op an agent-based personal multilingual web mining
systemfor facilitating web multilingual information access. Thispersonal
multilingual web mining agent, guided by the concept-based user profileand
incorporatingthemultilingual text classifier, should providean effectivemecha
nismfor automatic personalized knowledgediscovery over themultilingual
web. Givensuchdevel opment, multilingua web content miningtargeting useful
knowledgespecifictoauser’ spersonal domainof interest canberealized. As
such, auser’ sinformation need for personalized global knowledgediscovery
canbeeffectively satisfied.

CONCLUSION
Thischapter haspresented auser-oriented, concept-based approach for
multilingual web content mining using self-organizingmaps. Themultilingual
concept spaceisconstructed to enablean automati c and unsupervised di scov-
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ery of themultilingual linguistic knowledgefromaparallel corpus. A concept-
based multilingual text classifier isdevel opedtorealizealanguage-indepen-
dent, concept-based classification of multilingual web documentsontoasingle
browsinginterface. A concept-based user profileisgenerated fromtheuser’s
bookmark filetomodel auser’ smultilingual informationinterestscomprising
multipletopics. Thisapproachtouser profilingincreasesthesemanticcompre-
hensiveness, and theresultant user profileisindependent of thelanguageof the
web documentstobefiltered. Asaresult, multilingual web content mining
activities, ranging from explorative browsing to personalizedinformation
filtering, canbeeffectively personalized.
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Chapter VI I

A Textual
War ehouse Approach:
A Web Data Repository

Kais Khrouf, University of Toulouse Ill, France

Chantal Soulé-Dupuy, University of Toulouse I, France

ABSTRACT

An enter prise memory must be able to be used as a basis for the processes
of scientific or technical developments. Indeed, it was proven that
information useful to these processesisnot found solely inthe oper ational
bases of companies; it isalso found in textual information and exchanged
documents. For that reason, we propose the design and implementation
of a documentary memory for business document warehouses. Its main
characteristicistoallowthestorage, retrieval, interrogationand analysis
of information extracted from disseminated sources and, in particular,
from the Web.
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INTRODUCTION

Anenterprisemust allow for the sharing of knowledgeandinformation
betweenitsemployeesinorder to optimizetheir tasks. However, thevolume
of information contai ned in documentsrepresentsamajor concernfor these
companies. Indeed, companiesmust befully reactiveto any new information
and must follow thefast evol ution and spread of information. So, abusiness
memory which stores thisinformation and allows end-users to access or
analyzeitisnecessary for every enterprise.

Thismemory aimsto:

*  mergeinformationfromseveral sources, suchastheWorld WideWeb,
intranets, etc.;

» taketheinformationevolutionintoaccount;

» dlowend-userstoview andanayzeinformationaccordingtotheir needs;

» facilitatedecision-making.

These objectivescan bereached by using the concept of textual ware-
houses, which allowsthestorage of documentsandtheir exploitationthrough
thetechniquesof informationretrieval, factual datainterrogation, and multidi-
mensional analysisof information.

Thischapterisorganized asfollows. First, weoutlinesomework devoted
todocument querying throughinformationretrieval or databasetechniques.
Then, weproposean architectureand ageneric model of textual warehouses.
Thenext section describestheinformation extractiontofeed thewarehouse.
Finally, wepresent thetechniqueswe proposeto exploitinformation contained
in the warehouse. We describe the information retrieval process and the
multidimensional anayses.

BACKGROUND

IRS(Information Retrieval Systems) wereinitially introducedto exploit
non-structured documents, i.e., documentswhich containnoinformation about
their logical structure. These documents were analyzed to represent their
textual content and, therefore, their rel evancein responseto anon-structured
query (freenatural language). During thelast 20 years, several theoretical
model swereproposed, and several systemsbased onthosemodel shavebeen
implemented. Themost well-known of these systemsare: theBoolean model
[STAIRS(IBM, 1982)], thevector-spacemodel [SMART (Salton, 1971)],
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the probabilistic model (Turtle & Craft, 1990), the bayesian models (Van
Rijsbergen, 1986), thelinguisticmodels|RIME (Chiaramella& Nie, 1990)],
andtheconnectionist model [MERCURE (Boughanemetal., 1999)].

Since then, attempts have been made to apply the IRS techniques to
structured or semi-structured documentsfor theuseof logical structuresduring
theevaluation of aquery. Among theseworks, we can quote:

*  Textriever system(Burkowski, 1992), asearch enginefor acollection of
structured documents;

*  Persona Daily News(Fourel etal., 1998), anintegrated environment for
themanagement andretrieval of structured documents.

Theapproach of DBM S (DataBase M anagement Systems) allowsfor the
quick treatment of a set of data. So, the ideaisto apply thistechnique to
documents. For structured documents, i.e., thosewhoselogical structureis
specified, many workswererealized. Among theseworks, wecan quote:

* e XML MediaRepository (Gardarinetal., 2002), asoftwarecomponent
for thestorageand query of XML documents;

*  Xyleme(Abiteboul etal.,2001), describingaproject thatintegratesX ML
datafromthe Web into adatabase.

For thesemi-structured documents, i.e., thosewhoselogical structureis
partially defined, muchwork hasbeen donedespitethedifficultiespresented
by thesetypesof documents. Among theseworks, we can quote:

*  HyWEB (Gardarin& Y oon, 1996), whosefinality istheconstruction of an
HTML (HyperText Markup Language) document base, and wherethe
goal istobeabletointerrogateaclassof documents;

*  WIND (Faulstish et a., 1997), which builds a data warehouse from
specificinformation (about aparticular domain) extracted fromtheWeb.

Asregardsanalysis, theworksarevery recent and mainly based on data
mining techniques, not onamultidimens onal approach. Concerning document
storageandinterrogation, all theseworksmanipul atestructured documents, or
semi-structured documents, but not non-structured documents. Infact,ineach
case, only onestandardischosen, whichimpliesapredefined database schema
(predefined structure). Moreover, thiswork isdevoted to theinterrogation of
documents starting from their factual descriptions; it doesnot involvethe
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analysisof their textual content. Intheinformationretrieval process, aquery
resultsin acollection of documents, which obligesthe user to consult the
content of agreat number of documentstofindthespecificinformationheis
lookingfor.

Contrary tothispreviouswork, we propose ageneric model of textual
warehousesabl eto contain any typeof document (structured, semi-structured
and non-structured) and ableto performinformationretrieval, datainterroga-
tion, and multidimensional analysis. Moreover, our approach isgeneric be-
causenorestrictionisimposed for thedocumentsto beintegrated.

DEFINITION AND ARCHITECTURE
OF TEXTUAL WAREHOUSES

From the definition of datawarehouses (Inmon, 1994), we define the
textual warehousesasasourceof informationthat issubject-oriented, filtered,
integrated, archived (versions), and organized for a process of retrieval,
interrogationor analysis.

Theinformation containedinadocument warehousemust beorganizedas
follows

*  subject-oriented: thedataof awarehouse must be organized by subject,
thusallowingfor thecollectionof al relevantinformationfor analysis,

o filtered: thewarehousemust containonly thedocumentsthat can beuseful
for facilitating thetask of decision-makers(Chevalier etal., 2003);

* integrated: thecontent of thewarehouseresultsfromtheintegration of
heterogeneousinformationfrommultiplesources;

*  archived: thewarehousemust allow for thehistorization of thedocuments
inorder topreservetheir variousevol utions.

Thearchitectureweproposefor thedefinition of thetextual warehouses
ispresented in Figure 1. Thisarchitectureincludestwo stages: warehouse
storageand warehouseexpl oitation.

Thefirst stageinvolvesextracting the structureand content from each
document in order to storethemin thewarehouse. Each textual element of
content must beindexedto extract information that will be used afterward by
techniquesof informationretrieval.

Thesecond stagemani pul atestheinformation containedinthewarehouse.
For that task, weproposethreetechniques:
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Figure 1. Architecture of Textual Warehouses
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* information retrieval: retrieve documents or passages of documents
(fromtheir textual content) that areconsideredrelevant for auser query
formulated by simplekeywords(non-structured queries);

e datainterrogation: useaDBM Slanguagetointerrogatethewarehouse
(structured queries) andretrievefactual data(specificinformation);

*  multidimensional analysis: analyzeinformation by constructing textual
marts(specificviews) accordingto OLAP(On-LineAnalytical Process-
ing) techniques.

Suchtextual warehousesthen becomethebasi ctool for company employ-
eeswhowishtoexploitinformationwhichthey needfor their daily professional
tasks(e.g., administrativeintranet, digital libraries, technical documentation,
etc.).

GENERIC MODEL OF
TEXTUAL WAREHOUSES

Textual warehouses (Khrouf et al., 2001) must constitute a source of
syntheticand homogeneousinformation, just likedatawarehouses. Neverthe-
less, if thedatasourcesof datawarehousesaregenerally structured according
totherelational model, thenthesourcesof thetextual warehousesarestrongly-
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Figure 2. Generic Model of Textual Warehouses
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structured complex objects. Thegeneric model we propose must, ontheone
hand, accept any type of document and, on the other hand, facilitate the
retrieval, interrogation and analysisof documents(structureand content). The
ideaistoidentifylogical classesof documentsinorder togather themaccording
totheseclasses, thereforemakingit possiblefor userstofocusontheclasses
whichinterest them (e.g., books, newspapers, proceedings, etc.).

Withthisgoal inmind, wedistinguished twotypesof logical structures
(Khrouf & Soulé-Dupuy, 2001): thegenericlogical structure(i.e.,thecommon
structureof adocument set) and thespecificlogical structure(i.e., thestructure
of onedocument). Figure2 describesthegeneric model of textual warehouses
weproposeby respectingUML (Unified M odelling Language) formalism.

The generic logical structure is characterized by three meta-classes.
“Gen_Str” (Generic Structures), “Gen_EIts” (Generic Elements), and
“Gen_Atts” (Generic Attributes). In our generic model, ageneric logical
structureisdefined by aset of generic elements, which can be composed of
other generic elements. Each of these elements can also be described by
genericattributes.

Thespecificlogical structureischaracterized by theother classes. Inour
genericmodel, adocumentischaracterized by aset of declarations. It contains
from1ton“Spe EIts’ (Specific Elements). For each element, weassociate 0
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or linformationand/orOor n“Spe_Atts’ (Specific Attributes). Eachinforma-
tionisindexedby aset of keywords(stemmedword“ Radical”) extracted from
its textual content. Each keyword is associated with its frequency in the
concerned information “Term_Freq” and with its absolute frequency
“Doc_Freq” (i.e., thefrequency of thestemmedwordinthewholecollection
of information).

Thisobject model wasimplementedintheDBM SOracle8. Thedesign
wasrealized by an object-oriented model ling (UML) and theimplementation
carriedoutinanobject-relational DBM S(Oracle8). Toensurethistranglation,
weused thetransformationrulesdescribedin Soutou (2001). Anextract of the
object-relational diagram obtai nedisschematizedintheappendix.

INFORMATION EXTRACTION

Theinformation extraction must determinethedifferent partsof adocu-
ment whose every part presents acoherent idea. To achievethisstage, we
definethreetypesof documents:

* documentswith tags having a semantic vocation (e.g., SGML, XML
documents);

* documents with tags having a presentation vocation (e.g., HTML
documents);

e non-structured documents(e.g., TXT documents).

Wepresent, inwhat follows, an extraction method that can beapplied to
every typeof document.

Documents with Tags Having a Semantic Vocation

For thistypeof document, wedistinguishtwo sub-families: well-formed
documents, i.e., thosewhich obey syntactical rules; andvalid documents, i.e.,
well-formed documentswhich alsoobey astructure(DataTypeDescriptionor
DTD).

Thelogical structureof well-formed documentsisdetermined asfollows:

Stage 1: Restitution of document tags (create anew file that contains the
document tags) and restitution of attributes. Theattributenameisprefixed
by 1] A_” .
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Figure 3. Example of Logical Structure Determination for Well-Formed

Documents
Stage 1 Stage 2
<List> <List> <List>
<Author Sex ="M"> <Author {A_Sex}> <Author {A_ Sex}>
<Fname>John</Fname> <Fname></Fname> E1l Fname 1
<L name>Dupond</Lname> <Lname></Lname> El Lname 1
<Book>XML</Book> <Book></Book> E1 Book_1
<Book>DW</Book> <Book></Book> E1 Book_1
</Author> </Author> </Author>
<Author...>... </Author> <Author...>... </Author> <Author...>... </Author>
<Author..>...  </Author> <Author...>... </Author> <Author...>... </Author>
</List> </List> </List>
Stage 5 Stage 4 Stage 3
E1 List 1 <List> <List>
E2_Author_*{A_ Sex} E1 Author_1{A_ Sex} <Author {A_ Sex}>
E3 Fname 1 E2_Fname_1 El Fname 1
E3 Lname 1 E2 Lname 1 El Lname 1
E3 Book_* E2 Book_* E1 Book_*
E1 Author_1{A_Sex}... </Author>
E1 Author_1{A_Sex}... <Adthor...>... </Author>
</List> <Author...>... </Author>
</List>

Stage2: Every start tag followed by itsend tagisreplaced by adefined el ement
(thelevel is1, andthecardinality is1). Note: Theelement nameisprefixed
by “Ex_" (wherexconstitutesthenumber of itslevel) andfollowed by its
cardinality.

Stage 3: If consecutive elementshavethe samename, they arereplaced by
only oneelement, whose cardinality becomes* instead of 1.

Stage4: Every start tag, followed by thedefined elementsand by itsendtag,
isreplaced by anew defined element. Thelevel of thisnew element takes
thevalueof 1, andthelevel of itssub-el ementsmust beincremented by 1.

Stage5: Repeat theprocess(stages1to4) until weobtainafilewhichcontains
only defined elements.

Thelogical structureof valid documentsisdetermined by their DTD inthe
followingways.

» thekeyword“!DOCTY PE” correspondstothelogical structure name;

 thekeyword“!'ELEMENT” correspondsto an element of thelogical
structure;

* thekeyword“!ATTLIST” correspondstotheattributesof theconcerned
element;

» theelementlevel isdetermined according totheappearanceorder.
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Figure4. Exampleof Logical StructureDeter minationfor Valid Documents

< IDOCTYPE List E1l List 1
<!ELEMENT List (Author *)> E2_Author_*{A_Sex}
<IELEMENT Author (Fname, Lname, Book *)> E3 Fname_1
<IATTLIST Author Sex... > E3 Lname 1

< !ELEMENT Fname Cdata> E3 Book *
<!ELEMENT Lname Cdata>

< !ELEMENT Book Cdata>]>

Oncethelogical structureisdetermined, itisnecessary to check if this
structurealready existsamongthegenericlogical structuresof thewarehouse.
If the generic logical structure already exists, the system must store the
document inthewarehouseby attachingitsspecificlogical structuretothe
correspondinggenericlogical structure. If thesystemfindsasimilar structure
amongthegenericlogical structures, it checkswhether itispossibleto modify
thisstructure. Thesimilarity betweentwo structuresdependsonthecommon
elementsandtheir order. Otherwise, thesystem createsanew genericlogical
structure.

Weassumethat thelogical structuresof documentsarerepresented astree
structures. A treestructureischaracterized by aroot r (doctypeof theDTD),
whichisconnectedtoall other nodes(elementsof theDTD) by asingleway,
whoser istheorigin. Thearcsof treestructuresareoriented.

Tocomparetwogenericlogical structures, wedecomposeevery structure
intoseveral sub-treeswithtwolevels(theroot andtheir ordered sons). So, we
can comparethe corresponding sub-trees(having thesameroot) asfollows:
Thesystem must determinethe state of every element of both sub-trees. We
distinguishtwostates: ‘ 0’ for anelement foundinboth structuresand‘n’ foran
element not foundinastructure. Later, wemust apply thefollowing formal
Specification.

X: Theorderedlist of elementsof thefirst sub-tree(that of thedocument);

Y: Theorderedlist of elements of the second sub-tree (that of the ware-
house);

State(e): returnthestateof theelement g;

Pos(e): returntheposition of theelement eintheordered list of thesonsof the
sameroot;

Length(E): returnthenumber of elementsintheorderedlist E.
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Casel: Bothfirst elementsof both sub-treesmust not havethestate‘n’.

dxe X / Pos(x)=1, State(x)=‘n’ and dye Y / Pos(y)=1, State(y)=‘n" =
Failure

Case2: Bothlast elementsof both sub-treesmust not havethestate‘n’.

dxe X / Pos(x)=Length(X), State(x)=‘n" and dye Y / Pos(y)=Length(Y),
State(y)="n’ = Failure

Case3: If all theelementsof thefirst sub-treehavethestate’ o', then success.

Vxe X / State(x)="0" = Success

If oneof the previouscaseswasnot discovered, the system must apply these
rules

Rulel: Vx, X,e X/ State(x,)="n’, State(x,)="‘n" and Pos(x,)=Pos(x,)+1 =
Xe=X-{X,}

Rule 2. Vx Xx,x,eX [ State(x,)="0", State(x,)="n’, State(x,)='0’,
Pos(x,)=Pos(x,)+1, Pos(x,)=Pos(x,)+1andx x,zY = Failure

Example 1

e e o
a i j kb oc | X y abz w

¢ Y =X Yo 8or Doy Zp Wiy, €]

Theresult after applying Rule1: X=[a,i ,b_,c | ]etY=[x ,y ,a,b,
z,W.,c].

Theresult after applying Rule2: Success. Because[a,,b ] Y = these
two sub-trees can be merged.

Thelist of theelementeisZ=[x,y, a,1,],k, b, z,w, c, 1]

Example 2

e e -
%\ %\ Xz[aO' Tns I kn! bor lnr Co]
a i j kb1 ¢ X y abz w

¢ Y=[an Y 8o boy Zy, W, CO]

Theresult after applying Rule1: X=[a,i ,b_,| ,c ]etY=[x ,y ,a,b,
z,W.,c].

Theresult after applyingRule2: Failure. Because[b_,c ] ¢ Y = these
two sub-treescannot bemerged. The order cannot be determined.
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Documents with Tags Having a Presentation Vocation

Thelogical structureextraction of thisdocument typeisdifficult because
thetagsareused especially for the presentation. I ndeed, thislanguage doesnot
defineagenericlogical structureinasimpleway (contrary toother DTDs, such
asthoseof the SGML or XML languageswhich aremoreexpressive).

Becauseitismoreambiguous, arewriting stagefor HTML semi-struc-
tured documentsisnecessary to add more semanticsto tagsof thisdocument
type. Weestablishedrulesfor tagrewriting:

» all presentation tags are del eted because they present no information
about the organization of document elements(e.g., <B>, <HR>);

e structural and reference tags are preserved because they constitute
hypertextua information,;

* informativetagsaredeleted. Thesetagsareinserted by theauthorsto
comment their sources, andthey do not i nfluencethedocument structure;

e presentation tags of structural elements are replaced by the classic
structural tags, e.g., atag <Cite> that highlightsaquotationisreplaced by
asimpleparagraph.

WerenametheHTML tagsthat wepreservewith moreexplicit namesfor
abetter legibility, whoseextractispresentedin Table 1. Weal so preservethe
attributes, which arelikely to bring some semanticinformation.

Sincewehaveadocument wherethestructural elementsweredetected,
wemustidentify thegenericand specificlogical structuresinthesameway we
dofor structured documents.

Non-Structured Documents

For thenon-structured documents, we usethe segmentati on technique
(Lallich& Ouerfelli, 1998). Thistechniquedecomposesatextintofineand
coherent documentary units. Wedi stinguishdifferent methodsof segmentation:

Table 1. HTML Tags

HTML Tag Use New Tag
<P> Definition of paragraph <PARAGRAPH>
<OL> Ordered list <LIST Type ="Ordered”>
<UL> Unordered list <LIST Type ="Unordered”>
<LI> Listitem <LISTITEM>
<TABLE> Definition of table <TABLE>
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segmentation by a sequence of words, segmentation by sentences, and
segmentation by paragraphs. Thesemethodsof segmentationarenot reliable
becausethey ignorethe syntactical and semantic aspectsof text. I ndeed, our
objective, then, istoidentify documentary unitsaccording to moresemantic
criteria. Thisunit must be separated and characterized by formal indicators.

Thebasi cideaof our segmentation methodisto beginwithaminimal unit,
i.e., thetypographic paragraph (separated by carriagereturns), to find the
documentary unit that presentstherequired properties(linguistic autonomy,
syntactic and semantic cohesion), thusforming ahomogeneous* thematic”
passage. We indicate by paragraph atext block separated by two carriage
returns. Thecarriagereturn, inour work, isconsidered asatypographicsign
that separatestheparagraphs. Thetext bl ock separated by thecarriagereturns
can have different forms (title, element list, and paragraph). To associate
paragraphsinthesamedocumentary unit, weusesomelinguistic markersthat
wefind betweentheparagraphs:

»  presenceof linearintegrationmarkers(e.g., if, then, so, furthermore, etc.)
at thestart of the paragraph;

»  presenceof connectionwords(e.g., for example, for this, etc.) at thestart
of theparagraph;

*  resumptionanaphoric at thestart of the paragraph: by ademonstrative
(e.g.,it, this, etc.) or by apersonal pronoun (e.g., it, him, etc.);

»  presenceof markers(below, above) whichrefer totextual or not textual
objects.

Oncethedocumentary unitsof adocument havebeendefined, weperform
theextraction of thegenericand specificlogical structuresinthesameway we
dofor structured documents.

We presented thedifferent techniquesfor theextraction of information
containedinthedocuments. Inwhat follows, wedescribethemechanismswe
used to handle the content of the document warehouse by the processes of
informationretrieval and multidimens onal analyses.

INFORMATION RETRIEVAL

Aninformationretrieval processimpliesthedevel opment of mechanisms
that allow auser, whoisnot necessarily specialist, toretrievethedocumentary
informationwhich correspondsbest to hisneeds. Accordingtothisapproach,
informationretrieval isintendedtofacilitateinformationrestitutionfroma
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documentary collection. Theproblem, then, istherepresentation and organi-
zation of document content. Thetechniqueusedto solvethisproblemisthe
indexing process(Soulé-Dupuy, 2001).

Theindexing processextractsaset of information characterizingadocu-
ment. Thisinformation can bekeywordsextracted fromthedocument textual
content, or it can beinformation concerning thedocuments, whichiscalled
metadata(e.g., theauthor name, theabstract, theeditiondate). Thesemetadata
canal socongtitutetheelementsof structureused during theidentification of the
logical structuresof thedocuments. Theinformationindexinginthegeneric
model isthen based on the classi ctechniquesof automatictextindexing. Itis
made, generally, followingtwo fundamental stages:

* indexing termidentification;
* indexing term evaluation and weighting.

Duringthefirst stage, i.e., indexingtermidentification, itisnecessary to
determineall thewordsthat will beused for indexing. Itisal so necessary to
definetheelement that will bechosentounitetheindexing, suchasstem, single
word, or word group. Thedetermination of indexing termsisdonethrough
several methods, includingthesaurus, dictionary of synonymy, locationof word
groups, and parsing (see Saltonet al., 1983; Frakes & Y ates, 1992).

For theindexingtermeval uation, wecan, by studyingthetermoccurrence
frequency in the documents, determine the terms necessary for indexing.
Indeed, thewei ghting of aterm correspondstoitsfrequency of occurrencein
thedocument. Wedistinguishtwofregquencies:

* termfrequency“Term_Freq” correspondstothenumber of termoccur-
rencesintheconcernedinformation;

» absolutefrequency “Doc_Freq” correspondsto the stemmed word’s
frequency inthewhol ecollection of information.

Wenoticethen:

* termshaving ahigh frequency correspond, generally, to the articles,
pronouns, propositions, etc., and they must beexcluded because of their
semanticlack;

* termshavingaweak frequency arenot representative of thedocument
content. Themost significant termsarethosewhosefrequency isinterme-
diate.
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To evaluate the representativeness of termsin an instance of object
“Information,” weadapted theformulaof Sparck Jones(1972):

TermWeight, = TF..'(HO{ NAIT:F” D
1 i

TF; : frequency of thetermi intheconcerned specific elementj,

N: number of specificelementsinthecollection of documents(intheware-
house),

AF; : absolutefrequency of atermi inthecollection of documents.

Theinformationretrieval processadapted for our generic model presents
several advantages. First, it doesnot flood the user with animportant number
of documents. Second, it presentsamoreefficient retrieval. So, instead of
calculatingthesimilarity betweenaquery andtotality of text, wemeasurethe
similarity betweenthisquery and each part (specific elements) constitutingthe
text. Thisallowsmorespecificand morelocalized accessto theinformation
(oneof our objectives). Note: Theinformationretrieval techniquesbased on
indexes of terms do not exploit the logical structure of documents. They
restitute documents or parts of documents, but they do not obtain specific
information, such asthe edition year of abook. Theidea, then, isto usea
DBM Sand structuredlanguages.

MULTIDIMENSIONAL ANALYSIS

Thetextual warehousemust all ow decision-making, whichimpliesthe
ability to implement new processes for textual information analysis. The
multidimensional model isan optionwhichisbetter adaptedto dataanalysis
thanarelational model. Indeed, it considersasubject to beanalyzed asapoint
inaspacewith several dimensions. Thedataareorganized soastoimplement
theanalyzed subject and thedifferent perspectivesof theanalysis. Several
formalismsfor the multidimensional model havebeen proposed: hypercube
(Agrawal et al., 1995), multidimensional table (Gyssens & L akshmanan,
1997), cube(Thomaset al., 1997), f-tables(Cabibbo & Torlone, 1998), etc.
Inwhat follows, wedetail, multidimensi onal tables, which arethebasi c concept
of our contribution. Themultidimensional tableisthel ogical model commonly
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usedinmultidimensional analysis. Itsrepresentationintabular formiswell-
suited for any user, insofar asheisalready accustomed to interpreting this
commontypeof representation.

A multidimensional schema is defined by a schema and instances.
The schemais defined by (D, A, Param):
- D=xd,, dy..., d>isthelist of the dimensions,
- A={Ay A,... Ay} istheset of the attributes,
— Paramisafunction D> 2A%A2 APt asepciating the dimensions and the
attributes.
- WithVi,j=1..,n;i=#j; param(d) N param(d)) = &.
— (A parameter is associated to one dimension).

TheattributesbelongingtothesetP=u . _ param(d) aretheparameters
of theanalysis. TheattributeA belongingtothesetM =A-u_._ param(d)
iscalledthemeasuresof theanalysis(they aretheattributesother thanthose
of theparameters). Figure5representsamultidimensional table. Thesymbol *
indicatesthat thereisnovalue.

Conceptual Modeling of the Textual Marts
Themultidimensional model representsdatainamartintheformof a

schemagrouping, which isaset of factsand dimensions. A textual martis

specializedfor anactivity type, an analysistype, and auser group.

Figure 5. Visualization of a Multidimensional Table

1 Ll

Dimension 1
Table name Paraml | VaPl, VaPl,
Param2 |VvaP2, [VaP2 |... VaP2
Param3 [ Param4 (m1,m2)
%1 VaP3, |VaP4 (X,Y)
o VaP4, *.*)
g
,fDEVexuas2 ValP4

ValP4y
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Thedocumentsimplementedinthewarehouseareorganized accordingto
their DTD. Theselast onesorgani zetheelementsamong themaccordingtoa
hierarchy dependence.

A hierarchy dependence between two elements A, and A,
noted A=A, impliesthat the element A; belongs to the element A,.

By basingitself onthesedependencies, itispossibletodefineahierarchy.

A hierarchy H is defined on a set of elements by:
H=<A,A,... ,A>where A=A =... =A,.

A textual mart containsoneor morefacts. A fact constitutesasubject of
analysis(thedifferent measuresof activity that must beanalyzed).

A fact is defined by (Name’, E_Mes’, Fct™, HY):
—Namée" isthe fact name,

—E_Mes isthe measure element,

— Fct™ isthe aggregation function applied by the fact,
—HF isthe fact hierarchy.

The measures of an activity can be observed according to different
perspectives. Every perspectiveisrepresented by adimension.

A dimension D is defined by (Name®, E_Par®, HP):

— Namée® isthe dimension name,

—E Pa®=<P, P, ... , P> isthe element set that
constitutes analysis parameters,

—HP isthe dimension hierarchy.

Every textual martischaracterized by itsmultidimensional schema. We
defineamultidimensiona schemaasamodel composed of factsanddimensions.

A multidimensional schema Sis defined by (Name®, Dim®, Fact®):
—Name® is the multidimensional schema name,

—-Dim*=<D,, D,, ... , D,> isthe dimension list,
—Fait®*={F,F,, ... ,F} isthefact set.
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Graphic Construction of Textual Marts
Inthissection, wepresent thestagesinvol vedinbuilding textual martsthat
performmultidimensional analyses.

Stagel: Automaticdisplay of genericlogical structuresand documents.

Stage?2: Theuser must chooseagenericlogical structureor adocument.

* iftheuser choosesagenericlogical structure, thentheanalysisconcerns
all thedocumentshbel ongingtothisstructure;

* iftheuser choosesadocument, theanalysisconcernsonly thisdocument.

Stage3: Thesystemmust automatically display thegenericlogical structure:

* if the user chose agenericlogical structure, the system displays the
elementsof thisstructure;

» iftheuser choseadocument, itisnecessary torefer tothecorresponding
genericlogical structuretodisplay itselements.

Stage 4: The user must specify therole (i.e., dimension or fact) of some
elementstobuildthetextual mart by using contextual menus. Theelements
chosenby theuser arehighlighted by using different shapesand col orsfor
thedimensionsandfacts.

Figure 6. Generic Logical Structure Chosen by the User

Warehouse Integration Exploitation 7
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Figure7. Generic Logical Structure Modified by the User
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Inthisexample, thefirst dimensionisthetype, thesecond dimensionisthe
topic, andthethird dimensionistheyear. However, thefact isthenumber of
papers. Thistextual mart, then, determinesthenumber of papersby type, topic
andyear. Atthistime, theuser task isfinished. Theresult will beamultidimen-
sional table. Figure 8 presentsthe schemaof textual mart.

Stage5: Automatic generation of views: for every element e chosen by the
user, thesystem must generateaview containing several attributes:

» thefirstattributecorrespondsto thedocument number of theelement g;

»  thesecondattributeisthenumber of theel ement constituting theancestor
commonto all theelementschosen by theuser;

* thelastattributecorrespondstotheinformation of theelement e.

CREATE VIEW Dimension_n (Doc, Anc, Inf) AS (1)
SELECT es compose... S compose.itsdoc.num, 2
€S CoOmpose ... S_compose.num, 3
e.content (@)

FROM Spe_Eltse

WHERE e.s compose... s compose.itsdoc.doc = "Name_Doc" 5)
e.s compose ... s_compose.itsdoc.belong.doctype = "Name_SL”  (6)
AND e.inherit.ge_name="Elt_m" ;

(1) Or Fact_n (Doc, Anc, Inf)

(2) Attribute 1: number of the document

(3) Attribute 2: number of the element constituting the ancestor common to all the
chosen elements

(4) Attribute n : content of the chosen element

(5) If the user chose a document

(6) If the user chose alogical structure

Note: Thenumber of “s_compose” for the attributesis determined by
calculatingthelevel number betweenthecorresponding element (document or
ancestor element) and thechosenelement e.

For thefirst dimension, the view that the system must generateisthe
following:
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CREATE VIEW Dimension_1 (doc, paper, type) AS
SELECT es compose.ss compose.s_compose.itsdoc.num,
€S COmpose.s_compose.num,
e.content
FROM  Spe Eltse
WHERE e.s compose.s compose.s compose.itsdoc.belong.doctype = " publications”
AND e.inherit.ge_name="Type" ;

Inthesameway, thesystem must generateal | theother views. Wewill then
havefour views: Dimension_1 (doc, paper, type), Dimension_2 (doc, paper,
topic), Dimension_3 (doc, paper, year), and Fact_1 (doc, paper, title).

Fromtheseviews, the system must then generateanother view by ajoint
onthefirst twoattributes(in our example*“doc” and* paper”):

CREATE VIEW Joint (type, topic, yesr, title) AS

SELECT dl.type, d2.topic, d3.year, fl.title

FROM Dimension_1 d1, Dimension_2 d2, Dimension_3 d3, Fact_1f1
WHERE d1.paper = d2.paper AND  d2.paper = d3.paper

AND d3.paper = f1.paper AND  dl.doc=d2.doc

AND d2.doc = d3.doc AND d3.doc=fl.doc;

Togeneratealast view, thesystem must apply theaggregati on operation
by groupingthedimensions:

CREATEVIEW Distribution (type, topic, year, number) AS
SELECT  |j.type, j.topic, j.year, count (j.title)

FROM Joint j

GROUPBY j.type, j.topic, j.yesar ;

Figure 9. Multidimensional Table* Distribution”
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The view generated by the system must be visualized according to a
multidimensional table” Distribution.”

CONCLUSION

Theconcept of textual warehouseswe proposeallowsmanipulatingthe
documentsof aheterogeneouscollectionby their structuresandtheir contents,
contrary to other systems that impose a predefined structure. Indeed, the
proposed generic model is suitable for storing heterogeneous documents
accordingtotheirlogical structuresandfor applyingthetechniquesof informa-
tion retrieval (restitution of passages but not the whole documents), data
interrogation (restitutionof factual information), and multidimensional analysis
(analyzing dataaccordingto several dimensionsby usingagraphiclanguage
that offersagreat simplicity for theusers).

Several experimentshavebeen carried out ontwo aspects—first onthe
integration of largecollectionsof heterogeneousdocumentsissued fromthe
Laboratory Intranet, and then ontheanal ysisand use of thiswarehouse content
by several non-experimented users. Thedistinction betweenthegenericand
the specific structures improved the expressiveness of alarge document
collectionintheway toretrieve, exploit and analyzeitscontent. Thegraphic
languageisal so open enoughtoallow any user to construct any query, evena
complex one.

At present, our main goal isto continuethe merging of thetechniques
developed within the framework of the information retrieval and the data
warehouses. | ndeed, the specificationsof thedocument warehouseneedtobe
extendedinorder to:

» defineaninterrogationlanguageappropriatefor thewarehouseinstead of
using SQL languagetofacilitatequery syntax;

*  applythemultidimensional operatorstotextual martsinatextual way,
accordingtoaformalismor inagraphicway;

*  extract statistical informationand knowledgeto explainthebehaviorsof
usersandthedefinition of user profiles.

L et usassumethat thedocument warehouseisthebasefor thedefinition
of abusinessmemory; itis intendedfor any personinanorganizationwhomust
guickly accessand analyzeany useful information. Thismemory must contain
any knowledge extracted from document content (i.e., from structure and
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textual parts). Our futurework will aimto extend theprocessof textual analysis
tointegrate personalization criteriaand metadata(by theuser himself or by an
automatic process).
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Chapter V111

Text Processing by
Binary Neural Networks

T.Beran, Czech Technical University, Czech Republic

T.Macek, Czech Technical University, Czech Republic

ABSTRACT

Thischapter describesarather lesstraditional techniqueof text processing.
The technique is based on the binary neural network Correlation Matrix
Memory. We propose using the neural network for text searching tasks.
Two methods of coding input wor ds are described and tested. Further, we
discuss the problems of using this approach for text processing.

INTRODUCTION

Withmoreand morepeoplebecomingfamiliar withcomputers, theamount
of information storedin el ectronicformatsisquickly increasing. Theconse-
guence of that is the need to be able to search large amounts of data for
particular information. Varioustechnigueshave been devel oped for thetext
searchingtask. Many techniquesarevery fast and sophisticated. Speedisone
of themostimportant criteria, butitisnot theonly one. Theother oneisthe
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ability to deal with somehow corrupted text. Text could be corrupted, for
example, whenwedo not know exactly what wearesearchingfor, or if thetext
istheresult of OCR or speechrecognition.

Inthischapter, wedescribearather |esstraditional techniquefor thetext
searchingtask. Thetechniqueisbased onabinary neura network called CMM
(CorrelationMatrix Memory). Wehavetested CMM ontheproblemof finding
aparticular wordinasingletext document. Searching givesall occurrencesof
theword. Although thetechniqueisableto search approximately, herewe
focuson exact searching.

Thischapter isdividedasfollows: “ Technique Description” explainsour
approach anddescribesCMM; “ Text Coding and Experiments” explainsthe
importanceof input patternscoding, proposestwo new methods, and shows
initial experiments; “Discussion” discussessomeproblemsthat arisewhenthis
techniqueisappliedtoreal text.

TECHNIQUE DESCRIPTION

Inthissection, wedescribetheprincipleof thetechniquebased on binary
neural network aswell asonCMM itself. Usually, afast conventional technique
isused for text searching tasks, e.g., Boyer-Moor or Shift-or algorithms.
Conventional techniques go through text and compare it with a searched
pattern. Our techniqueisbased on storing associations between wordsand
their locationinthetext. Theassociationisstoredin CMM. Thisapproachis
similar totechniquessuchasinvertedfilelistsor hashtables(Hodge& Austin,
2001).

Our approach is shown in Figure 1. It operates in two phases — the
learningand therecalling. Thelearning phase storesassociationsbetween
wordsandtheir positionsinthetext document. Therecalling phase searches
foraquery word. Infact, thereisno search duringtherecalling phase; it smply
recall saproper association.

In the learning phase, the parser goes trough the text and cuts off the
words. All wordsare coded and passtheir codewordto theinput of theCMM.
Codinginput wordssignificantly influencespropertiesof CMM andtherecall
process. It checkswhether theinput word hasbeen already learned. If it has,
thewordislearned nomore; butitspositioninthetextisaddedtoaproper entry
of the positiontable. Otherwise, acodefor thiswordisproduced and put at
theoutput of CMM. Then, anew associationislearned, and anew entry inthe
positiontableisadded. Thepositiontablecontainsentriesfor al learnedwords.
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Figure 1. Learning (left side) and Recalling (right side) Phase of the
Technique
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Eachentry inthetableconsistsof positionsfor theparticular word. Thecode
addressesthe proper entry inthepositiontable.

Intherecalling phase, aninput wordiscoded inthesameway asitisduring
thelearning phase, and theresultisapplied totheinput of CMM.CMM then
recall stheassociation or answersthat thereisno associationfor thispattern.
If CMM givesarepresent code, itisthen decodedto obtaintheaddressinthe
positiontable. Theentry containsall positionsof thequery wordinthetext
document.

Correlation Matrix Memory

CorrelationMatrix Memory isanassociativememory. It allowsinforma-
tiontobestoredinacontent-addressableway. Theinformationthat memory
storesaretheassociationsbetween aninput and an output. Theassociative
memory hassimilar propertiesto other formsof neural networks: theability to
learn, theability togeneralize, inherent parallelism. Weusethecorrelation
matrix memory withbinary el ements. Thistypeof CMM iscalledweightless,
or binary, CMM. It meansthat both theinputsand thewei ghtsof thenetwork
are binary (0 or 1). Because of binary processing, CMM is afast neural
network. Whilesomeother neural networksrequirealongtimefor training, its
learning processisnotiterative(it usesso-called” oneshot” learning process).

Thelearning processstartswith all elementsof thematrix setto0. The
matrix isformed by the superposition of the outer product matricescreated
fromthetraining pairs. Superposition meansapplying thelogical or of the
matrices.
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Learningisevaluated asfollows(seealso Figure?2):

p

w; = vlaﬁ(m)bfm) : (1)

wheretheoperator v meanslogical or over itsarguments(of binary type), a
istheinput pattern, bistheoutput pattern, and pisthenumber of associations.
For amoredetailed description (see O’ Keefe, 1997).

Therecalling processis donein two steps. First, an integer vector is
evaluated fromthe summation of somerowsof thematrix. Then, theinteger
vector isthresholded to obtain an output binary vector. Those rows of the
matrix arechosenfor thesummation, which correspondtotheonesintheinput
vector. Theinteger (accumul ating) vector isgivenby:

r =§Mm—ti i, )

whereM isthebinary matrix andr istheinteger vector. Then, thethresholding
processisappliedtotheinteger vector. Thresholding eval uatesthe binary
vector. Thresholdinginfluencestheability of CMM tore ect noise—toanswer
correctly toanincompl eteinput pattern. Threshol ding also addsanonlinear
aspecttotherecalling process. Thereareseveral typesof thresholding. Inour
tests, we use so-called L-max threshol ding.

Figure 2. Learning (left side) and Recalling (right side) Phases of CMM
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Tablel. An Example of L-Max Thresholding for L = 2

Integer vector Output binary vector and its alternatives
3321 1100 - -
3120 1010 - -
3323 1100 0101 1001

L -max threshol dingisbased onapresumptionthat all output vectorshave
aconstant number of ones. It impliesthat we do not need to care about the
valuesinthe summation vector. We simply choose L biggest valuesin the
integer vector and set the corresponding bitsin the output binary vector to 1.

Table1 showsanexampleof L-max thresholdingfor L =2. Wecan see
fromthetablethat thetechniquecould producean uncertainoutputin special
cases. In such cases, we choose arandom one. An appropriate coding of
output vectorscould distinguish correct patterns.

Thereisamechanismcommonly appliedtoaninput vector beforeitisput
tothematrix. It processesinput binary vectorsand convertsthemintoaform
withmore manageabl eproperties. Thismechanismiscalled n-tupleprepro-
cessing. It divides the input vector into n parts (called tuples), which are
independently coded. Thecodedtuplesareconcatenated to producethewhole
input vector of thematrix. Thetupleshavethesamelength. They arecoded by
the® 1 of N” code. Thiscode hastwo useful propertiesfor behavior of the
correlationmatrix. Firstly, ittransformsthearbitrary number of onesintheinput
vector intotheconstant number of ones(equal to number of tuples). Secondly,
it producesavector that issparser thentheoriginal one.

Capacity of CMM

Asmentioned above, CMM associatespairsof input and output vectors.
Clearly, itisabletoassociatejust acertain number of theassociations. After
that limit, CMM startsrecallingincorrectly. Thislimit dependsonthesizeof
matrix aswell asonthecharacter of trained pairs. The capacity of CMM can
bedefinedin several ways. Weadopt thedefinitionof O’ Keefe(1997), which
measures capacity as the number of trained pairs when the probability of
correct outputis0.5. For thisprobability, thenumber of trained associations
isgivenby:
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Cin(=1n102y et = NN
T=In(-In v /(NI -In( H'R)), ©)

whereTisthenumber of trained associations, Risthenumber of elementsin
theinput vector, NI isthenumber of bitssetintheinput vector, H isthenumber
of elementsintheoutput vector, and N isthenumber of bitsset intheoutput
vector.

TEXT CODING AND EXPERIMENTS

Thissection explainstheinfluenceof word coding onthe propertiesof
CMM. Two proposed method of coding are also defined. Experiments
comparing those coding methodsareshown.

Theimportant part of thedescribed techniqueistransforminginput words
intoabinary form. Weneed toimpose somerestrictionsoninput datain order
toimprovethe behavior of the matrix. Theinput datashould be sparse and
orthogonal. Itallowsfor fillingthematrix regularly (withuniformdistribution).
It increasesthe capacity of CMM and alsoimprovesitsability to deal with
corrupt patterns. Thereal text without any preprocessing doesnot havethese
optimal properties.

Simple Text Coding

Figure 3 shows the frequencies of lettersin English text where word
duplicitiesareomitted. Thatismoresuitablefor CMM, becauseeachwordis
trainedjust once. Thesimpletext coding could not beefficient. For example,
themost frequent letter ‘ € is81 timesmorefrequent thentheletter‘z’ . Simple

Figure 3. Histogram of Letters for Non-Repeated English Words
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coding doesnot takeinto account thisfact. Therefore, it generatessaturated
locationsinthe matrix during thelearning process. Theselocationsconse-
guently causefaultswhenrecalling.

I nour experiments, wehavetested threetypesof coding. Thefirst oneis
a simple coding. It divides input words into letters that are then coded
independently. Eachletter onaparticular positionisassigned withonly one
logical Linthebinary vector. Thissimplecoding doesnot providefor changes
to thedistribution of theletters so it does not have good propertiesfor the
matrix.

Proposed Text Coding

Inthissubsection, wedescribetwo codesfor thereal text. Theaimisto
eliminatetheinappropriate propertiesof thereal text. Thenameof thefirst
codingis*”coding by equal intervals.” Theideaof thiscoding methodisthe
divisionof thetrained setinto severa intervalsof equal, or dmost equal (differs
at most by one), parts. Theinterval sareproduced for each symbol (aletter) of
the patterns. Each position generatesasub-codethat isgiven by puttingthe
letter under the particular interval . These sub-codesarethen concatenated to
obtainthewhole codeword for CMM.

In order to get intervals for the first letter, we sort the patterns in
lexicographicorder. Wedividethislistintointerval sof equal length. Thesecond
groupof intervalsweachieveinasimilar way. Theonly differenceisthat wesort
thepatternsstartingfromthesecond|etter. Thefirst | etter of patternsismoved
after thelast | etter, etc. Thecodewordfor thefirst | etter isthen determined by
theinterval (of thefirst group) towhichtheletter belongs.

For the recalling process, we need to remember the words on the
boundariesof theintervals. So, weneed theadditional informationstoredina
memory (apart from storing the associationsto CMM). Wefind out which
interval belongstotheword by comparing thewordwith the boundary of the
intervals. Wecan usethebinary searchmethod, particularly for moreintervals.
Thistypeof coding partly eliminatestheinappropriatecharacter of thereal text
— bigfrequency differencesamongindividual letters. Therefore, wecode
equal intervals, instead of | etters. Thedrawback of thismethodisthat it takes
alot of timeto createtheintervals. For wordsof length D, weneed to sort all
set of words D-times. But, theadvantageof thiscodingisthat it maintainsthe
ability of thematrix torecall incompletecorrupt patterns. Wewill usethisability
for approximatesearching.
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Figure 4. The Comparison of Three Methods of Coding
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Thesecond proposed codingiscalled* codingwithrandomshift” (Tregner,
1999). Thismethod addsapseudorandom number to eachl etter inthe pattern.
The operation modul e (with the size of the al phabet) isthen applied on the
summation. Theresultisthen processed by the1 of N code. Thiscoding gives
usnearly uniformdistribution over thepatternspassingto CMM. Weneed the
same pseudorandom numbersto get the same codefor therecalling process.
Thus, therandom numbersfor lettersinaword should begenerated fromthe
word.

Weusethesummation of ASCII codesof |ettersintheword asthe seed
for apseudorandom series. This summation isthe only linking point of a
particular patternfor boththetrainingandrecalling processes. Thiscodingis
simpleand efficient. Unfortunately, thismethod cannot work with acorrupt
word. If thereisonly one letter modified in the input word, we obtain an
incorrect seedfor thepseudorandom series. That will causeall theletterstobe
decodedtoincorrect numbers, and therecalling patternwill becompletely
differentfromtheoriginal one. The solution could bein gettingtheseedin
another way. Wecan obtainit, for example, fromthefirst two lettersof the
words. Then, thevalueof theseed will besensitiveonly tothefirsttwoletters
of words. However, thisway |osesthedesired uniform distribution.

Thegraph (inFigure4) showsabig differencebetween simpl etext coding
andthetwo proposed methodsof coding. The simpletext coding does not
provideuniformdistribution of codewordsintheal phabet. Wordscontaining
morefrequent | etterscauselocally oversaturated placesinthematrix. These
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Figure 5. The Comparison of Speed of Conventional Techniques and
CMM
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locationsresultinmorefaultsduringtherecalling process(capacity drops). The
method of “equal intervals’ givesalmost thesameresult (dightly better) withthe
method of “random shift.”

Inorder to obtainmoreuniformdistribution of onesinthematrix, wetried
coding two neighboringlettersasonesymbol. Thedistribution of codewords
for twolettersismuch better compared tothe one-letter coding. However, it
isdtill far fromtheuniformdistribution.

Speed Comparison

Wehavecomparedthespeed of theCMM techniquetotheBoyer-Moore
algorithm (Mraz, 2000). Figure5illustratestheresultsof thistest. Weal so
testedthe CMM techniqueonadedicated CMM hardwareaccelerator. This
board wasdevel oped at theUniversity of Y ork (Austin & Kennedy, 1995).

Weused thefollowing parametersfor the CMM technique: wordlength
was6, the number of onesintheinput vector was 6, thematrix sizewas192
x 192 bits, and weused L -max threshol ding. For amoredetail ed description,
(seeMraz, 2000). Thetest showsthat the conventional technique, Boyer-
Moore, issignificantly slower for usewith morewordsintext documents. The
reasonisthelinear processing of Boyer-Moorealgorithms. Usingahardware
accelerator of CMM isapproximately three-timesfaster than using asoftware
simulationof CMM.

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Text Processing by Binary Neural Networks 133

DISCUSSION

Here, wediscusssomeaspectsof using CMM for text processing tasks.
First, we discussthe ability of CMM to reject noise. Then, weanalyzethe
applicability of CMM for theapproximate matching task. Next, wepropose
how wecandeal withdifferent lengthsof words.

Ability to Reject Noise

Thekey property of CMM isitsability todeal withnoisy input data. That
meansit canrespond correctly whentheinput patterniscorrupt. Thequestion
ishow far therecalling pattern can befromtheoriginally trained one. The
differenceismeasured by the Hamming distance (thenumber of different bits)
betweenthem. Simple CMM isnot ableto deal with shifted patterns.

Theability toreject noisesignificantly dependsonthecharacteristicsof
trained data. Theprobability of answering correctly dependsonhow similar the
corrupt patternistothetrained one; it dependsontheir Hammingdistance. The
input method of coding should be designed with this aspect in mind. For
example, it could correspondtothetypical mistakeswemakeby typingtexton
akeyboard. So, the coding method could consider thelayout of thekeyboard.
Neighboringletterswould haveasmaller Hamming distancebecauseitismore
probablethat weoverstrikeaneighboring | etter onthekeyboard.

There is also another characteristic of real text we should take into
account. Thereal text containsalot of similar wordsthat differ only by oneletter
(light-night, among-along, etc.). It contrarily affectsthe matrix becauseit
causesmany overlapsof patternsthat reduce capacity.

Approximate Searching

Conventional techniquesfor approximate matchingwork whenthedis-
tance is defined exactly. They use several types of distances, e.g., the
L evenshteindistance, Hamming distance, etc. They work exactly becausethey
giveall wordswithagivendistanceastheresult.

Ontheother hand, CMM isnot capabl e of exactly measuringthedistance
between patterns. Therecalling processtriestofindthemost similar pattern.
CMM doesnot ensurethat it respondscorrectly toevery patternwithacertain
Hamming distancefrom thetrained pattern. So, we cannot say that CMM is
ableto correct patternswithacertainHammingdistance. It dependson several
aspects. First, it depends on the used input code that gives similar binary
patternsfor similar input words. It also depends on the distances of other
trained patterns. Similar patternstendto makesaturated | ocationsinthematrix.
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Traditional pattern matching techniques produce a set of words (and their
positionsinthetext) that satisfiesagivendistanceastheir result. Contrary to
thesetechniques, CMM findsonly theonenearest pattern. Onepossibility is
totakemoreresponsesbeforethethreshol ding processchoosestheonly one.

Different Length of Words

The correlation matrix has a constant size, while words in text have
differentlengths. Inour experiments, wehavetested only wordswithaconstant
number | etters. The solution could beto use several matrices. Each matrix
would storewordsof aparticular length. Another solutionisto useonematrix
and completethewordstothelength of thelongest one.

CONCLUSION

Theconventional techniquesusedfor pattern matching aredesignedto
solvemany typesof text searching problems. Thetechniquebased on CMM
hassomelimitations, anditissuitableonly for sometypesof text searching
problems. CMM issuitablefor taskswhereweneed anefficient searchtool in
caseswheretheprecisionof theanswer isnot critical . Theadvantageof CMM
isitsability towork withnoisy data. Theother advantageof thetechniqueisfast
processing.

Wehaveshownthat the coding of input patternssignificantly affectsthe
capacity of correlationmatrix memory. Simple® 1 of N” coding doesnot give
goodresults. Wehave proposed two coding schemes. Both givegood results
becauseof their nearly uniformdistribution. However, themethod of “random
shift” does not keep the ability of CMM to deal with corrupt patterns. The
speed experimentsshow promising resultswhen comparedtotraditional fast
techniques, such asBoyer-Moore. Thereasonisanother approach to search-
ingthepatterns. Thetechniquebased on CMM recallsonly thepatternfromthe
associativememory andtakestheposition of apatternfromthepositiontable.
Ontheother hand, the CMM techniqueneedsto betrained beforerecalling.
Training processestext linearly withthesizeof thetext.

Inthefuture, wewant to study and improvethe coding of input patterns.
Next, wewant to apply thistechniqueto the approximate searching problem.
Wealsowant to usemore advanced architecture(more CM M) to get better
resultsof processing.
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ABSTRACT

In this chapter, we present an application of Genetic Programming (GP)
in the field of data mining and extraction of Artificial Neural Networks
(ANN) rules. To dothis, wewill useits syntactic propertiesto obtain high
level expressions that represent knowledge. These expressions will have
different types as there is the need at each moment: we will obtain
different expressions like IF-THEN-ELSE rules, mathematical relations
between variablesor boolean expressions. Inthischapter, wewill not only
apply GP to solve the problem, but we will try different modificationsand
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different waysto apply it to solve the problem. We will show how making
a data pre-processing we can obtain better resultsthan using theoriginal
values. That is, by adding a little knowledge from the problem we can
improve the performance of GP.

INTRODUCTION

Intheworldof Artificial Intelligence(Al), theextraction of knowledgehas
beenavery useful tool for many different purposes, andit hasbeentriedwith
many different techniques. Here, we will show how we can use Genetic
Programming (GP) to solveaclassification problemfromadatabase, and we
will show how we can adapt thistool intwo different ways: to improveits
performance and to makeit possibleto detect errors. Results show that the
techniquedevel opedinthischapter opensanew areafor researchinthefield,
extracting knowledgefrom more complicated structuressuch asArtificial
Neural Networks(ANNS).

BACKGROUND

Genetic Programming and Artificial Neural Networks

Genetic Programming (GP) (Koza, 1992) isan evol utionary method used
to createcomputer programsthat represent approximateor exact sol utionsto
aproblem. Thistechniqueallowsfor thefinding of programswith the shapeof
atree, and, initsmost common application, those programswill bemathemati-
cal expressionscombining mathematical operators, i nput variables, constants,
decisionrules, relational operators, etc.

All of these possible operators must be specified before starting the
search. So, with them, GP must be ableto build treeswith the objective of
finding the desired expression which model stherel ation betweentheinput
variables and the desired output. This set of operatorsisdivided into two
groups: theterminal set containsthe operatorswhich cannot accept param-
eters, like variables or constants; and the function set, which containsthe
operators, suchasadd or subtract, which need parameters. Oncetheterminal
and non-terminal operatorsarespecified, itispossibletoestablishtypes. Each
nodewill haveatype, andtheconstruction of childexpressionsneedstofollow
therulesof thenodal type (Montana, 1995).

GPcreatesautomatic programgeneration by meansof aprocessbased on
theevolutiontheory of (Darwin, 1864), inwhich, after subsequent generations,
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new trees(individuals) are produced from old onesby meansof crossover,
copy and mutation (seeFuchs, 1998; L uke& Spector, 1998), based on natural
selection; thebest treeswill havemorechancesof being chosento becomepart
of thenext generation. Thus, astochastic processisestablished which, after
successivegenerations, obtainsawell-adaptedtree.

Astheprogramsweareobtaining with GP havetheshapeof trees, GPcan
beadapted to many different kindsof problems. Theproblem proposedinthis
chapter isextracting knowledgefrom databases. Wewill show how wecan
solveitwith GPintwodifferent waysinaclassification problem: by extracting
arule(withtheshapeof anIF-THEN-EL SE rule) that makesclassifications,
and by extracting different rules, onefor each classification class.

In the field of knowledge discovery from databases, one of the most
successful applicationsof GPisinthedevel opment of fuzzy rules(seeFayyad
etal., 1996; Bonarini, 1996), mixingitsability todeveloprulesand usingthe
technique of Automatically Defined Functions (ADF), described in Koza
(1994), for obtainingfuzzy rules.

In arecent work done by Wong and Leung (2000), GPisapplied asa
knowledgeextractiontechniquefrom databases, and they present LOGENPRO
(Logic Grammar Based Genetic Algorithm). They combineGPandrepresen-
tation of knowledgeinfirst order logic. Thisfirst approximation showsthe
advantagesof GPasaK DD (KnowledgeDiscovery in Databases) extraction
technique.

GP was also used as a rule extraction technique in combination with
decisiontrees, wherethefunctionsinthenodesof thetreesuse oneor more
variables(Bot, 1999), but thiscombination makesthealgorithmdesignvery
complicated. Morerecently, Engelbrecht et al. (2001) applied GPanddecision
treesto extract knowledgefrom databases, designing analgorithmcalled BGP
(Building-Block Approachto Genetic Programming). Inthisalgorithm, GPis
combinedwithdecisiontrees, but, inthiscase, itiscenteredinthe concept of
abuildingblock, whichrepresentsaconditionor anodeof thetree. A building
block hasthreeparts: anattribute, arelational operator, and athreshold. Rules
areobtained by combining different valuesof the partsof thebuilding blocks
intheshapeof decisiontrees.

A new research areaistheuseof GPto extract knowledgefromArtificial
Neural Networks(ANNSs). AnANN (seeLippmann, 1987; Haykin, 1999) is
aninformation-processing system based on generalizationsof humancognition
or neural biology. AnANN consistsof many simplecomputational neural units
connectedtoeachother. Aninputispresentedtoitsinput units, thisinput vector
ispropagated through thewhol enetwork, and finally, somekind of outputis

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Iris Flower Classification Problem 139

spit out. The most common type of ANN (and the one used in this chapter)
consistsof different layerswith someneuronson eachand connectedwithfeed-
forward connections(i.e., theexit of oneneuron cannot go to theentrance of
aneuron of thesameor previouslayer) andtrained with the backpropagation
algorithm (Johanssonetal., 1992).

ANNshaveprovento beapowerful tool in many different applications,
but they have abig problem. The reasoning processthey follow cannot be
explained, i.e.thereisnoclear relationship betweentheinputspresentedtothe
network andtheoutputsthey return. To solvethisproblem, GPcan beapplied
toperformruleextraction onthese pairsof giveninputs/returned outputsin
order to be ableto understand the behavior of ANNS.

Description of the Problem

Theirisflower data(SASInstitute, 1988) wereoriginally published by
Fisher (1936) asexamplesof discriminant analysisand cluster analysis. Four
parameters, sepal length, sepal width, petal length and petal width, were
measured in millimeterson 50irisspecimensfrom each of threespecies, Iris
setosa, Irisversicolor and Irisvirginica. Given the four parameters, one
should be ableto determinewhich of thethree classesaspecimen bel ongsto.
Thereare 150 datapointslistedinthe database.

Oneof thereasonsfor applyingthisproblemisthephysical situation of the
classesinthefour-dimensional space. Figure 1 showsthespacedistributionfor
variables X, and X, (petal length and petal width). AsshowninDuchetal.
(2000), withthesetwo variables, we can get ahigher discriminationfor the
threeclasses, afitnessof a98 percent successusing only thesetwo variables.
So, they areanimportant referencepoint for comparingtheresultsgraphically.

Inthischapter, wewill show how wecanuse GPand ANNsto solvethe
irisflower problem. Whenweuse GP, wewill seetwo different pointsof view.
In the first, we will use GP to obtain a rule classifier system (one-tree
classification); inthesecond, wewill try tofind aBool ean expressionfor each
of thethree speciesto determineif the databel ongsto that class (three-tree
classfication).

Wewill alsousean ANN to solvethisproblemand, inorder to understand
the network obtained, we will use GP to extract the rules that explain its
behavior. Wewill seehow GP seemsto beasuitabletechnique, not just for
classifying problems, but al so for extracting knowledgefrom databasesand
ANNsanddataminingingeneral.
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Figure 1. Distribution of the Three Classes
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RULE EXTRACTION FROM
DATABASE WITH GP

Inthissection, wewill show how we can apply GPto extract knowledge
fromdatabases. Inparticular, wewill apply itto extract rulestosolvetheiris
problemintwodifferent ways: with onerulethat makestheclassifications, or
withthreerules, oneeachfor determining whether asamplebelongstoaclass
or not.

One-Tree Classification

Inthispart, wewill configureand run GPto obtainasingletreethat makes
aclassification of thedatapoints. Here, wewill show how wecanimprovethe
performance of GP by pre-processing the dataand, thisway, obtain better
results.

Classification with No Pre-Processing
Here, we will solve the problem with the data taken as is, with no
modificationatall.

Configuration
Asexplainedinearlier,tomakeit possibletorun GP, weneedto specify
theterminal and functionsets.
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Sincewewant toobtainaflower classification, wewill needtomaketrees
withaconcretestructure. Wewill usethetyping propertiesof GPtodothis.
Wewill ask GPto maketreeswith aspecial type: FLOWER_TY PE.

To havethetreesasclassifier rules, we need three terminals and one
function returning that type. These terminals are Setosa, Virginica and
Versicolor, onefor each type of flower. ThefunctionisIF-THEN-ELSE,
which accepts, asfirstinput, aBool ean expression and, as second and third
inputs, expressionswith FLOWER_TY PE type, whether they areoneof the
threeterminalsor other IF-THEN-EL SE expressions.

So, theresultingtreeswill havetheshapeof adecisionrule. For example:

IF <boolean expression>
THEN
IF <boolean expression>
THEN Virginica
ELSE Versicolor
ELSE
IF <boolean expression>
THEN Setosa
ELSE Versicolor

TobuildtheBooleanexpressions, wewill useasterminalsthevariablesX ,,
X,, X, and X, which stand for petal width, petal length, sepal width and
sepal length, respectively (all four variablesreal numbers); andwewill usethe
random constants, extracted fromthereal interval between 1and 80. Wechose
thisinterval becauseit containsthemaximum and minimumval uesthosefour
variablescanhave.

Wealso havethetraditional arithmeticoperators+, -,* and %, standing
% for the division-protected operator, which returns a value of 1 if the
denominator isequal toO.

For building Bool ean expressions, rel ational and Boolean operandsare
required; relational for establishing rel ationsbetweenthereal expressions
(containing those four variables and constants) and Bool ean operatorsfor
joining other Boolean expressions, if necessary.

The complete set of terminalsand functions, with their typesand their
childrentypes, incaseof beingfunctions, canbeseenin Table1.
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Tablel. Terminal and Function SetsUsed for the One-Tree Classification

Name Returning type | Parameter type
Terminal set | Xy, X, X3, X4 REAL
[1, 80] REAL
Setosa, FLOWER_TYPE
Verginica,
Versicolor
Functionset | IF-THEN- |FLOWER_TYPE| BOOLEAN, FLOWER_TYPE,
ELSE FLOWER_TYPE
+ %% REAL REAL, REAL
<, >>=<= BOOLEAN REAL, REAL
AND, OR BOOLEAN BOOLEAN, BOOLEAN
NOT BOOLEAN BOOLEAN

Results

For solvingthisproblem, different combinationsof parameterswereused.
Theset withwhichweobtai ned better resultscan beseenin Table2.

Theresultisaclassificationrulewithafitnessof 99.33 percent success: it
failsin one case out of apossible 150. Therule obtained, after 23 hours of
computinginanAMD K7 at 1 GHzand 128 MB of RAM, isthefollowing:

IF (X,< 25.370) THEN SetosaELSEIF ((((X,-40.959)%X,)<(X,-(X,-

(X,%(X,-(X,-23.969)))) AND

(X, % (X, - 42.760) <(X,-

(23.969%(X -(X,-(X,-34.507)))))) AND (((X,-10.856)%(X-
40.959))<(X,-(X,-((X,-42.760)% (X, - 21.777))))))) AND (((X, -X,
< (X0, % (X, - (X, - (X, - (X, - (X, - (X,~((X,-40.959)%(X -
2L.777))NN)) AND (X, % (X,-(X,~(X,=(X, (X, % (X,-
40.959))))))) % (X,-40.959))<X_-(X_-(X,%(X,-21.777))))) AND
((23.969 % (X, - 10.856)) < ((X, - (23.969 % (X, - (X, - (X,-(X,~((X -
40.959) % (X,- X,- 21.777)))))-(X, % (X,-(X ~(X,-40.959)))))))))
AND ((X, - ((X,-40.959)%(X,-21.777)))>21.777))

Table 2. Best Parameters for Solving with GP

Selection algorithm Tournament
Crossover rate 95%
Mutation rate 4%
Population size 500 individuals
Parsimony level 0.0001

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written

permission of ldea Group Inc. is prohibited.



Iris Flower Classification Problem 143

THEN Virginica
ELSE Versicolor

Classification with Pre-Processing

Now we will see how we can improve the performance of GP by pre-
processing thedata. What wewill doisnormalizethedatato makeall four
parametersbeintheinterval [0,1]. Wedothisto makethesefour variablesbe
inthesamerank. So, for GP, itwill beeasi er to makeand combinemathemati cal
expressionsincluding constants, becausethesewill beinsimilar ranks. We
won’ t becombining expressionswith out-of-rank val ues.

Configuration

Sincewestill want to obtain onetreewiththeshapeof an|F-THEN-EL SE
classifier rule, wewill useaterminal set and afunction set similar totheones
explainedintheprevioussectionand showninTable 1. Theonly exceptionis
theuseof random constants: now they will not bewithintherank [1,80], but
intherank [0,1] because, aswehavethedatanormalizedinthat rank, weneed
the constantsto beinthe samerank, too.

Results

Thebest set of parametersfound for solving thisproblemisthesameas
describedintheprevioussection, showninTable2. Withtheseparameters, the
best expressionfound, withafitnessof 100 percent, computed withthesame
machineand after sevenhours, isthefollowing:

IF (X, <0.373)
THEN Setosa
ELSE IF (((0.483>((X,-0.799)%(0.483%(X,-X,)))) AND (X,> 0.701)
OR (X,>(X,-(0.182+X3)*(0.483%(X -X,)))))) OR (((-0.132) * (X,
* X)) % ((0.821 * (0.721-(X, - (0.182+X,)))) - (0.182+X,)))) >
(0.483%(X,-0.701))))
THEN
IF ((((X,>(-0.132%((X,*X )%(0.721-(0.182+X,)))) AND (X, > ((-
0.132) *(0.483 % (0.721 - (((X,-((0.182+X,) *0.877))*(0.483%(X -
X,)))*(0.483 %(0.182+X,))))))))
AND (0.821>((-0.132)* (0.483%(X -0.701))))) AND (X >(-
0.132*(X, % (0.721-(((X,-(0.182+X_)) *(0.483%(X -X,))) *
(0.483%(0.182+X.)))))))) OR ((X,>(X,-(-0.132))) OR
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((X,>0.721) AND (X,>((-0.132)*(0.483%(X -
((0.182+X,)*0.877))))))))

THEN
IF (((0.721>(X,*X,)) AND (X,>X,)) OR (((X,<0.877) OR
(0.799>X,)) OR (X,>0.799)))
THEN Verginica
ELSE Versicolor

ELSE Versicolor

ELSE Versicolor

Notethat thesecond expression (obtai ned with pre-processing) hasbetter
fitness(100%), and hasbeenfoundinlesstime. Sowithasmall pre-processing
of thedata, weimproved the performance of GPin boththefitnessobtained
andinthetimetakentodevel opthedesired expression.

Three-Tree Classification

Inthissection, wewill solvetheproblemfromadifferent point of view. We
will use GP, not for making asimpleclassificationinto oneof thethreeclasses,
but to extract three Bool ean rul esto determinewhether aparticul ar datapoint
belongsto each speciesof flower.

Aswehavethreedecisionrules,itwill haveanadditional advantage: if, for
thesamedatapoint, noneof therulesdeterminesan output astrue, or if more
than onemakesan output astrue, thenwecan concludethat thispointisnot well
classified by thesystem. We can detect some errorsmade by the system.

Table3. Terminal and Function SetsUsed for the Three-TreeClassification

Name Returning Parameter type
type
Terminal | X1, X, X3, X4 REAL
set [0, 1] REAL
Function| [F-THEN- BOOLEAN BOOLEAN,
Set ELSE BOOLEAN, BOOLEAN
+,-,%, % REAL REAL, REAL
<, >>=<= BOOLEAN REAL, REAL
AND, OR BOOLEAN | BOOLEAN, BOOLEAN
NOT BOOLEAN BOOLEAN
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Table 4. Expressions Obtained for Classifying into the Three Different
Classes

Flower type Expression obtained Fitness
Setosa (X1<0.3141) 100%
Versicolor | (((0.677>X3) OR (0.526<X,<(0.736))) AND | 100%
(((0.610<X1<0.721) OR

((0.3360<X 1<0.526) OR (0.526<X <
0.721))) AND ((X5>X1) OR (0.677>X1))))
Virginica ((X1>X2) OR (X2>%;18)) AND ((X2>X4) | 99.33%

(((0.739<X2<0.765) OR (X4>0.902)) OR
(X1>X3))))

Configuration

To obtainthese Boolean rules, we configure GP to obtaining Boolean
expressions. Theresultingtypewill beBOOLEAN. AsBoolean el ements, we
will havethel F--THEN-EL SE classifier rules(accepting threechildrenwith
BOOLEAN type), the relational operators needed to establish relations
between variablesand constants, and Bool ean operators.

Wewill asoneedthefour variablesand random constantsnow insidethe
interval [0,1] becausenow weareworkingdirectly withnormalizedvalues. The
completeterminal andfunction setsareshowninTable3.

Table 5. Comparison Between the Method Proposed Here and Other
Methods

Method Type Fitness Reference
Proposed here Rules 100%

ReFuNN Fuzzy 95.7% (Kasabov, 1996)
C-MLP2LN Crisp 98.0% (Duch et al, 2000)

Ssv Crisp 98.0% (Duch et al, 2000)

ANN Weigths 98.67% (Martinez and Goddard, 2001)
Grobian Rough 100.0% (Browne et al, 1998)
GA+NN Weigths  100.0% (Jagielskaet al, 1996)
NEFCLASS Fuzzy 96.7% (Nauck et a, 1996)
FuNe-| Fuzzy 96.0% (Halgamuge and Glesner, 1999)
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Figure 2. Distributions Obtained for the Three Classes
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Results

Theset of parameterswhich gavebetter resultsisthe sameasdescribed
intheprevioussectionand shownin Table2. Withtheseel ements, theresults
obtained, withtheinputsalready normalized, canbeseenin Table4. Notethat
thethird expression (used for IrisVirginica) hasafitnessof 99.33 percent
success, i.e., itfailsin onecaseout of the 150. Thiscaseisclassified by the
systemasboth Virginicaand Versicolor (false, true, true), whichisaninvalid
exitanditisdetected. So, wecan say that thesystemdoesn’ t haveany failures
and getsafitnessof 100 percent success.

Thecomparisonwith other techniquescanbeseenin Tableb.

Thedistributionsobtained fromthesethreerulescan beseeninFigure2.
Inthisgraph, andintheonefollowing, the X axisreferencespeta width (X )
andtheY axisreferencespetal length (X.).

Figure3. DistributionsObtained fromthe Rulesand fromthe Training Set
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We can put these three distributions together in the same graph and
comparethemwiththetraining set. ThisisshowninFigure3.

Inthisfigure, wecan seethat theruleextraction systemtriestojointhose
valueswhichdependoneachclassificationandtriestoisolatethemfromthose
valueswhicharedependent onother classifications. Theintersectionareasare
thoseinwhichthesystem makesincorrect outputs, indicating that thegiven
outputisnot correct andthat anindividual analysisisnecessary for thosevalues
todeterminetowhich classthey belong.

RULE EXTRACTION FROM ANNS

Inthissection, wewill solvetheirisproblemwithan ANN, andthenwe
will use GPto obtain the mathematical equationsthat explain therelation
between theinputsand outputsof the ANN.

Martinez and Goddard (2001) proved that a maximum adjustment of
98.67 percent correct answers(twoerrors) isachievedwith six neuronsinthe

Figure 4. Obtained ANN
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hiddenlayer. Withthesystem put forward by Rabufial (1999) andfivehidden
neurons, tangent hyperbolic Activationfunctionsand thresholdfunctionof 0.5
intheoutput neurons, thepreviousregister hasimproved (withregardtothe
number of hidden neurons), reaching alsoa98.67 percent of correct answers.
In the cases with Iris setosa, no error is obtained; in the cases with Iris
versicolor and Irisvirginica, two errors are made, which are not detected
becausethe ANN producesavalid classification (only onetrueoutput), butan
erroneousone.

Thearchitectureand connection weightsobtai ned may be observedin
Figure4.

Now we have a network trained to solve the problem. However, the
problem now isto understand how this network works. Thisisa problem
presentintheworld of ANNsthat hasmademany expertsrel uctant tousethem
becausethey need, not only to solvetheir problems, but al soto know how the
systemsolvesthem.

Tounderstand how the ANN solvesthisproblem, wewill apply GPaswe
didbefore(thistime, wewill usethethree-treeclassifier system) tothepairs
input/ANN output. Now, thedesired outputswill not bethose of the problem,
but the onesreturned by the ANN to theinputs. So, wewill obtainrulesthat
explainthebehavior of the ANN whenit producesthoseoutputs. If weapply
thisrule-discovery systemwiththesame parameter configurationthat wehave
previously seen, thefollowing ruleshavebeen obtained.

Thefollowingrulehasbeen obtai ned fromtheinputs-outputsof the ANN
correspondingtotheclassification of Irissetosa, and producesan adj ustment
of 100 percent correct answers:

(X,<0.3116)

Theruleobtained fromtheinputs-outputsof the ANN corresponding to
theclassification of Irisversicolor produces an adjustment of 100 percent
correct answers, beingthefollowing:

((0.2892<X,<0.5316) OR(((X,>X,) OR((X,>0.7643)AND (X, > X )))
AND (0.5316 < X,, < 0.7268)))

Theruleobtained fromtheinputs-outputsof the ANN corresponding to
the classification of Irisvirginica produces an adjustment of 100 percent
correct answers, beingthefollowing:
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Figure 5. Distribution Obtained of the Three Classes Produced by the
Rules from the ANN
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(((X,>X,) AND (X,>X,)) OR (((0.5497 < X,) AND
((0.5497 > X ) OR (0.7279 < X)) AND (0.6787 < X,)))

If we analyze the results obtained, we may observe the distributions
carried out by the ANN andtherulesobtained by usingtheanalysisfile. Itis
showninFigureb.

FUTURE WORKS

Once we explain the reasoning process of the ANN with the training
patterns, thenext stepisto carry out thisexplanation processwithacomplete
set of patterns, not only those used for training. For thispurpose, it will be
necessary to create asystem that produces new patterns, givesthemto the
network, and runs GP with the produced outputs. This process should be
continuous, changing the patternsasneeded whiletheexpl anation processgoes
on.

CONCLUSION

As shown in the results, GP seems to be a powerful technique for
extracting knowledge from different systems. In this chapter, it has been
appliedtotwo systems, adatabaseand an ANN, using awell-known problem,
theirisflower data. Weachieved good resul tswith theadditional advantage of
having as results presented as mathematical expressions which show the
relationshipsamong theparameters.
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When we used GP to extract knowledge from databases, we saw two
different pointsof view, using oneexpression or threedifferent expressionsto
maketheclassification.

Inthefirst attempt, theone-treeclassifier, weshow how wecan adapt GP
toproducedecisionruleswiththedesired shape, and, therefore, how wecan
obtainhigh-level explicit knowledgeabout thesystem. Inthispart, wecana so
see that it is better to do a pre-processing of the data to improve the
performanceof GP. Thisissobecausewegaveall of theparametersthesame
rank; so, thesystemfindsit easier towork with all variablesand constantsin
thesamerank (i.e., it doesnot find problemsin combining constantsand val ues
withmuchdifferent values). Wecan concludethat, withaminimumanalysisof
thedata, wecanimprovetheprocessintwoways: inthefinal successandin
thetimeneededtoobtainit.

Thesecond attempt, thethree-treeclassifier, gaveadditional knowledge.
With the construction of threedifferent Bool ean expressions, onefor each
class, weobtained an additional knowledge. Now we can detect errorsmade
by thesystem.

GP, then, isshownto beasuitabletechniquefor extracting knowledge
fromdatabases, not only inclassification problems. Itsability to adapt to many
different environments(theuser selectswhichoperator isneededto beincluded
inthesets) allowsfor theextraction of mathematical relations, decisionrules,
etc.

But we also used GP to extract knowledge from a more complicated
system, an ANN. Theextraction of theknowledgecontainedinit hasmadeit
possibleto understandthenetwork. Thisruleextraction processfor ANNscan
beused on any network, therefore, making possibletheir usein many other
application areas where the ability to explain the reasoning processes is
important.
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Chapter X

Social Coordinationwith
Architecturefor Ubiquitous
Agents— CONSORTS

Koichi Kurumatani, AIST, Japan

ABSTRACT

We propose a social coordination mechanism that is realized with
CONSORTS, anew kind of multi-agent ar chitecturefor ubiquitousagents.
By social coordination, wemeanmassusers decisionmakingintheir daily
lives, suchasthe mutual concession of spatial-tempor al resour cesachieved
by automatic negotiation of software agents, rather than by verbal and
explicit communication directly done by human users. The prerequisite
infrastructure for such an electronic negotiation mechanism is a multi-
agent ar chitecturefor ubiquitousagentsthat aregrounded inthe physical
world, by which software agents can trace users’ moving history,
under stand their intentionsand pr efer ences, and negotiate each other, all
while protecting users privacy through temporal identifiers. The
functionality of social coordination isrealized in the agent architecture,
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wherethreekindsof agentswork cooperatively, i.e., a personal agent that
serves as proxy of the user; a social coordinator working as a service
agent; and a spatio-temporal reasoner. We also summarize some basic
mechanisms of social coordination functionality, including stochastic
distribution and market mechanisms.

INTRODUCTION

Social coordinationisobservedinmany scenesinour daily lives. People
giveway to each other when they happento passinacorridor or ontheroad
evenif they havenot met before. And, when purchasingatrainor planeticket,
peopleoftengiveuptheir positioninlinetoareally hurrying person. Inthis
chapter, wehandlethe problem of how such social coordinationcanberealized
asaninformationserviceby cooperative softwareagentsthat areembeddedin
socid infrastructure.

Based ontherapid devel opment of informationtechnol ogy, wecan expect
that highly-distributedinformation processorsand sensorswill belinked by a
network. And, inthenear future, they will begroundedto the physical world
and embedded in social infrastructure, e.g., rooms, buildings, streets, and
roads. I nsuchenvironments, called ubiquitousor pervasivecomputingenviron-
ments, one of thekeysto providing several kindsof servicesfor peopleand
society issoftwareagent technology.

The purpose of this research is to show a way to realize a social
coordination mechanismindaily lifethrough cooperating agents. By social
coordination, wemean automatic negotiation by softwareagentsworkingasa
proxy for users, asopposed to the explicit and verbal communication done
directly by humanusers. Wehaveto pay attentiontothedifference between
social coordinationand collaboration. Collaboration meanshighly-organized
activity by humanusersin order to achievegoal sthat have not been solved,
whichusually takeslong timeto obtainasolution. I ncontrast, social coordina-
tionrequiresreal-timeresponses, e.g., wehavetoreact rapidly togiveatraffic
lane to others. On the other hand, the best solution cannot be necessarily
acquiredthrough social coordination. Evenif thebest solutionisnot obtained,
if wecanreducejust onepercent of thetrafficinacity orinacountry, it will
bring much benefit totheeconomy and environment.

Reflectingthenatureof theproblem, social coordinationrequiresdifferent
approachesfromtheonesdevel opedfor collaboration, e.g., CSCW (Com-
puter-Supported Cooperative Work), Collaborative Multiagent (Grosz &
Kraus, 1996), conventional web-based meeting site, and so on.
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EXAMPLE: MASS USER SUPPORT
IN THEME PARK

Oneof theexamplesof social coordinationismassuser navigationina
themepark (seeKurumatani, 2002; Kurumatani, 2003). At present, services
such as information providing and reservations for attractions are made
possi blethrough conventional web-based agent technol ogy. Our intentionisto
provide more sophisticated servicesby using theuser’ ssituation. Onesuch
serviceismassuser navigation (Figure1). Peopletendto makereservationsfor
apopul ar attractionregardlessof thecrowdinfront of it, and they mightignore
less-crowded despiteafair amount of interest. By coordinating users’ inten-
tionsand preferences, thereisapossibility of controlling resourcecoordination,
such ascongestion, whilekeepingusers' satisfied. Inother words, massuser
navigation meanscoordinating resourcesto exchangeusers' intentionsand
preferencesin order to keep them happy.

Inthefollowing sections, weexplaintheunderlying architecture, called
CONSORTS, for ubiquitousagents, and wegivetheformalization of themass
user navigation. Thearchitecture CONSORT Sisdesigned to providemass
user support, in addition to conventional personal support services, in a
ubiquitouscomputing environment.

Figure 1. Theme Park Problem
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Figure 2. CONSORTS: Architecture for Ubiquitous Agents
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CONSORTS: ARCHITECTURE FOR

UBIQUITOUS AGENTS

CONSORTS (anarchitecturefor COgNitivereSOurce management with
physically-gRoundingagenTS) isanew kind of architecturefor ubiquitous
agents. Itisdesignedtorealizemassuser supportinadditionto conventional
personal assistance. Thekey conceptsin CONSORT Sare* semantic ground-
ing” and* cognitiveresources.” By using sensory information brought through
aubiquitousenvironment, agentshavegroundingtothephysical worldandthey
areconsciousof physical resources(especially spatio-temporal resources) in
acognitiveway, i.e., they canrecognize, reorganize, and operateraw physical
resourcesascognitiveresources. Servicesrealizedin CONSORTSinclude(1)
extension of conventional personal servicesusinginformationabout thephysi-
cal world, suchasposition; and (2) massuser support that providesinformation
and social coordinationfor massusersbeyond personal support.

Inthearchitecture, weassumethat usershavemobileinformationdevices
such asPDAsor cellular phones, and that users’ positionsare captured by
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sensors, suchascamerasor wirelessL ANs. Weal so assumethat their history
of movingistracked by sensorsand registeredinaspatio-temporal reasoner.
Serviceagentsprovidesituation-based servicesthat useinformation about a
user’ spositionand moving history. Onesuch situation-based serviceprovides
information accordingtoauser’ sposition. For example, whenauser happens
toget near an attractionthat hemight beinterestedin, anavigation agent gives
theuser directionson how to get there.

Mass user navigation consists of two parts. Thefirst part is personal
service, whichdirectsuserstotheir favoriteplacesaccordingtotheirintentions
and preferences. Inother words, it maximizesthenumber of placesthey want
tovisit, and it mi nimizesmoving distance and timewhileobtai ning needed
guidanceinformation. Thesecond partissocial coordinationservice, which
triesto decrease congestionandtotal movingdistanceandtimefor all usersby
making plansfor all theusersby coordinatingtheir intentionsand preferences.
Another important part inthisarchitectureisauser model which describesthe
user, i.e., (1) Intention: Goal sthat theuser should achieveinaperiod, suchas
aday; (2) Preference: Goal sthat theuser expectstovisitintheperiod; and(3)
Attribute: A static description about the user that can be used to retrieve
suitableinformation.

FORMALIZATION OF THE PROBLEM:
RESOURCE SPACE, PLAN, UTILITY

Inthissection, weformalizetheproblem of massuser navigationinorder
todeal withit by computational methods. Theformalizationisasfollows. The
symbol U denotestheset of all users, whileu denoteseach user, i.e.:

U={ulie[Ln]}, n,=lU]. T={t]ielLn]}, n=T]|.
S={slie[Ln]}, n.=IS|. R=TxS={r,=(,s)}.

17 %)

Theset Tisgivenastemporal segmentsintheformof asimplediscrete
representation of time. Theset Sisgivenasspatial segmentsintheformof a
qualitativerepresentation of space, e.g., aregion correspondingtotheneigh-
borhood of anattractioninathemepark, or aregioninwhichuserscan access
aspecificwirelessL AN accesspoint (seeKurumatani, 1995; Kurumatani &
Nakamura, 1997). Social resourceset Risdefined asthedirect product of the
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temporal segmentsand spatial segments. Thecapacity of resourcesisrepre-
sented asafunction: cap(r): R— R.

A planisapoint sequenceintheresourceset Ralongtime, wherethereis
no sametemporal segment intheresourcesequenceof any plan. Therefore, a
user cannot beintwo or more spatial segmentsat atime. When thereisno
commontemporal segment that bel ongsto somepair of planssel ectedfromthe
original ones, morethan one plan can be connected to becomealonger one,
ie:

plan,,, =connect(plan,,...,plan,)=u plan,, ie[Ln],
if ¥V plan, (V plan; (=3¢, (plan; = (t,,*) A plan; =(t.,*)))), i# ],
* isany of spatial segments.

Thisconnection processismainly used to generate anew candidate of
plans from simple short ones. From the viewpoint of search in artificial
intelligence, the search space hasthe complexity of the number of Stothe

number of T: O(Plan) =| S|, wherePlanistheset of all possibleplans.

Theresourcespacewhereplansaregenerated and verifiedisshownin
Figure 3. The vertical axis shows the time flow represented by temporal
segments; the horizontal axis shows the spatial segments. A plan for an
individual user isshownasabrokenline, and congestion (resourceconflict)
occursontheplaceshownby circles. If thecapacity of resourcesat theplace
islessthanthenumber of total planscrossingthere, congestion occursat the
placeintheresourceset.

Another important elementintheformalizationistheutility of plans, which
isusedtomeasuretheir effectivenessforindividual usersandsociety. Basically,
both of theutilitiescan bedefined arbitrarily to control thereasoning process.
Inour formalization, asautility forindividuals, weuse(1) thelinear addition of
theeval uation of each resource, and (2) the eval uation of special sequences
appearingintheplan. Asautility for society, weuse macro-attributesof the
society, e.g., degree of congestion, use ratio of resources, environment
pollution, andsoon. Itisdifficulttobalancetwokindsof utilitiesforindividual s
andsociety. Thecriteriafor thebal ancearedeeply connected withthepolicy
of what kind of social coordinationwewant torealize. For the present, weuse
linear additionfor bothtypesof utilities.
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Figure 3. Plans and Congestion in Resource Space
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APPROACHES TO THE PROBLEM

Wecantakemany kindsof approachestotheproblem. Atfirst sight, it
seemsakindof planningor schedulingprobleminanartificial intelligencesense.
Althoughdeterminingaplanfor anindividual user canbeexecuted by planning,
social coordination cannot be handled well by conventional planning and
scheduling techniquesthat | ack real -timeresponse.

Geneticalgorithm (GA) or reinforcement | earningworkswel | because of
itsability togenerating new, flexibleplans, butit alsolacksreal -timeresponse.
Stochastic distribution, e.g., CSMA/CD used in Ethernet (IEEE802.3) for
packet collision avoidance, worksfast, but it cannot generate good plans
becauseit doesn’ t taketheuser’ sintention or preferencesinto consideration.

Another approachistointroduce somekind of market or auction mecha-
nismby preparing akind of bulletinboard whereapart of planlinkedtousers
intention or preferencesisexchanged amongusers. Market or auction mecha-
nismsreflect anindividual user’ smodel and generategood plansfaster than
planning, GA, and reinforcement learning, but it is slower than stochastic
distribution.

Tosummarizethe candidatesfor social coordination mechanism, each
candidatehasmeritsand demeritsasfollows:

(1)) Combinatorial Optimization. Coordination problemcanbeformalized

ascombinatorial optimizationproblem(e.g., Lawler etal., 1985) inmany
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cases, which can generally be solved by genetic algorithm (Gol dberg,
1989). Thisapproach can givethemost optimal solution, but real-time
responseisdifficult.

(2) StochasticDistribution. Stochastically distributing resourcesamong
usersisatime-efficient approach (e.g., Floydetal., 2001), which canbe
analyzed by aqueuing network (e.g., Chaoetal., 1999). The solutions
obtained by thisapproach usually lack accuracy, i.e. obtained solutions
arefar fromoptimal ones.

(3) Market Mechanism. Methods based on market mechanism (see
Wellmanetal., 2001; Prado & Wurman, 2002) canreflect theflexibility
of users’ motivationsand intentions, and it keepsreal -time response.
Basically, fluctuationsareobservedin market mechanisms, by whichthe
behavior of thewhol e system can becomeunstabl e.

(4) Planningand Scheduling. Conventional Al planningand scheduling
(e.g., Miyashita, 2000) areflexiblemethodsthat can control spatial and/
or temporal complexity and theaccuracy of the sol ution by using heuris-
tics. Unfortunately, preparing good heuristicsfor al kindsof problemsis
nearlyimpossible.

Wearenow designinganalgorithmfor massuser navigation based onthe
generation, connection, andeval uation of plans, with stochasticdistributionand
exchangeinmarket and auction mechanism. Thebasicideaisthat, first, we
generateelement plansfor individual users, and thenweconnect the plansto
increasebothtypesof utilities. If congestion occursinthisprocess, wemodify
eachuser’ splan by stochastically distributingitselementsintheresourceplace.
Thisagorithmitself seemstowork well andfast, but it doesnot generategood
candidatesbecauseit doesnot takethe user’ sintention or preferencesinto
consideration. Wethenintroducean exchange mechanism, by usingamarket-
like bulletin board, in order to decrease the number of the applications of
stochasticdistributions.

CONCLUSION

Inthischapter, we have proposed the concept of social coordinationin
daily life,whichisamutual concession mechanismfor social resources, e.g.,
space, time, and reservati ons, through automati c negotiation among software
agentsrather thanthrough theexplicit and verbal communication of human
users.
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Wehaveal so proposed anew kind of architecture, called CONSORTS,
for ubiquitous agentsin which mass user support servicesare provided in
additionto conventional personal supports.

Asanexampleof social coordination, wehave proposed, formalized and
analyzed massuser navigation. Although massuser navigation seemstobea
planning or scheduling problem at first sight, we have pointed out that
conventional problem-solving mechanisms, suchasplanning, scheduling, GA,
reinforcement learning, or stochasticdistributionitself, donotwork well. To
solve the problem, we have proposed a method based on the generation,
connection and evaluation of plans, with plan modifications by stochastic
distributionand market/auction mechanism, i.e., akind of bulletinboardwhere
users intentionsand preferencesareexchanged among users.

Social coordinationisnot apart of social collaboration. It requiresreal -
timeresponse, althoughit cannot necessarily generatethebest sol utions. Real -
timeresponsedoesnot seemtobecrucial inthethemepark problem, butitis
really important in other applications, such associal coordinationintraffic
control, becausewedo not havemuchtimefor decisionmakingintrafficand
for navigation guidancewhenwedriveacar. Inaddition, if wecanreducethe
amount of trafficinacity or country by just one percent, it will bring much
benefit totheeconomy and environment.

Social coordinationisworkingasan underlying mechanisminour daily
lives. Our intentionisto enhance such mutual concession mechanismsina
sophisticated way by using softwareagent technol ogies. Becausethisresearch
isjust beginning, wewill examineand refinethedefinition of theproblemand
thealgorithmtosolveit, first by multi-agent simulationand later by applyingit
toreal situations.
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Chapter XI

Agent-Mediated
Knowledge Acquisition for
User Profiling
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T. Radhakrishnan, Concordia University, Canada

ABSTRACT

This chapter presents a tool for knowledge acquisition for user profiling
in electronic commerce. The knowledge acquisition in e-commerce is a
challenging task that requires specific tools in order to facilitate the
knowledgetransfer fromthe user to the system. The proposed tool isbased
on a hierarchical user model and is agent-based. The architecture of the
tool incor poratesfour softwar e agents: processing agent maintaining the
user profile, validating agent interacting with the user when information
validation is needed, monitoring agent monitoring the effects of the
changes made to the user profile, and a filtering agent ensuring the safe
information exchange with other software.
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INTRODUCTION

Inthepast few years, Internet shopping hasbeen growing rapidly. Most
companiesnow try to offer aweb servicefor onlinepurchaseanddeliveryin
additiontotheir traditional salesand services. For consumers, thismeansa
broader rangeof onlinestoresfromwhichtobuy products. Atthesametime,
thisalso meansthat usersfacemorecomplexity inusingtheseonlineservices.
Thiscomplexity, whicharisesduetofactorssuchasinformationoverloading or
lack of relevantinformation, reducestheusability of e-commercesites.

Thisfact issupported in astudy presented by Schaffer and Sorflaten
(1999) that reveal ed serioususability problemswithe-commercesites. Inthis
study, respondentsgavethefollowingtop threereasonsfor abandoning aweb
siteduring personal shopping: inability tofindthesought item (56%); thesiteis
disorganized or confusing (54%); and low speed in downl oading the pages
(53%).

Usability isaprerequisitefor thesuccessof e-commerce. If peoplecannot
easily findaproduct, thenthey cannot buy it. It doesnot matter how cheapthe
productsare (Nielsen Norman Group, 2001a). Besidesthat, customer loyalty
dependson positivebranding, whichisassociatingalogo or aproduct witha
positiveemotional experience. When someonehasanegativeexperiencewith
aweb site, being unabletofind aproduct or navigatethesite, they associate
that negativeexperiencewiththebrand. Firsthand experienceismuch more
powerful indetermining whether acustomer will remainloyal toabrand, and
no amount of marketing can overcomeanegative experiencesuchasbeing
unabletouseor findinformation onaweb site(Rohn, 1998).

Sinceitsvery beginning, thelnternet hasbeen growinginpopularity and
complexity; thelargenessmakesit difficult for theuser tofind theinformation
heneeds. Often, itismoredifficult for usersto shop onthelnternet than by
conventional means. Onthel nternet, theuser findshimself either “flooded” with
irrelevantinformation mixedwithsomerelevantinformation, or lackingrelevant
informationaltogether. Inthecontext of B-to-C e-commercetype, wenotethe
following:

* Userinterfacesplay animportant roleinachieving user acceptance.

e  Queriesusually returnmorematchesthantheuser can consult or fewer
matchesthan expected.

*  Theuseris“flooded” by unwanted and sometimesunsolicitedinformation
(e.g., advertisement bannersthat pop-up or appear as part of themain
window of thebrowser).
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*  Theinformation is sometimes very badly organized, which makesit
difficult toread and scanthrough.

*  Someof thecultural and ethical valuesof shoppinginstoresaremissing
when shopping throughthelnternet (trust, honesty, negotiation, policy,
etc.)

*  Someof thesitestarget aglobal clientelewithout adaptingthesitetothe
local needs— e.g., supporting multiple currencies (Nielsen Norman
Group, 2001b), offering theinformationinmultiplelanguages, andusing
universal metaphorsor onesthat arenot specifictoagivenregionor group
of people(Hershlag, 1998). Examplesof such metaphorscanbefoundin
Hagueet al. (2001).

Onepossibleway to help sol vethese problemsisto personalizeinterac-
tionsand content between the user and the e-commerce system based onan
appropriateuser model. User modellingimpliesincorporating certain knowl-
edgeabout theuser. Thisknowledgedescribeswhat theuser “likes” or what
theuser “knows’ (Chin, 1986). It can hel pustodecidewnhat kind of information
he/she isinterested in as well as how to present this information. For e-
commerce, user modelling canbeuseful infour different ways(Lu, 1999):

*  Providingpersonalizedservicestoaparticular user. For example, filtering
out the information that does not correspond to the user’s center of
interest.

»  Disambiguating the user’s search input based on hisuser model. For
example, fillinginmissingfieldsby anticipationinaquery form.

*  Providing proactive feedback to assist the user. For example, ahint
messagethat popsup whentheuser istakingtoolongto perform atask.

*  Presenting theinformation in away suitableto the user’ s needs. For
exampl e, presenting theinformationinan appropriatelanguage.

Many e-commerce sites (e.g., amazon.com and garden.com) already
incorporate user-modelling capabilitiesfor thepurpose of personalizingthe
interactions. M ajor commercial softwarepackagesfor e-commercesitesand
portalsdevel opersoften provide personalization capabilitiesasastandard
feature[e.g.,IBM Net Commerce (www-3.ibm.com/software/webservers/
commerce/wcs_pro/), ATG Dynamo (www.atg.com), BroadVision
(www.broadvision.com), and others]. Theprevioususer model shavebeen
used to predict the user’ s preference in narrow and specific domains. The
resultsof suchwork have been limitedto suggesting novelsor moviestothe
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user, personalizing thenavigation of catal ogues, or adapting theinformation
presentation (Ardissono & Goy, 2000). Thesemodelshavebeen appliedin
bookstores, music storesand video stores. Themain purposeof thisperson-
alizationwasto keep customersinthestorelonger or to attract morevisitors
tothesite.

As shown by IBM High-Volume Web Site Team (2000) and Colkin
(2001), we are currently witnessing anew shift in personalization toward
catering totheneedsof repeat customers, aswell. Encouraging shoppersto
returntoane-commerceweb siteisbeneficial and challenging. Onemay use
special promotionsand discountsfor thispurposeor show tail ored contents
(i.e., information about specific products deemed to beinteresting for this
particular customer, differentlevel of detailsfor different users, etc.).

Our ultimategoal istobeabletodeal withmultipledomainswhilefulfilling
thefour tasksmentioned*. Weexploretheconceptsof dynamicpersonalization
and agent support. We describe auser-model named Pl E2 that isontol ogy-
based and parameter driven and that can behel pful inbroad domains, suchas
ashopping mall or adepartment store, aswell asin narrow domains, such as
bookstores. The second part of the chapter discussesmethodsfor acquiring
knowledgeabout theuser’ spreferences.

AGENT-SUPPORTED DYNAMIC
PERSONALIZATION

Dynamic personalization, or user profiling, can beunderstood as“ match-
ing customersand contentinreal time” (ILOG PressRel ease, 2000). But this
definitionisvery general and, asfurther analysisshows, it givesrisetovarious
interpretations. The study of several systems demonstrates that the term
dynamic personalizationisused in several ways. Wedescribethree cases
that arenot mutually exclusive.

Casel: Inthiscase, dynamic personalization meansthat the content and/or
parts of the user interface are dynamically generated according to a
(static) user profile (e.g., http://www.interactivesites.com/pdfs/
DARTmail_dynamicpers.pdf). Suchsystemsaremostly commercial prod-
uctsfor CRM (customer rel ationship management) activities, such as
email campaigns, targeted adverti sement, etc. M ost commercial products
claimingto providedynamic personalizationbelongtothistype.
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Case 2: Inthe second case, there may be some apriori stored information
about theuser, butitisaugmented by thedynamically varying*“ current
context” of theuser (e.g., http://www.indasea.com/dyper.ntmor MIT
medialabresearchinthedomain of context-awarecomputing).

Case3: Inthethird case, theuser profile, or user’ sinterestitself, isdynamic.
The changes over time are captured through a chosen set of factors
pertinent to the user. This approach is described in Hannigan and
Palendrano (2002), anditisgaining popularity althoughitisstill at the
research stage(e.g., IBM Dynamic Personalizationresearch project®). It
can becombinedwith dataabout current user contextswhen applicable.
For example, a system of this kind has been suggested by Goto and
Kambayashi (2001) for mobile passenger support systemsintheuse of
publictransportation.

Inmost cases, describedinthee-commerceliterature, dynamic person-
alization servesasameansto better target marketing campaigns. Itisapplied
inrefiningtheprofileof an“ideal” customer towhom theadvertisement and
other promotional material sshould beaddressed, based onthemininglogsof
customers’ acceptanceor rejection of offers. Applying dynamic personaliza-
tiontothemaintenanceof individual profilesof repeat customersinastoreis
amorechallengingtask that hasnot been giventheattentionit deserves, despite
thepopularity of theconcept of one-to-onemarketing. Mostlikely, thisisdue
tothecomplexity of thetask.

Creating and especially maintaining adynamic user profileisatime-
consuming, complex task that putsconsiderableload ontheend-user andthe
knowledgeengineer. Toreducetheamount of effort required, softwareagents
could possibly beemployed at different stagesof the process.

Softwareagentshavebeen aroundfor about two decadesand havegained
aconsiderable popularity indifferent areasof human-computer interaction®.
Thereisnouniversally accepted definition of theterm* agent” or “intelligent
agent” (seeBradshaw, 1997; multiplereferencescanbefoundin Terpsidiset
al., 1997; Moukaset al., 1998; Negroponte, 1997). Software agents possess
certainqualitiesthat arecommontothistechnology: they areautonomous,
proactive, and knowledge-based; they assist the user and manifest social
behavior®. E-commerce hasbeen among thedomainswhere agentsplay the
most important role, ranging from* search-bots” to*“ auction-bots.”

M ost of theapplicationsof agent technol ogy to e-commercehave been
centeredin assi sting sellersinweb-service maintenanceand monitoring, or
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hel ping buyersintheprocessof searching, auctioning and pricenegotiations
(Desharnais, 2000). User model linginthecontext of agent technol ogy hasbeen
mostly interpreted in terms of building user profiles as part of an agent’s
knowledgebase. However, inthischapter weare concerned with knowledge
acquisitionfor personalization of theinteraction betweenavirtual storeanda
customer rather than simply for transaction support in e-commerce (even
thoughitistruethat thesetwo aspectsinfluenceeach other).

Two distinct approaches to KA can be identified with regard to the
knowledgeabout theindividual user:

(@ “Knowledgecapturing” by monitoringthedial og betweentheuser andthe
systemandinterceptingtherelevant data. Thisapproachisuseful for data
mining operations that create new knowledge about the user. In this
approach, theuser doesnot contributeexplicitly tothe KA process. The
captured datais used in ‘datamining,” and the mined informationis
reviewed by knowledgeengineersor by other specialistsbeforeitisused.
A variant of thisapproach would beto apply thetraditional Al-based
machinelearning techniqueswith no humanintervention.

(b) “Knowledgeelicitation” by aKA tool. Thisisastand-alone phasein
which the user contributes explicitly and directly to the building of a
knowledgebaseabout that individual.

Itispossibleto useagent technol ogy inboth of theseapproachestoreduce
theburden onthehuman participants. L et usconsider thefoll owing aspectsof
agent assistancethat arelabeled Assist-1, Assist-2, etc. Theseaspectswill be
illustrated through awellnessproductsstorethat will beour running example
throughout therest of the chapter.

ThewelInessstoreisaspecialized boutiquethat sell shealthy productssuch
asorganicfood, vitaminsand minerals, food supplements, etc. Thiskind of
storehasbeengrowinginpopularity inboth brick-and-mortar and click-and-
order versions. It hasaspecific customer base: people who shop thereare
health-consciousindividual swho arewilling to spend morefor theperceived
benefitsof ahedlthy life-style. Atthesametime, their concernsandinterestsare
very different, and there existsalarge variety of productsto cater to these
diverseneeds. Selectingtheright kind of productisacomplex task. A system
that hasinformation about auser’ sneedsand constraints can considerably
facilitatethat task.
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Inthefollowing, wewill show how agentscanassistingatheringandusing
user informationinthiscase. Thesystem under consideration hasaproduct
database, auser database containing individual user profiles, and aproduct
taxonomy.

Assist-1: Agentassistsintheinitial profiling stage. Settingtheinitial profilewill
influencethefurther updatesand usageof it; therefore, special careshould
betaken at thisstageto assist theuser incompl eting thequestionnaire, as
well asin selectingthemost suitablestereotypesfor fillinginthemissing
values. At thisstage, theagent will use stored knowledge about typical
user characteristicsto set missing valuesintheuser model or toexplainto
theuser how the parameter val uesmight affect the system performance.
Thegoal istomakeanew user, just registering into thesystem, comfort-
ableandinformed about thequestionsaskedinthebuilding of the‘initial
user profile thatisindividualized.

For example, afirst-timeuser whoisregisteringinawellnessstorecan
providethesystemwith some personal information, suchashealth concerns,
age, etc. Atthisstage, theuser input isthemain sourceof information supplied
totheagent. Atthesametime, thissourcehasapriority over other sources—
aparameter val ues set based on thisinput should have highest certainty and
should overwrite any system’ sinferences. To ensurethereliability of this
information, theagentwill helptheuser

(@ understandtheimplicationsof thesuppliedinformation,

(b) makecorrect choices, and

(o) adlleviateprivacy concernsrelatedtotheuseof informationgiventothe
system.

At the same time, we cannot ask the user to complete areally long
guestionnaire; and, dueto privacy concernsor alack of time, theuser might not
want to give all the information during the first visit to a new store. The
informationthat theuser suppliescangodirectly intheuser profile, but many
parameter valueswill remain empty becauseof thelack of direct userinput. To
fill themissing slotsof theuser profile, theagent can apply aset of rulesbased
on stereotypes.

Assist-2: Theagent can processtheinformation supplied by theweblogmining
modul eand make changestotheuser profilewhen necessary. Theagent
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will autonomously compl etethetask of collectinginformationfromthese
sourcesand decideif thereisaneed for modification. Theagent canalso
assisttheuser inclarifying the changesbeforecommittingtothem. The
goal isto providetheultimatecontrol totheuser indeciding how his/her
interestsarerepresentedinthe systemthrough appropriate user models.

For exampl e, supposetheuser hastoldthesystemat profileinitialization
that sheisvegetarianbut sheisnow buyingmeat. AswehavenotedinAssist-1, the
informationfromthesetwo sourceshasdifferent weight — valuesdirectly
based on datasupplied by theuser get highest certainty; valuesinferred by the
system havelower certainty and should not overwriteuser-supplied data. The
agent detectstheinconsi stency betweentheinitial constraintsand theresultsof
observations that seem to violate these constraints. It asks the user if any
changestotheprofileshould be made.

Thegoal of theagentisto createaprofilethat will maximizethesatisfaction
of theuser. Therefore, theagent wantstorel ax theexisting constraintsin order
togivetheuserimmediate accessto necessary information. Beforemaking
thesechanges, theagent explainsthat, by making theadjustment, theuser may
get accesstothelist of meat productsat thelogintimewithout doing aspecial
searchfor thembecausethisinformationisusually not displayedtovegetarians.

Assist-3: Theagent canassistintrackingtheeffectsof thechangesmadetothe
user profileand report back to theuser at asuitablepoint sothat theuser
may revoke the changes (or modify them). The goal isto enhancethe
user’ sconfidenceby knowingwhether thechangesmadeinthemodel are
yielding better performanceor not. Sincetheultimategoal ismaximal
performanceof the system and maximum customer satisfaction, theagent
canhelpinthetediousprocessof adjusting theprofileand monitoringthe
resultsof theseadjustmentsfor theoverall trend aswell asfor particular
constraints.

For example, after achangetotheprofilehasbeenmade—e.g., preferred
brand of yogurt hasbeen changed from Danoneto Y oplait— the productsof
theformer producer have been moved fromthefirst browsing screentothe
second. Theuser might not realizethat thenew constrai nt wastoo rigorousand
might befrustrated by not findingfamiliar productsat theusual place. Theagent
shouldthenvolunteer information about thischangeand | et theuser know about
itseffects. Theuser cantheneither chooseto keep theconstraintsasthey are
and makeextraeffort tobrowsemorecategoriesor relax theconstraint and get
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easi er accesstothedesiredinformation. Using such afeedback |oop, theagent
will achievefaster convergenceof theprofiletothedesired performancelevel.

Assist-4: Theagent can assist theuser intrust-relatedissues. For example, it
could proactively warnabout certain vendors, or products. Thiscaseis
similar to Assist-3, but here, the agent deal swith external knowledge
about the world. The agent’ stask istwofold — it finds information
relevant totheuser (e.g., sourcesof in-depth knowledge, factsrel evant
for theuser’ sdecision-making) inthe“ outsideworld” and, at thesame
time, itfilterstherequestscomingfor userinformation(e.g., by filteringout
gueriesthat violatetheuser’ sprivacy). Theknowledgeabout theuser can
be kept locally by the user agent. Other agents or software can ask
guestionsto thisuser-agent using astandard interface, suchasK QML
(http://www.cs.umbc.edu/kgml/) or FIPA (http://www.fipa.org/). The
user agent may answer such queriesonitsown, when permitted by the
user, or after getting theapproval of theuser.

Inall four casesmentioned above, theknowledgeengineer’ stask will be
[imited to setting uptheagentsand testing and fine-tuning their behavior instead
of makingdecisionsinevery singlecase. BuildingsuchanagenttoassisttheKE
wouldrequireavery clear understanding of theknowledgeacquisition process.
When such agentsarein operation, they areexpected to reducetheamount of
time and effort required by the end-user in making the profile reflect the
dynamic changesin his/her lifestyleor circumstances. | nstead of manually
resetting the profile and answering questions every time when significant
changesoccur, theagent-supported approach should reducethehuman effort.

Finding aperfect balance between providing transparency and sense of
control totheuser ononeside, and minimizing theuser’ stimeand annoyance
on the other sideisamajor issue when it comesto user agents. One of the
possibilitiesfor solvingthisproblem, particularly whenitisduetothemode of
interaction, isto providetheuser withachoi ceof different modesof interaction
with the agent; the user can select one that suits him/her best. We suggest
providing threemodesof user-agent interaction:

*  Maximal user involvement. Theagent shouldreport to theuser and get
his/her approval for any decision (e.g., changesmadeto user profile). It
will ensure maximum transparency and control, but will alsorequirea
significantinvestment of timeand effort by theuser;
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* Intermediateuser involvement. Theagentinitiatesthedialogonly when
indoubt (e.g., when observed behavior strongly contradictspreviously set
values). Itisachallengetodesignanalgorithmtodetect whenanagentis
indoubt.

*  Minimal user involvement. Theagent doesnot initiateany interaction
withuser. Instead, theuser askstheagent in caseswhen he/shewantsto
havesystem behavior explained or changed. Inthismode, the actionsof
thesystemarelesstransparent but, by thesametoken, the user savesthe
timeand effort needed for constantly monitoring theagent’ sactions.

Thechoiceof themode of interaction should beapart of theuser profile.
Thevaluefor thischaracteristic canbesetintwoways:

(1) Manually, by theuser (e.g., theuser canbeprovidedwithamenuwiththe
threechoicesthat he/she can accessany time);

(20 Automatically, by theprocessing agent. Inthiscase, thestartingvalue
would bemaximal user involvement, which correspondsto high degree
of interaction, becauseanoviceuser not familiar withthe system might
need considerablesupport fromtheagent during theregistration process.
Whentheprofileisinitialized, thecertainty for thisvaluewill decrease
slightly; it will decrease considerably if the user chooses not to pay
attentiontotheagent’ sadvice(e.g., closesthedial og box). If theuser, on
thecontrary, seemstoneed morehelp(e.g., accessesthehelpvery often),
thevaluecanbeincreased.

Therewill betwothresholdsthat separatethreemodesof interaction: T1
will serve asaboundary between high and intermediate involvement; T2,
betweenintermediateand minimal. For example, whentheva uedropsbel ow
T1(e.g.,0.5), theinteractionmodeisswitchedtointermediate. If thevalue
becomesevensmaller (e.g., closeto0), themodeisset to minimal interaction.
Theexact valuesfor thresholdsshould bevalidated empirically and may differ,
depending onthekind of characteristicsof the customer base of aparticular
shop/boutique(e.g., customersinavirtual computer storemight rely moreon
the agent than visitors of acosmetic store; people who shop for computer
gamesaremorelikely to prefer maximal user involvement interaction, while
grocery shoppersdon’ t want to spend extratimecommuni cating withtheagent
whendoingroutineshopping).
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PROPOSED USER MODEL

The user’ s shopping behavior is classified as comparative shopping,
planned shopping, or browsing-based shopping (Lu, 1999). In each of these
behaviors, theneedsof theuser aredifferent. During comparativeshopping, the
user’ stask isthesel ection of oneitem out of many. Theuser model can assist
theuser intheselection process. Filteringtheresultsof thequery posedtothe
databaseisatask that could beassisted. Wedo thisfiltering based on sel ected
features. For example, supposetheuser islooking for amotorcycle, andwe
know fromhisprofilethat he prefersHondaproducts. Then, wecan eliminate
all other motorcyclesfrom other manufacturers. We can al so disambiguatea
query by fillinginmissing fieldswithvaluesinferred fromtheuser model.

In the case of planned shopping, we do another kind of information
filtering. Thefiltering hereisat ahigher level of abstractionand moreflexible
becausetheuser might havea®roughidea’ about what hewantsto buy inthe
future(e.g., abicycleor aroller bladeasnext summer’ ssportshobby). Inthis
case, wewant tofilter among ahierarchy such asdepartments, shelvesand
categories, beforenarrowing downto specific products.

Browsing-based shopping denotes shopping with a casual objective
(window-shopping). Here, themaininteraction problemisthelimited sizeof the
screen, sincetheuser islookingfor apanoramicview. Alsowewanttobeable
toidentify the user’ sneedsin this case and give interesting, personalized
suggestions. Inall thecases, thelanguage, the content, and the presentation of
theinformation should beadapted to theuser’ sspecific needs.

Themodel proposed by Abi-Aad (2001) containsthree main types of
informationabout theuser:

»  Thecategoriesand subcategoriesof productstheuserisinterestedin. This
knowledgecanhelpfilterinformationor personalizebrowsingonageneral
level. Werefer tothisasPI E (Preferencelndication by Example).

»  Thefeaturesof those productsor categories. Thisknowledgecan help
compareitemsand predict theuser’ sinterestsonamorespecificlevel.

*  Anyadditional informationabout theuser concerningtheseproducts, such
asthereasonfor theuser’ sinterestintheproduct or hisexpertiseinthe
domain. Thisknowledgeabout theuser can hel p determinehow to present
the information. And, it can also help detect when an opportunity is
interesting for theuser. Theuser-centered additional informationisalso
domain-dependent (e.g., expertincars, professional skier); therefore, it
isassociatedwith products. Wecall it* user additional information.”
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Figure 1. A Fragment of a User Model
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A valuedenotingthedegreeof interest, rangingfrom-5to5, isassociated
witheach of thesetypesof information. Inaddition, adegreeof certainty of each
valueisalsoincluded. Figure 1 showstherel ationshi psamong thesethreetypes
of informationaswell asapart of thenavigationgraph. Inthediagram, wehave
shown only thenodeswith avaluehigher than athreshold. ThePIEsforma
natural hierarchy among themselves that is best represented as a DAG
(Directed Acyclic Graph). Itisnot atree because some products can belong
tomorethanonecategory. Thishierarchy hel psbuildandrefinetheuser model.
It can hel p propagateinformation up-and-downthe DA G and, thus, vary the
relativenotionsof genericand specific. Theinformation (val ues, features, and
user additional info) can beinherited from general categoriestotheir subcat-
egories. Theinformation can also be overridden in specific categoriesto
correctinaccuraciesinheritedfromgeneral categories.

Thesecond advantageof thishierarchy isbeing abletofilterinformation
ondifferentlevels, sincetheuser’ spreferencesmight vary inprecision. For
example, consider the following PIEs hierarchy: “store - department >
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category - shelf - item.” Each of theselevelsis, infact, asubcategory of its
parent category. Whenwearerelatively sureof a“ category” of product that
theuser would beinterestedin, thenwecompareval uesof Pl Esat thefollowing
lower level inthehierarchy, the® shelf” level,inorder tofilter theinformation.

Thefeaturesarerepresented by givingthemvalues. So, thefeaturesare
storedasattribute-valuepairs(e.g., ‘color =red,’ ‘ height=5inches,” ‘wrinkle-
free=yes'). Also, features can be compared to values such as‘height > 5
inches.’ Or, featuresareprohibited fromhaving acertain specificvalue(e.g.,
‘color red’). Features are associated with the products and, therefore, we
associate alist of features with each PIE — details about the car engineto
someonewho isan expert in cars - and only show external details, such as
color, toapersonwho doesn’t know much about car mechanisms.

During comparativeshopping, item-wisecomparisonisusually madeat a
very low level, based onthefeatures. During planned shopping, comparisonis
madeat anintermediatelevel, based onthevaluesof thePIEs. And, during
browsi ng-based shopping, comparison based ontheval uesof the Pl Esismade
at highandlow levels, switching appropriately betweenthem.

KNOWLEDGE ACQUISITION
FOR USER MODEL

KnowledgeAcquisition (KA) hasbeen an areaof activeand extensive
research sincethe 1970s, but noneof theexisting KA systemsseemsdirectly
applicableto capturing information about the user in the context of e-com-
merce. Thereexist several interactive KA toolsthat allow an end-user with
limited experienceintheknowledgeacquisition process, and with minimal
training, to enter or update aknowledge-base. Anoverview of several such
toolscan befound in Gil and Kim (2002). Some of thesetools[PC PACK
(Speel etal., 1999)"; KSSnand WebGrid (Gaines& Shaw, 1998)8; EXPECT
(Blytheetal., 2001)?; and PROTEGE-2000 (Grosso et al., 1999)1°] possess
auser-friendly interfaceand all ow creation of sophi sticated knowledgebases,
ontologies, or conceptual models. But, they all requireat | east sometraining,
andthey arerelatively slow.

Inthe case of user modelling for e-commerce, we need to find another
approachthat would makethe KA tool intuitiveto use, evenfor anaiveuser
withno previousknowledge. Inorder to gainthisadvantage, wecan sacrifice
granularity because the user model does not need to make very subtle
distinctionsinattributeval ues, asisdone, for instance, by WebGrid and other

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



176 Andreevskaia, Abi-Aad & Radhakrishnan

K SSntools. Knowledgecapturefor user profiling ontheweb can benefitfrom
acombination of techniquesthat will take someload off theuser and putit on
thesystemthat will extract informationfrom observation (activity logs, brows-
ingbehavior, shoppinghistory, etc.).

Thereexist two major approachesto datacollection for user profiling
(Colkin, 2001):

(1) Explicitprofilingoccurswhenusersenter datathemselvesby fillingin
formsand answering questionnaires. Thisapproachisgood becausethe
user hascontrol over theinformation he/shesuppliestothe system; that
buildstrust. Thisapproach putslessload on the system. On the other
hand, thetimeand effort usersspend onentering their dataintothesystem
should beminimized. Anaveragecustomer wantsconvenienceand speed
at all stagesof his/her interactionwith thesystem, not just the promise of
futureenhancements. Therefore, another approach becomesnecessary
for fine-tuning and maintai ning theuser model.

(2) Implicit profiling and use of legacy data can fill that gap between the
amount of information desirablefor the system and theamount of user
involvement. Thismethod consistsof tracking theuser’ sbehavior and
usi ng variousmachinel earning techniquesto makeconclusionsbased on
that behavior. Themajor downsideof thisapproachistheunreliability of
thealgorithmically obtainedinferences(therewill bealot of noisethatis
difficulttointerpret).

Weuseexplicit profiling asthefirst stepin KA for user modellingine-
commerce. Based onthisinformation, aninitial user profileisbuilt duringthe
customer’ sfirstvisittothestore. If thecustomer returns, thisinitial profileis
updated, based on the shopping history.

Tomakethecreation of theuser model easy and pleasant for auser, we
proposeto providehim/her withanintelligent assistant tohel pinthetask. Such
anagentwill beproactiveandrel atively autonomous. | nthe proposed system,
thisroleisplayed by acommunity of agentswhichgetsthedatafromtheuser
viauser interface, capturestheinformationfromtheobservation of theuser’s
actions, processesthisdata, and performsdataverification, if needed, with
minimal load ontheuser’ stimeand effort.

Theproposed architectureincorporatesall four agent’ stasks(described
on pages 170-172 as Assist 1 to Assist 4). Agent Al takes care of the
initialization of the profile (Assist-1) and dynamically updatesit based on
transaction data(Assist-2). Agent A2takescareof interactionwiththeuser
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whenexplanationor validation of resultsisnecessary (Assist 2and 3). Theuser
profileis stored locally, and a KB-U agent ensures the safe information
exchange between the user and other agents and the system software by
filteringincoming queries (Assist-4). TheagentsareorganizedintoaKA
subsystem that al so containsother modul es, asshownin Figure2.

TheKA subsystem’ sgoal consistsof transformingraw input datareceived
fromthedialoguewiththeuser, through observationor event tracking, intoa
standardized format that can be used by therest of thee-commerce system.

TheKA subsystemtasksinclude:

* receivingdatafromtheuser;

e processingof data;

* validatingandfine-tuning of information about theuser; and
*  storingtheinformationabout theuser.

TheKA subsystem getstheinput fromtwo sources: directly fromtheuser,
viaUser Interface (Type-1linteraction), and fromthesystem(i.e., theWeb
Server LogMiningmodule), based ontransaction history (Type-2interaction).
Therearetwokindsof datacomingdirectly fromtheuser:

(8 Theresultsof fillingformswith personal data(it canrange, dependingon
thespecificsof thee-store, fromlimited amount of personal datatypically
requiredfor any registrationand credit card transactions, todifferent sorts
of additional information, such ascolor preferences, dietary restrictions,
etc.);

(b) Theelicitedknowledgefromtheuser throughthedial oguebetween user
andagentsaimed at clarifyingor validatingthesystem’ sreasoning. Type-
2interactionoccursinsidethesystemwhendifferent modulesand agents
exchangeinformationinorder todynamically updatetheprofile.

Inthefirst stage of theprocessof buildingtheuser model, Agent Al gets
raw user datafromtheuser interfaceandtransformsitinto aformat defined by
nodeframesdl ots, using agent’ sknowledgebasethat includessuchinformation
asmarket definition, product domain ontol ogy, consumer typology, etc. The
agent compares the user information to the facts stored in the system and
producesvaluesfor theuser profileinaformat required by theuser model. This
processresultsinsettinginitial valuesfor framed ots(features). Thus, evenwith
alimitedamount of informationavailabl e, theuser model isnot empty whenthe
customer returnsafter theinitial registration.
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Figure 2. Architecture for Knowledge-Acquisition Sub-System
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For example, at theroot of thetree, the system has stored information
about name, age, and someother characteristicsof theuser. Immediateresults
of theavailability of suchinformationintheuser profilewould be customized
presentation or advertisement (e.g., ateenager will not be exposed to content
or visual presentationsdesignedfor seniors). Somevaluescanbeinferredfor
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internal nodes(e.g., if theuser Ms. X mentioned “weight control” asamain
reasonfor shoppinginthewellnessstore, the system can expect that the user
will prefer fat-freevarietiesof all products).

Suppose that the system later collects information about the user by
observation (brows nglogs, purchasehistory) and updatesprevioudy setfillers
of theframeslots.

Original value: <fat:low> <« Contra

diction
Value updated by observation:  <product : yogurt '
fat: 10% ..... >

implies: <fat: high>

Themonitoring agent will detect the contradictionand createadial ogue
withtheuser toconfirmif theprofile needsto beupdated or if theviolations
against theprofileareintentional and should beleft alone.

Agent Alalsohasaspecial set of rulesthat overseesthe modifications
madetotheprofileinorder to detect problems. Thisincludesdetecting cases
wherethecurrent user’ sactionscontradict theinformationstoredintheprofile,
aswell asalerting theuser if themodified value getscloseto thethreshold.
When a problem has been detected, Agent A1 may call Agent A2, which
initiatesaclarificationdialoguewiththeuser. Or, Agent A1 may start atrial
period during which it monitorsthe trend to decide whether the observed
deviationinuser behavior wasoccasional and should beignored or whether it
waspersistent and should beincorporated into the user model.

Agent A3monitorstheeffectsof changesmadeto user profileonsystem
behavior (for example, by analyzing systemlogs) and suppliestheuser with
appropriateinformation and adviceat asuitablemoment.

Thefollowingfour typical usecasesareusedtotest aprototypethat we
havedevelopedfor KA purposes. Theseuse casesaredevel oped based onthe
overall operationof atypical systemanditsservices.

Use Case 1: First-Time Registration and Profile
Initialization
Thisusecaseinvolves Type-1linteractionand correspondsto Assist-1,
described above. Thetypical scenariofor thisuse casedevel opsasfollows:
Atregistration, theuser keysinrelevant information (personal dataand
appropriateadditional factsrelatedtothecurrent domain). At thisstage, the
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knowledgeacquisitiontool usestheinformationthatistypically supplied by the
user toasystemfor transaction authorization (thus, theuser doesnot haveto
put extraeffortinto creating theprofileandisnot requiredto givethesystem
additional personal data). Someof thestereotype-based valuescanbeset even
beforeany interactionwith user. For example, thesystemmay know that there
is a 60 percent chance that a shopper would give preference to organic
products, andtheuser normally shopsin specialized small shopsrather thanin
supermarkets.

This user data goes to Agent A1. The agent uses a set of rules that
compares the user’s values to the information stored in the database of
stereotypes, consultsthedomain hierarchical organization (ontology), and
arrivesat valuesto beassignedtotheslotsof framesstored at PIE nhodes. A
certainty factor iscal culated for each value. Certainty factorsof |eaf valuesof
thePIEDAG influencethedegreeof belief inthefactsstoredininterna nodes
higher in the hierarchy. For example, if the user states his/her interestin a
vitamin-enriched vegetabl ejuiceused asdietary supplement, the certainty
factorisincreasedfor juicesaswell asfor dietary supplements.

Atthispoint, theuser model availableinthesystemisstereotype-based.
Itreflectstypical characteristicsof peopleof acertainage, sex, family situation,
etc. (thevalueswereassigned based on popul ation statisticsand marketing
research data). Resultsof thisstageallow thesystemto start thenext session
equi pped withenough knowledgeto beableto attempt the customi zation of the
presentation, advertisement or search.

Use Case 2: Second Time Visitor Profile Update

Thiscasedescribestheprocessof dynamic adaptation of theuser profile
based on activity logs. It involves Type-2 interaction and corresponds to
Assist-2, described on page 170. The typical scenario for this use case
developsasfollows:

Whenauser whoisalready registered returns, his/her actions(timespent
viewing, suggestionsbased oninitial profile, browsing sequences, shopping
cart decisions, etc.) arerecorded inauser activity log. Thesedataarelater
analyzed by Agent Alinordertoextract relevantinformationabout theuser’ s
preferences. Resultsof theanalysisarecomparedtovaluesoriginally stored
in the user model. In case of minor changes, new, individual values have
preferenceover thosebased on stereotypes. If thedifferenceisvery significant
(e.g., whilefillingthequestionnaire, theuser informed thesystemthat heis
vegetarian, whichresultedingivingtheslot “food-preferences’ value* not
meat” with highest certainty 1; but, whileshopping, theuser showed particular
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interestindeli productsand even bought someham), Agent A1 cannot make
adecisonandcallsAgent A2toclarify theproblem. Then, thesystemmight ask
theuser about his/her preference(inthisparticular case, inaformof asimple
yes/no question (see Use Case 3)). The user’s answer to the question
overwritespreviously set values. Now the user model built upontheval uesof
dotsintheframesismoreindividualized— wherever possible, stereotypesare
replaced by individual user preferences— and now, thecustomer’ sprofileis
different from atypical profile for the same demographic segment of the
population.

Use Case 3. Repeat Customer Profile Maintenance

Thisusecaseisavariation of thepreviousonewhichoccurswhentheuser
model hasbeen set, based on stereotypesaswell asontheuser’ sactivity logs,
andthesystemhasto proveor disproveitsconclusionsbased on additional
data coming from the user’s activity logs. This use case corresponds to
functionsAssist-2 and Assist-3; it also makesuse of both Type-1 and Type-2
interactions. One of the possible scenarios of this use case would be the
following:

Whileacustomer makesrepeated purchasesinthestore, Agent A1 keeps
anayzinghis/her activity logsinorder to changethevaluesof certainty factors
(e.g.,if auserisbuyingsomehigh-fiber productsat every visit, thenthecertainty
factor associated withhighfiber will increaseaccordingly; onthecontrary, if the
user, at first, purchased herbal supplements but, some time later, started
ignoring all such productssuggested by thesystemand did not buy any more
such supplements, the system will decrease the certainty factor for herbal
supplements).

Agent Alalsomonitorsthelogsfor typical patternsintheuser’ sshopping
behavior (e.g., typical contentsof the shopping basket, brand loyalty, etc.).
Significant changesintheuser’ sbehavior areregistered andvalidated by Agent
A2(e.g.,thesystemwoul d ask theuser about thechangeinhis/her preferences
if, after having avoided any product containing cocoa, the customer starts
buying chocolatebarsat every visit). Minor changescan bevalidated by the
system itself. In this case, Agent Al sets atrial period during which the
validationagent monitorsthe particular trendinthe user behavior inorder to
distinguish between occasional deviationfromtypical patternand consi stent
changeof behavior.

Confirmed patternsareal soreflectedintheuser model. After severa visits
tothestore, theprofileof theuser becomeshighly personalized and mostly
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reflectstheuser’ sindividual preferences. Constant monitoring of theuser’s
activity allowsthe systemto perform dynamic updates of the user model in
order toreflect changesintheuser’ spreferencesandto detect his/her typical
shopping patterns.

Use Case 4. Information Exchange with the Outside
World

Thisusecaseisserved by Agent Ad4andinvolvesType-2interaction, but
itcanalsobeinitialized by theuser (Type-1linteraction). Therearetwomain
scenariosfor thisuse case, depending onthedirection of communication.

Inthefirst scenario, theuser or hisagentsrequest theinformationthatis
not availableinthesystem. Inthiscase, Agent Adinitializesasearchfor other
sourcesof information. Thesesourcesincludedifferent formsof documentsas
well as other systems and agents. For example, if the user islooking for
information onthepossibleside-effectsof aparticular weight-lossproduct,
Agent A4 can extract thenecessary datafromthe product monograph, request
thisinformationfromthevendor’ sor producer’ sagents, or find peoplewho
usedthisproduct andarewillingto sharetheir experience. Inthelast case, A4
cansupply theuser with availablecontact information.

Inthesecond scenario, thequery comesfromoutside, and Agent A4 plays
theroleof agate-keeper by filtering theincoming requestsand limiting the
amount of information to be supplied in response to a query, based on
constraints set by the user (e.g., alist of friendly agents) and on world
knowledge(e.g., informationcanbegiventoareliablelong-term partnersbut
not to an unknown company).

CONCLUSION

Inthischapter, wehavedescribed amodel -based knowledgeacquisition
tool for user profiling for electronic commerceapplications. Thetool aimsto
reducetheburden ontheuser’ ssidewhile providing asense of control and
trust. Thetool isbased on asel ected user model and isagent-mediated.

Based onthecustomer’ sshopping behavior, theuser’ spersonalization
needsareidentified, and an appropriate user model isdescribed. The user
model presented inthischapter consistsof adirected acyclic graph of PIES
(Preferencelndicationby Example). Thismodel ismotivated by theperceived
need to broaden the coverage of thedomain of productswhiledealingwitha
virtual or electronicshoppingmall.
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Knowledgeabout theconsumer isacquired using different techniques,
ranging fromfill-informsand dial ogueto the observation of user actionsand
machinelearning. Analysisof user dataisdoneby theprocessingAgent Aland
by theWeb log mining module. Thevalidation Agent A2 deal swith conflict
resolutionandinteractswiththeuser viadial ogues.

Our tool isdomain-dependent. If thedomainischanged, theontology and
other related datahaveto bechanged, but the overall structureof thesystem
remainsthesame. Thetool allowsdynamicuser profilingthat goesthrougha
constant monitoring, validation, and upgradecycle. Our ongoingresearchisstill
focusingonthislastissue.
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ENDNOTES

1 Preliminary work andfirst version of thesystemwasdescribedin Abi-
Aadetal. (2001).

2 Theterm Preference Indication by Example was introduced in Abi-
Aad (2001).

3 http://www.trl.ibm.com/projectsmrm/dp/index_e.htm

4 Informationabout variousaspectsof agents devel opment and usecanbe
found at http://agents.umbc.edu/

5 Other attributesoften considered pertinent for agentsincludereactivity,
temporal continuity, personality, and mobility (seeEtzioni & Weld, 1995;
Franklin& Graesser, 1996).
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6 These approaches correspond to two kinds of modern knowledge
acquisitiontool sdescribedinthepreviouschapter: knowledgeélicitation
toolsand knowledge capturetools.

7 http://www.epistemics.co.uk/products/pcpack/

8 http://tiger.cpsc.ucalgary.calWebGrid/WebGrid.html
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10 http://protege.stanford.edu/index.html
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ABSTRACT

Heavy electric machinery industry is currently developing electronic
market places of product and parts. PLIB is the standard of dictionary
model and content model for describing both commercial specifications
and technical specifications of the parts and products used in the heavy
electric machinery industry. This chapter represents development of an
agent-based electronic catalog retrieval system using a multi-agent
framework Bee-gent, in order to exchange PLIB catalog data between
existing heterogenous el ectronic catal og servers. This chapter also gives
gualitative discussion of the developed system.
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INTRODUCTION

AslInternet technologiesdevel op rapidly, companiesare shifting their
business activitiesto e-Business on the Internet. Worldwide competition
among corporationsaccel eratesthereorgani zation of corporate sectionsand
partner groups, resulting in a break of the conventional steady business
relationships. For instance, amarketplacewouldlower thebarriersof indus-
triesand businesscategories, and then connect their enterprisesystems.

Electronic catal ogscontainthedataof partsand productsinformation
used in the heavy electric machinery industry. They contain not only the
commercial specificationsfor parts(manufacturer name, price, etc.), but also
thetechnical specifications(physical size, performance, quality, etc.). The
1SO13584 Parts Library, called PLIB for short, isthe standard dictionary
model and content model for describing both specifications(seePierra, 1997,
1998).

Currently, softwarevendorsaredevel oping el ectronic catal og servers.
Theelectroniccatal og server isintendedtorealizemarketplacesof catal ogdata
inaPL 1B scheme, thusenabling ustoretrievecatal og dataandintegrateitinto
our own procurement and CAD systems. However, thefol lowingissuesmust
beresolvedinorder toexchangePL 1B catal og dataamong el ectronic catalog
servers. (1) Thetimeittakestoretrievethedesired catal og datafrommillions
of catal og serversover thelnternet must bereduced. (2) Because heteroge-
neousel ectronic catal og servershavedistinctly different retrieval andinquiry
interfaces, thecomplexity of integrating them must beovercome. (3) A variety
of retrieval requirementsmust bepromptly realized.

Thischapter representsthedevel opment of anelectroniccatalogretrieval
systemwhich usesthemulti-agent framework Bee-gent™ (see Kawamura,
2000; Bee-gent, 1999) to exchange PL I B catal og dataamong existing catal og
servers. Theproposed system agentifiestheel ectronic catal og serversimple-
mented by distinct softwarevendors. A medi ation mobileagent migratesamong
theserverstoretrieveel ectronic catal og dataand then bringsthemback tothe
departureserver. Thus, anintegration of heterogeneousel ectronic catalog
serverscan berealized. Thisagent-basedintegration system hasthefollowing
advantages. (1) A mobile mediation agent can retrieve catalog data more
effectively thanaway of messagepassing. (2) A coordination procedureamong
el ectronic catal og serverscan beflexibly defined accordingto changesinthe
systemenvironment. (3) Variousrequirementsfor retrieving catal og datacan
bepromptly realized.

Thischapter isorganized asfollows. Wefirst describetheintegration
issuesfor electronic catal og servers. Then, weintroduceamulti-agent frame-
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Figure 1. Examples of PLIB Catalog Dictionary and Content

Clas=B5U#1

CPU Size LCD Weight B attery Life
P-933 | 270w248x31.7 | 121'TFT 1.4 38
PBSE | 280320149 | TRT'TFT 119 0

__.-" C-1.2 | 205234328 | 1Z1'TFT 1.85 40
+

(a) An Example of catalog dictionary (b) A n example of catalog content

work, Bee-gent. Next, we show the development of the proposed system
integrated by Bee-gent, and discussitsadvantages. Finally, concludingre-
marksaregiven.

ELECTRONIC CATALOG

RETRIEVAL SYSTEM

Electronic Catalog

Electronic catal ogscontaindataof partsand productsinformationusedin
theheavy el ectricmachinery industry. They containnot only thecommercial
specificationsof parts(manufacturer name, price, etc.), but al sothetechnical
specifications(physical size, performance, quality, etc.). Thel SO13584 Parts
Library, called PLIB for short, isthestandard dictionary model and content
model for describing both specifications(seePierra, 1997, 1998).

Thedictionary model isaframework for definingtheclassificationand
hierarchy of apartslibrary. A classof partsischaracterized by avariety of the
attributesof parts, such asmanufacturers, product types, performance, etc.,
andalower classinheritsattributesfromitsupper classes. Ontheother hand,
the content model isadataschemefor describing both thecommercial and
technical specificationsof parts. Thecontent of each catal ogisassociated with
aclassinthedictionary model . Each classand attributeisidentified by aunique
codecalledaBSU (Basic Semantic Unit).
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Figure 1 showsanexampleof PLIB catal og dictionariesand contents. A
dictionary canberepresentedinatreeform, asshowninFigure1(a). Eachoval
denotesaclass, and each edgebetween oval sstandsfor aninheritancerel ation
between classes. Eachrectangledenotesan attribute, whichisassociated with
aclass. For instance, three attributes, LCD, Weight and Battery Life, are
associated withthe L aptop PC class. Thebottomtable, showninFigure1(b),
representsthree contentsassociated with the L aptop class. Thecontentsare
definedusingfiveattributes: CPU, Size, LCD, Weight, and Battery Life. The
former two attributes are inherited from the PC class, and the |atter three
attributescomefromtheL aptop class.

Anelectroniccatal og server isanimplementationwhichrealizesamarket-
placefor exchanging catalog datainaPLIB scheme. Itisintended tolet us
retrievecatal og datafrom el ectronic serversandthenintegratetheretrieved
dataintoour ownservers, procurement systems, and CAD systems. Currently,
maj or heavy el ectric machinery companiesarebuildinguptheir ownelectronic
catal og serverswiththeaim of enclosingtheir customers, partner groups, and
industries.

Integration Problems
Thissection presentstheissuesto beresolvedfor integrating el ectronic
catalog servers.

(1) Retrieval time: Therearemillionsof partsintheheavy electricmachinery
industry. Catal og serviceprovidershavepublic catalog datafor general
customers and private catalog data for their specific customers on
electroniccatalog servers. Thus, itisimpossibleto manageall thecatal og
datainaunifiedway. Although aserver shouldretrievecatalogdataina
certainclassfromother serversif it doesnot havethedata, it generally
takesanextremely longtimetoretrievethedesired catalog datafromthe
massof catal og data.

(2) Systemintegration: Currently, thereisno standard query languageand
protocol for exchanging PL1B electronic catal og dataamong el ectronic
catalog servers. Theexisting serversprovidetheir own distinct waysof
guerying catal og contents. Inorder torealizeopendistribution of catalog
contents, each server should beequi pped with thequery mechanismfor
any other catalog server if it retrievesand upl oads catal og dataover the
Internet. However, such systemintegrationisvery complex and costly.

(3) Variousretrieval requests: Whilethecurrent PL1B standard doesnot
includequery ways, variousquery waysarerequiredfor utilizing el ec-
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Figure 2. Concept of Multi-Agent Framework Bee-Gent

Mediation
mobile agent

Migration

.application - 7

troniccatal og servers. For example, theway toretrievecatal og datainthe
specific classin adictionary model and the way to retrieve any data,
including specific manufacturers below acertain class, arerequired.
Furthermore, the PL 1B standard allowsusto extend adictionary model
toadd attributessuch asapricefor specific customers.

MULTI-AGENT FRAMEWORK BEE-GENT

Bee-gent (see Kawamura, 2000; Bee-gent, 1999) isamulti-agent frame-
work for realizingaflexibleopendistributed system, whichintegratesexisting
heterogeneous software applications, such as WWW servers, databases,
softwarepackages, legacy systems, etc., through useof thenetwork. Figure2
illustratestheconcept of Bee-gent.

Bee-gent iscomposed of two kinds of agents, an agent wrapper and a
medi ation mobileagent. Theagent wrapper agentifiesanexisting applicationby
encapsul ating animplementation of thewrapping application. It managesthe
statesof theapplication, invoking theapplicationwhennecessary. Themedia
tion mobile agent provides a coordination process between applications
through communications. It also migratesamong thesitesof theapplications
whenitinteractswith agent wrappers. Furthermore, Bee-gent adopts XML/
ACL asarepresentationformat of theagent communicationlanguage FIPA
Agent Communication Language (FIPA, 2000). By exchanging XML/ACL
messages, agentscan respondto thenatureof received request messagesand
candeterminethebest action. Thus, inter-application coordinationisrealized
throughinteractionsbetween agent wrappersand mediation mobileagents.
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DEVELOPMENT USING BEE-GENT

Thissectionshowsdevel opment of anelectronic catal ogretrieval system
using the Bee-gent multi-agent framework to exchange catal og dataamong
existing electronic catalog servers.

The architecture of the proposed system is shown in Figure 3. An
operationuser inputsboth search conditions(partstypes, partsvendors, create
dates, etc.) andretrieval ways(theonetovisitthedesignated servers, theone
to visit the servers that store the catalog data of parts provided by the
designated vendors, etc.). Theoperation user sendsthesedatatoamediation
agent onaweb server and receivestheretrieved results.

A mediation mobileagent realizesacoordination procedurewhichin-
cludesamigrationplanandaquery for each server anongall electroniccatalog
servers. The mediation mobile agent migrates to the designated servers
accordingtothesearch conditionsand submitsqueriesto an agent wrapper on
thevisited server. Anagent wrapper agentifiesan existing el ectronic catal og
server andinvokesittoretrievecatal og datawhenitreceivesaretrieval request
fromamediation mobileagent.

As shown, the implementations of the electronic catalog servers are
distinctly different. In order to encapsul atetheimplementations, wedevel op
two conversion modules for each agent wrapper. Oneisfrom aretrieval
request messagein ACL toasearch APl of thewrapped server; theotheris
from an upload request message in ACL to an upload API of the wrapped
server.

DISCUSSION OF ADVANTAGES

(1) Reductionofretrieval time: Generally, thesubmissionof several queries
isrequiredto obtainthedesired catal og datafrommillionsof catal og data,
sinceexisting el ectronic catal og serversdo not haveinterfacesthat meet
any retrieval request. Suppose that queries are realized by message
exchanges. Then, for each query, amassof catal og dataistransmitted
over the network, and the agents have to again retrieve the received
catal og datato obtainthedesired data. I nthe proposed system, mediation
mobileagentsmigrateto each server and submit queriesonthedestination
server. Sincetheagentsfilter retrieved datato obtainthedesired results
and bringthem back tothedepartureserver, only thedesired catal og data
aretransmitted. Therefore, mobileagentsaremoreeffectivethan message
exchangesfor retrieving el ectronic catal og data. (Kawamuraet al ., 2001)
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Figure3. SystemAr chitectur e of Agent-Based Electronic Catal og Retrieval
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(2)

(3)

show the quantitative comparison between message exchanges and
mobileagentswithrespecttoinformationretrieval.

Flexibleintegration: Mediation mobileagentsareunified andflexible
processes, whichrealizeintegration proceduresamong existing el ectronic
catal og servers. For example, agents can bedesigned to retrieve only
classesof catalog datathat specific serversrequire, or to select the next
serversto be visited according to the dataretrieved from the current
visiting server. Agentscan al so beeasily modified accordingto changes
inintegration procedures, which aredueto theincreaseand decrease of
electroniccatal og serversandto changesintheretrieval ordersof servers.
Prompt realization of various retrieval requests. Agent wrappers
providecommon ACL conversationinterfacesfor accessing electronic
catal og servers. By beingwrapped, existing serverscan exchangecatal og
datawitheach other, hidingtheirimplementations. Evenif theimplemen-
tations of servers are partially changed, only processes in the agent
wrapperscorresponding to theimplementation changesare modified.
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Thus, various demands on retrieving catalog data can be promptly
realized.

CONCLUSION

Thischapter representsthe devel opment of an agent-based electronic
catalog retrieval system by using Bee-gent, amulti-agent framework. Itis
expectedtodrastically reducetherunning and maintenancecostsof distributing
electronic catal og data. We plan aquantitative eval uation of thedevel oped
systemasafuturework.
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ABSTRACT

This chapter presents a simple framework for extracting information
found in publications or documents that are issued in large volumes and
which cover similar conceptsor issueswithinagivendomain. Thegeneral
aim of the work described is to present a model for automatically
augmenting segmentsof these documentswith metadata, using dynamically
acquired background domain knowledge to help users easily locate
information within these documents through a structured front end. To
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realize this goal, both document structure and dynamically acquired
background knowledge are utilized. Areal life examplewheretheseideas
have been applied is also presented.

INTRODUCTION

Thisworkismotivated by thefact that enterprisesand organi zationsoften
containinformationrichtexts, but they rarely havethemeansby whichthese
resourcescanbeintelligently searched. Inmany cases, thesearchinterfacethat
isadoptedisbased onkeywordsand, though theindexing/matching techniques
employed by those search enginesmay bevery sophisticated, thisapproach
suffersfromthesamelimitationsassoci ated with theexistingweb searchmodel
(seeEl-Beltagy, 2000; Han & Chang, 2002).

Thischapter addressestheparticular problemof tryingtoextractinforma-
tionfromorganizational publicationsthat areissuedinlargevolumesandwhich
cover similar concepts or issues and from which information cannot be
extracted through theuseof thestructure of adocument alone. Theend goal
is to enable individual sections of those documents to be automatically
augmented with metadataso that userscan perform structured searchesusing
apredefined set of categoriesor classificationsand obtain, asaresult, only
segmentsor sectionsof documentsthat fit their search criteria. Theclassof
documentstargeted by thiswork s, thus, that of resourcesthat containaset of
information entities, most of whichfall under known categories, but which
containno specia markuptodifferentiatethem fromother informationentities.
The approach adopted toward this problem is to attempt to make use of
background knowledgeabout those categoriesand to empl oy that background
knowledgefor anintelligent search. Rather than forcing predefined static
backgroundknowledge, thework presented alowsfor thedynamicacquisition
of thisknowledgeasthesystemevolves.

Our goal is, thus, twofold: first, to provide the toolsthat can assist in
ontol ogy building andto utilizethebackground ontol ogy for document index-
ing; and second, to provideanintelligentinterfacetoallow for theretrieval of
thestoredinformation.

BACKGROUND
Informationisavital resourcetoindividual sand organi zations; itstimely
location caninfluencekey decisionsthat affect both. Itis, thus, nowonder that
massiveresearch effortshavebeen undertakeninrecent yearswith theaim of
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improvinguponexisting searchfacilitates, especially among unstructured and
semi-structured resources, wherethe problem of informationfindingismost
pronounced (Han & Chang, 2002). L ookingintowaysto extract information
from semi-structured textshasbeeninvestigatedin many systemintegration
projects(El-Beltagy, 1998), suchasTSIMMIS(Garcia-Molinaet al ., 1995)
and Lore (McHugh et al., 1997). These systems have tried to provide an
integrated view of related datascattered acrossvariousstructured and semi-
structured resources, and have, thus, devel oped templatesand wrappersto
extract structuredinformationfrom semi-structuredtexts. Theprimary goal of
such systemswasto unlock thewealth of information stored within legacy
applicationsandtointegratethosewith other related/similar dataavailablein
other resources. Towardthisend, specificlanguages, representation model s
and ontol ogieswere designed and adopted.

Also, muchwork hasbeen carried out withintheknowledgeacquisition
community withtheaim of providing automatic support for theextraction of
informationfromunstructuredtexts. Thistask isstill provingtobearather
challengingone. Information Extraction (1 E) systemshave, thus, appearedwith
amorefocused goal of supporting thetask of extracting information from
specificdomainsor for particular tasks(Vargas-veraetal ., 2001).

| E systemsoftenrely ontempl ates, hand generated annotations, or domain
dependant NL Pknowledge. For example, the SoftM ealy system (Hsu, 1998)
andthesystem presentedinKushmerick et al. (1997) areboth | E systemsthat
attempt toextract informationfromweb pagesthrough examplesof such pages,
all of which exhibit similar structure. These systemswork when structure
templ atesof well-defined fiel dsof content exi st. For exampl e, apagecontain-
ing somecountry codesmay havethenameof acountry formattedinboldand
thecodefor that country formattedinitalics(Kushmerick etal., 1997). Itis
possible, then, to usethisformattinginformationto extract country-codepairs.

However, itisoftenthecasethat structureor formatting onitsown cannot
beusedto extractinformation. Oneof thesolutionsintendedto overcomethis
obstacleistotag theinformationinaway that would enableitsextraction.
Indeed, XML (Bray etal., 1998) emerged asaway to achieveprecisely that.

Takingthisideaastep further isthe approach that hasbeen adopted by
SHOE (seeHeflin& Hendler, 2000a; Heflin & Hendler, 2000b). SHOE isa
web-based knowledgerepresentati onlanguagethat can beembedded inweb
pages. By explicitly specifying theontol ogy being used withinaweb pageand
tagging information within that page, using that ontology, it is possibleto
appropriately extract information from that pageandtoinfer relationsand
information not explicitly represented. Thisideawasthebasisfor theDARPA
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agent markuplanguage(DAML) (DARPA, 2000). DAML,RDF(Lessila&
Swick, 1999) and anumber of other languagesareall part of the Semantic
Web, thegoal of whichisto enrichinformationresourceswith semanticsthat
can be processed by computers (Fensel, 2000).

What can be said regarding this approach, in general, is that, for its
successful appli cationtoexisting documents, automati c metadataaugmentation
mechanismshavetobedevised. Tryingtomanually re-author existing docu-
mentsinorder tocomply withtheseemerging standardsissimply not possible
because of their sheer volume. Thework presented hereattemptsto dojust
that, but only for documentsthat exhibit the characteristicsoutlined in the
previoussectionandinthenext.

PROBLEM SCOPE AND DEFINITION

It is often the case that a broad range of documents containing useful
information exists, but with no way to accessindividual segments of these
documentsdirectly using atargeted or structured search.

A documentistypically dividedintoanumber of sectionsand subsections.
For example, documents that cover common problems related to various
electrical appliancesandtheir solutionswill usually havesectionsfor eachclass
of problems, each of whichwill havesubsectionsthat cover aspecific problem
belongingtothat class. Without atargeted search, auser interested infinding
asolutiontoaparticular problemrelated to aspecificelectrical appliancemust
firsttry tolocatethespecific document that coverscommon problemsandtheir
solutionsfor that appliance, and then beginthetedioustask of browsing that
documentinorder tolocatetheproblemhe/sheisinterestedin. A searchengine
that would allow theuser to sel ect theappliancefor which he/sheisattempting
tofindasolution, thenallow the user to sel ect the specific problemhe/sheis
interestedin, andfinally returntheexact sectionthat coversthat problem, would
certainly savetheuser valuabletimeand effort. Thesameinterface, may also
allow a user to compare how a given problem is solved across arange of
appliances.

Moving beyondthissimpleand hypothetical example, inthiswork, we' ve
had to address areal problem related to agricultural extension documents
issued primarily to assist farmersin cultivating and caring for certain crops.
Each document isinformation-richwithrespect tothecropwhichit covers.
Depending on theimportance of agiven crop and how involved theissues
related to it are, a crop may have more than one document to address it.
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Becauseof theweal th of information contai ned withinthesedocuments, they’re
often used by researchers, aswell asby farmersand extensionworkers.

A typical document will cover most aspectsrelatedto cultivatingacrop,
ranging from land preparation to harvest. Each section within adocument
targetsagiven problemor issue, and each subsection embodiesaspecialization
of that issue. For example, a section called ‘Diseases’ will have as its
subsectionsmost diseasesthat arelikely to affectagivencrop. Similarly, a
sectioncovering operationswill cover all agricultural operationsthat apply to
that crop (irrigation, fertilization, etc.).

Inthiscaseandinsimilar cases, therearetwo elementsthat canwork to
theadvantage of anintelligent search. Thefirstisthat the main el ementsof
search can beidentified beforehand over abroad classof documents. ‘ Dis-
eases’ and ‘ Operations' aretwo examplesof search categoriesthat can be
readily identified. Thesecond element isthat individua mappingsof instances
related tothecategoriesaremoreor lessthe sameacrossall documents, and
they are featured in either section or subsection headings. For instance,
‘Fertilization,” ‘Irrigation’ and‘ Land Preparation’ all belongtotheclassof
agricultural operations, while * Powdery Mildew’ belongs to the class of
agricultural diseases. Theseclassesandtheir instanceswill usually generalize
across all crops. So, the individual instances of these general categories
embody background knowledgethat can be added to individual document
segmentsasmetadata.

Thereare somecases, however, when ageneral category canbeidenti-
fied, but theinstancesof whichwill rarely recur acrossadocument set. Crop
‘Varieties' isan example. In most extension documents, thereisusually a
sectiononvarietieswith varioussubsectionson eachvariety anditsdifferent
features. Thenameof acrop variety isspecifictothat crop and, assuch, cannot
beused asageneral searchterm. Toenablethelocation of informationonany
givenvariety for agivencrop, thehierarchy of thedocumentitself canbeutilized
toinfer that each subsection of any sectioncovering‘Varieties isaninstance
of thegeneral category ‘variety.’

Generally speaking, augmenting variousdocument sectionswithmetadata
involvesanumber of steps, which can besummarized asfollows:

* ldentifyingthevariouscategoriesontowhichvariousdocument sections
can be mapped.

*  Acquiring and representing background knowledgein away that can
facilitatethemapping of variousdocument sectionsintotheidentified
categories.
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*  Segmentingvariousdocumentsand empl oying background knowledgeto
map each document sectiontoitscorresponding category.

»  Storingstructuredindex informationinapersistent datastore, suchasa
database, or converting thedocument into an alternaterepresentation
(e.g., XML).

*  Providingauser interfaceto enabl e searchesacrossindexed documents.

MODELLING BLOCKS

Inthiswork, it wasimportant to adopt aflexible yet powerful way to
represent both backgroundinformationaswell asadocument. XML (Bray et
al., 1998) was, thus, adopted to represent both. Background informationis
storedinan XML file, whichisusedtorepresentindex terms. Thefilehasthe
structureshowninFigurel.

Figure 1. XML Representation of Background Knowledge

<indexTerms>
<general_category indexChildNodes= “true” >
<name> diseases </name>
<sameAs> disorders </sameAs>
</general_category>

<general_category indexChildNodes= “true” >
<name> Varieties </name>
</general_category>

<disease indexChildNodes= “false” >
<name>Powdery Mildew</name>
<sameAs> aSynonym </sameAs>
<sameAs> ........... </sameAs>
</disease>

<operation indexChildNodes= “false” >
<name> aNameOfanOperation </name>
<sameAs> aSynonym </sameAs>
</operation>

<pest indexChildNodes= “false” >
<name> aNameOfaPest </name>

</pest>

</indexTerms>
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Figure 2. XML Representation of an Unindexed Document

<doc>

<title> aTitle </title>

<section>
<id>102328933656>/id>
<level>1</level> <the level of a section within a document hierarchy >
<heading> the text heading of the section </heading>
<text> a pure text representation of the contents of the section </text>
<htmlI> <!/[CDATA[ the html text representation of this section ]] < /html>

</section>

<section>

</section>
</doc>

Thisrepresentation, despite its simplicity, allows for the mapping of
various phrases to their corresponding categories, and provides asimple
thesaurus using the <sameAs>tag. TheindexChildNodes can be used to
specify whether or not specializationsof agiventerm should beindexed as
belonging to that term, i.e. whether or not adocument’ s hierarchy isto be
utilized.

A document will havethe XML representationillustratedin Figure2.

SYSTEM OVERVIEW

The implemented system is a distributed one, in which a number of
componentscommunicateto achievetherequired functionality. Themain
componentsof thissystemare: anindexing user interface; anindexing backend
linkedtoaDBMS; and asearch front end, alsolinkedtoaDBMS. Figure 3
showsthevariouscomponents, each of whichisdescribedinthefollowing
subsections, andtheir interactions.

Indexing Backend

Theindexing backendisthecomponent responsiblefor augmentinginput
documentswithmetadatausi ng background knowledge. Theindexing backend
isimplemented in Java as amultithreaded HT TP server that is capabl e of
receiving indexing requests embedded in HT TP requests. On start-up, the
systemloadsthe XML representation of background knowledgeinto aset of
dictionaries and data structuresthat can facilitate theindexing process. A
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Figure 3. System Components and I nteractions
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request tothiscomponent will containthe URL of thefilethat requiresindexing,
asalongwiththenameof thecropfor whichthisfilebelongs. Beforecarrying
out any indexing, thecomponent startsreading the specified document and
breaksitdowntothestructurespecifiedin Figure2.

Following thissegmentati on phase, pattern matching techniquesare ap-
pliedtomatch section headingtitleswithindex terms. Anindex recordfor each
sectioniscreated, witheachrecord containing fieldsfor every pre-identified
category (onefor diseases, another for operations, etc.). Should amatch be
made between aheading and oneof theinput index terms, thenthecategory of
thesectionwill bededuced. Thefield designatedfor that category will befilled
withan|D pointingtothespecificinstance agai nst which amatch wasmade.
A singlesection may matchwithmorethan onecategory.

After theanalysisof agiven sectioniscompleted and arecordiscreated
accordingly, therecord, along with apointer to thespecific sectionfor which
itwasderived, aresent to aremotestoragecomponent (adatabase) wherethey
arekept. After analysisof thewholedocument iscompleted, anHTML page
isreturnedtotheuser. Withinthat page, al sectionand subsectionheadingsare
displayed; besideeach, itisindicated whether that section hasbeenindexed.
If thesectionhasbeenindexed, itisindicated whether indexing wasperformed
directly orindirectly (throughtheuseof hierarchical information). Sectionsthat
havenot beenindexed arehyperlinked toaninterfacewhichallowstheuser to
edittheir textinorder to update the background knowledgeandre-index the
input document.
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Updating background knowledge can involve the creation of a new
category instanceor thecreati on of synonymsto associatewith existing ones.
TheupdaterequestisencodedinaURL senttoindexing backendover HTTP.
Theindexing backend subsequently ‘learns’ thisnew informationand updates
itsbackgroundknowledgefile. Initially, somebackground knowledgecouldbe
acquiredfromadomain expert, or it could becompl etely |learned throughthe
indexingprocess(whichasorequiresusageby someonefamiliar withthedomain).

Indexing User Interface

Sinceitisanticipatedthat thoseuserswhowill request document indexing
will dosoremotely, awebinterfacefor facilitating theindexing and uploading
of extensiondocumentswasimplemented. Thisinterfacesimply allowsauser
to select an extension document fromtheir local machine, uploadittoaweb
server, andthenindex thisdocument through communicationwiththeindexing
backend.

Search Front End

A web searchfrontendisprovidedtoallow userstorapidly fetchtheir
required informationfromtheextension documentsby sel ecting oneor more
valuesforindex parameters, wheretheindex parametersarethoseof thecrop
name as well as predefined indexing categories. The number of selected
parametersdefineswhether thequery will bealooseor aspecificone. The
morespecificthequery, thefewer recordsarereturned.

After aquery isentered, it isconverted to SQL and dispatched to the
databaseinwhichindexinginformation hasbeen stored. Theresultisdisplayed
intheformof anHTML pagecontainingalist of index recordsthat matchthe
entered query. The output includes the following: the heading title of the
matching section; asamplefromthematching paragraph; andahyperlink tothe
sourcesection. Onfollowingthehyperlink, only thetext of thesel ected section
will be displayed. However, depending on the level of a section, extra
informationthat definesthecontext of thesectionaspart of thewholedocument
might bedisplayed. Inaddition, ahyperlink tothesourcedocument will always
bedisplayed.

RESULTS

Thusfarinour real lifeexample, 24 documentshavebeenindexed using
thesystem. Theindexingresultedintheaugmentation of 648 sectionswith
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metadata. Our testing of thesystem hasreveal ed that, for any givenquery, none
of thereturnedresultswereirrelevant.

Deploying thissystemintothereal world, the search front endfor this
systemwas madeavailableasone of the subsystemsof alargeinformation
systemdevisedtoaidfarmersintheir farmingactivities. Thesystemasawhole
hassix moresubsystems, including two expert systems, aforum, aproblem
reporting facility, and asearchfront end for economicdata, all of whichare
accessiblefrom aweb interface. Analyzing web log datafor thefirst four
monthsof theyear 2003 hasreveal ed that the pagefromwhichthesearchfront
endwasmadeavailablewasthe second most-visited page(after thesite’ smain
web page). Webelievethat thereasonfor thispage' spopul arity istheeasewith
whichitallowsuserstolocatespecificitemsof interest, atask that would have
otherwisebeentediousevenif akeyword search model wasmadeavailablefor
thesedocuments.

Thissystem can also beapowerful researchtool asresearcherscan, for
example, easily study themanifestationsof asinglediseaseondifferent crops
by specifying that diseaseand omitting any specific cropinthequery, thus,
looseningit.

FUTURE WORK

I'n building our prototype, the main categories under which extension
document headingscoul d beclassified werehardwired intothecode; for each
of these categories, a table was created in the database. To enable our
technique to work with any kind of document, we intend to remove any
hardwired information and to allow for the definition of categories by the
indexing user, i.e., by auser who knows enough about the domain and the
documents. Wewill also extend our tool inorder toenableitto automatically
createany required DB tablesandtodynamically generatethesearchinterface.
Thiswill makeour tool moregenericand will enableitsapplicationinany
domain.

Another area of future work that we intend to pursue is that of the
agentification of thesearch component. By doing so, wewill allow other agents
withinan agent-based framework to makeuseof it. For example, an expert
system agent may usethisserviceto link itsconclusionswith information
availableabout these conclusionswithinthebrochures.
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CONCLUSION

Thischapter hasaddressed theparticul ar problemof attemptingtolocate,
by using auser-friendly structuredinterface, informationinorganizational
publicationsthat areissuedinlargevolumesandwhich cover similar concepts
or issues. Thegeneral aim of thework described wasto present amodel for
automatically augmenting segmentsof thesedocumentswith metadata, using
dynamically acquired background domainknowledge, inorder to assist users
ineasily locatinginformationwithinthesedocumentsthroughastructuredfront
end.

Wehavesuccessfully applied the presented model for extension docu-
mentswithintheagricultural domain. Thetechniqueusedtoachievethisgoa is
asimplebut powerful one, which couldbegeneralizedtoapply toany collection
of documentsthat cover similar conceptswithinaknowndomain.
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Chapter X1V

A Study on Web Searching:

Overlap and Distance of the
Search Engine Results
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ABSTRACT

Web sear ch enginesar e one of the most popular servicesto help usersfind
useful information on the Web. Although many studies have been carried
out to estimate the size and overlap of the general web search engines, it
may not benefit the ordinary web searching users, since they care more
about the overlap of thetop N (N=10, 20 or 50) search resultson concrete
gueries, but not the overlap of the total index database. In this study, we
present experimental results on the comparison of the overlap of the top
N (N=10, 20 or 50) search resultsfrom AlltheWeb, Google, AltaVista and
WiseNut for the 58 most popular queries, aswell asfor the distance of the
overlapped results.

These 58 queriesarechosenfromWordTracker service, whichrecordsthe
most popular queries submitted to somefamous metasear ch engines, such
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as MetaCrawler and Dogpile. We divide these 58 queries into three
categoriesfor further investigation. Through in-depth study, we observe
a number of interesting results: the overlap of thetop N resultsretrieved
by different search enginesisvery small; the search results of the queries
in different categories behavein dramatically different ways; Google, on
average, has the highest overlap among these four search engines; each
search engine tends to adopt a different rank algorithm independently.

INTRODUCTION

Withthedevelopment of theWorld Wide Web, peoplecan suffer from
information overload. Sincesearch engineshelp uslocatewhat weneedinthe
ocean of information, they have becomeoneof themost popular serviceson
theWeb. Dueto hard competitionandfinancial pressure, somesearchengines
wereclosed or stopped public searching service. Oneof thosesearchengines
isNorthernLight (http://www.northernlight.com). By theend of July 2002, the
most famoussearch enginesincluded AltaVista(http://www.altavista.com),
AlltheWeb (http://www.alltheweb.com), Googl e (http://www.google.com),
HotBot (http://www.hotbot.com), Lycos(http://mww.lycos.com), MSN Search
(http://search.msn.com), Teoma(http://www.teoma.com) and WiseNut (http:/
;ww.wisenut.com).

Many web searching studieshavebeen carried out to analyzethecharac-
teristics of searching on the Web. One type of study concentrates on the
characteristicsof search engines, such ascoverage, overlap and dynamics,
which couldimproveusers understanding of web searching and, thus, help
usersfinddesiredinformation. Theother typefocusesonthecharacteristicsof
searching users, such as the most frequent searching queries, searching
operatorsand modifiers, which arequiteuseful indesigning moreefficient
search engines. Our study belongstothefirst type.

Assearching users, weareeager to know how to select asuitablesearch
enginefor searchtasks. Sinceeach search enginehasitsuniquedatabase; and
distinct rank algorithm, itwill retrieveand present itsuniquesearch resultsto
theuser. Naturally, we have many questions, such as: With respect to same
query, is there a significant difference among the searching hit lists of
several different search engines? Do they rank the overlapped resultsin
thesameorder?Inthisstudy, weinvestigatetheoverlap and distanceof search
enginesearching resultsfor somepopul ar queries. Four general searchengines,
AltaVista, AlltheWeb, Googleand WiseNut, areexamined.
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According to several studies (see Hoelscher, 1998; Silversteinet al .,
1999; Jansen et al ., 2000), people seldom go beyond thetop 10 hits of the
result, whichmeansthat thelist at thetop isthemost important to theusers.
Therefore, thetop N (N=10, 20 or 50) resultsfrom each search engine are
comparedinthisstudy. Wemeasurenot only how many hitsareoverlappedin
thetop N results of each search engine, but al so the distance of overlapped
results. Themeasurement of theoverlap and distancewill begiveninthelater
sections. All 58 queries, which are chosen from amost popular query list
provided by theWordTracker (http://www.wordtracker.com) service, are
dividedintothreecategories. Inadditionto hel ping userscompareand choose
suitablesearchengines, our findingscoul d al so shedlight on proposing effective
result-merging a gorithmsin metasearch enginesand search engineeval uation
agorithms.

BACKGROUND

Of the web searching studies on the characteristics of search engines,
many of them try to estimate the coverage and overlap of the general web
search engines. Using 575 queries obtained from the query log of NEC
researchlaboratory, Lawrenceand Giles(1998) estimated that, by theend of
1997, theindexable web contained 320 million pages. Bharat and Broder
(1998) described adifferent technique for measuring the relative size and
overlap of public web search engines. In contrast to Lawrence and Giles
(1998), they adopted adifferent strategy of constructing moreuniformrandom
gueries based on alexicon of 400,000 words, which was built from the
vocabulary of 300,000 pagespresentintheY ahoo! hierarchy. Inalater study
by Lawrence and Giles (1999), another method, random sampling of 1P
addresses, wasintroduced. They gavean estimateof 800 million pagesasthe
size of the Web by February 1999. In all these studies, they found that the
overlapamongthegeneral searchengine sindexesdatabaseissurprisngsmall.
Someother researchersstudied thedynamic characteristicsof theWeb, such
asmeasuring search engineperformanceover time(seeBar-11an, 2001; Bar-
Ilan, 2002) and thegrowth and update dynamicsof searchengines(Risvik &
Michelsen, 2002).

Other studiesemphasi zethe searching behaviorsof web usersby analyzing
the query logs of practical web search engines (Silverstein et al., 1998)
analyzed a six-week period (from August 2 to September 13, 1998) of
AltaVista search engine query logs consisting of approximately 1 billion
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gueries. Jansen et al., Spink et al. (2001) and Spink et al. (2002) analyzed
Exciteweb searchenginequery logsthreetimes, collectedin September 1997,
December 1999 and May 2001, respectively. All of them report similar
findings. Thatis, userstendto submit short queries, they mostly view only afew
top-ranked web pages, and they seldommodify thequeries. Someof themost
popular queriesareidentifiedintheir studies. Thelatest study by Spink et al.
(2002) showsthat, although searchtopicshaveshifted, thereislittlechangein
user search behaviors. Other rel ated studiesal so exist, such astheeffect of
advanced operators on simple queries (Jansen, 2000) and the term co-
occurrencein Internet search enginequeries(Wolfram, 1999).

However, fromusers’ pointsof view, they carelittleabout thesizeof the
Web or about which search enginehasthelargestindexesdatabase. Theusers
are concerned more about the overlap of thetop N (10, 20 or 50) hitsof the
general search engineson specific queries, whichmotivatesthisstudy of the
overlap anddistanceof searchengineresults.

METHODOLOGY

Four general searchengines(AltaVista, Google, WiseNutand AlltheWeb)
areexaminedintheexperiment. Inorder to performtheexperiment, wefirst
sel ect suitabl e queries, and then we comparethe overlap and distance of the
searchingresults.

Sampling Queries

Weselect the58 most popular queriesfromWordTracker’ stop 2001ong-
termkeywordreport onJuly 27, 2002. It providesaccesstothequery logsof
the metasearch engines M etaCrawler (http://www.metacrawler.com) and
Dogpile(http://www.dogpile.com) stretching back for two months, which has
adatabaseof 301,687,926 searchtermsat theend of July 2002. Thedatabase
isconstantly updated, with new dataadded each week. The 58 queriesare
selected accordingtofollowingcriteria:

*  Weonly select onefromagroup of similar queries. For instance, wesel ect
query hotmail from hotmail and hotmail.com.

*  Thesamplequeriesarechosenaccordingtotheorder of popularity. After
reducingtheredundancy of similar queries, thetop 60 queriesaresel ected
assamplequeries.
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»  Consderingthepopularity of adult-related queries, all eight adult-related
queriesout of thetop 100 queriesare sel ected.

These 58 queriesaccount for approximately 55.22 percent of thetotal
occurrenceof all top 200 queries. Considering thecharacteristicsof these 58
gueries, wecandividethemintothreecategories.

(@) Very specific queries, such as those for the name of acompany, an
organization or a product. Usually there exists aweb site for these
queries. This category includes 10 queries: google, yahoo, hotmail,
ebay, mapquest, ask jeeves, Kazaa, Winzip, southwest airlines, and
warez.

(b) Verygeneral queries. Thiscategory includes40queries: hotels, lyrics,
jokes, pictures, maps, games, song lyrics, dictionary, weight loss,
search engines, weather, music, april fools, snes roms, jobs, free
peoplesearch, morpheus, clipart, mp3, wall paper, recipes, computer
deals, baby names, chat, poems, chat, travel, free games, quotes,
used cars, airline tickets, movies, parent, lingerie, people search,
spiderman, clipart, driving directions, dogs, greeting cards, and
author.

(c) Adult-related queries. Thiscategory includeseight queries: sex, porn,
free porn, literotica, lolita, xxx, erotic stories, and free sex stories.

Comparing Search Results

Throughthe BookWorm metasearch servicewritten by ourselves, each
selected query isforwardedtofour general searchengines: Google, AltaVista,
AlltheWeb and WiseNut. Then, thetop 50 hitsarefetched from each search
engine and compared by a background program. The statistical data is
recordedinafilefor further processing. Thismainly includesfollowing steps.

Step 1. Normalizing the queries. All the queries are transformed into
lowercase, and sent to search engineswithout any advanced operators
like®*AND”,“OR” or“+".

Step 2. Retrievingthesear chresults. Tocomparethesearch engines, we
usethedefault settingsof thesearch enginesand sitecoll apsing optionsif
itissupported by searchengine. Whensitecol | apsing optionsareenabl ed,
thesearchenginetriestodisplay many different sitesintheresult. Thetop
50resultsfrom each search engineare saved for comparison.
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Step 3. Calculatingtheoverlap and distance of the sear ching r esults.
Inthisstudy, weonly check thehosthame of the URL sfor matching. In
other words, if two URLs with the same hostname are respectively
retrieved by two search engines, wedeemthem asmatching resultswhen
calculating the overlap. If several URL swith the same hostname are
retrieved by thesamesearch engine, theURL withthehighest rank will be
usedto cal culatetheoverlap and distance. Of course, weneed adatabase
to storethedifferent hostnames of the sameweb sitefor the matching
process. Threeroundsof cal culationsare carried out onthetop 10, top
20andtop50results. Insomecases, theoverlap of thetop 1resultisalso
examined.

Step 4. Analyzingtheresults. Theanalysisof theresultsiscarried out by
utilizingthestatistictoolsof SPSS10. Wefocusonfollowing questions:

(@) The difference of the overlap and distance of the searching results
retrieved by four search engines (Google, AltaVista, AlltheWeb and
WiseNut).

(b) Thedifferenceof theoverlap anddistanceover threecategories.

(c) Thedifferenceof theoverlapanddistanceover threerounds(top 10, top
20, top 50).

Inadditiontothesethreequestions, weal sowant to examinethe search
resultsinageneral sense. For example, onaverage, what isthe percentage of
resultsretrieved respectively by only one search engine, two search engines,
threesearch engines, or all four search engines?How many distinct resultsare
retrieved by all four search engines?

Measurement on Overlap and Distance

Hereweusean ordered list L to represent asearch result returned by a
search enginewithrespect toaspecificquery. GivenauniverseU, anordered
list L isaranked subset Sof U, i.e., L = <X, X,, ..., X > & X, > X,> ... > X,
and>isanorderingrelationonS. Let |L | denotethenumber of theelementsin

S, and R(i) denotestherank (position) of elementiinL.

(@) Overlap measures
Giventwolists, L, andL,, theoverlapof L, andL,isgivenby O(L,, L)
=|L,NnL,|. Thatistosay, theoverlapof L, and L, equalsthe number of
elementsoccurringinbothL, andL.,.
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Givenseveral rankedlistsJ,L,,L,, ..., L, theoverlapof JtoL ,L,, ...,

L] 17 27 17 27

L isgivenby O(J,L;,L,,...,L,) =W K) Y OQ,L).

(b) Distance measures
Giventwolists, L, and L, wefirst construct two new lists, N, and N,,
which only record the overlapped elements of L, and L,and which
maintaintheordersintheoriginal lists. Then, wecan cal cul atethedistance
between N, and N, by using thefollowing method. Wedenote Sasthe
set of elementsinthenewly constructed|ist.

Kendall tau distance. It counts the number of disagreements in the
ordering betweenany twoelementsinthetwolists(Kendall & Gibbons, 1990).
Formally, theKendall distanceof L, and L,isgivenby:

KLy, L) = KNy, No) =[{( ) R () <R (1) & R,(1) >R, () &1, je S,

whereR (i) and R (i) aretherank positionsof i inlistsN, and N,, respectively.
Then, wecan get thenormalized distance by dividing themaximum possible
distance|S|* (|S|-1)/2.

For NK(L,,L,) =K(N;,N,)/(|S|*(|S|-D/2),similarly, wecan ex-
tendthedistancemeasurefor morethantwolists Givenseverd listsJ,L L, ..,
L, the distance of Jto L, L,, .., L _is given by NK(J, L, L,, .., L)

= @WK, NK@I,L).

Fromthedefinitionof thedistance, weseethat themaximum possiblevaue
is1, whichmeansthat thetwolist aretotally reversed. Theminimumpossible
valueisO, whichmeansthat thetwolistsareidentical.

EXPERIMENT RESULTS
Wecarried out the experiment on August 2, 2002. All 58 querieswere
submittedto Google, AltaVista, Alltheweband WiseNut. Thetop 50results
from each search enginewereretrieved for further analysisaccordingtothe
principles described in last section. Here, we give our main results of the
experiment.
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Table 1. Number of Results Retrieved on Average Out of All 58 Queries
in Three Cases: Top 10, Top 20 and Top 50

Case Top 10 Top 20 Top 50

The number of 22.36 44.90 107.91
results returned by (77.32%) | (77.29%) | (75.49%)
only 1 search engine
The number of 3.84 7.24 20.64
resultsreturned by 2 | (13.28%) | (12.46%) | (14.44%)
search engines
The number of 1.79 4.14 9.84
results returned by al | (6.19%) (7.13%) (6.88%)
3 search engines
The number of 0.93 181 455
results returned by al | (3.21%) (3.12%) (3.19%)
4 search engines
The number of total | 28.92 58.09 14294
distinct results

Overview

After analyzingtheresultsreturned by each search engine, wecanget the
basic situation of overlap betweentheresults. Someresultsareretrieved by all
four search engines, whilemost of theresultsareonly returned by onesearch
engine. InTablel, wereport theoverview of thesearchresultsinthreecases:
top 10, top20andtop 50. It givesthenumber of resultsretrieved, onaverage,
out of 58 queries. Fromthistable, wecan seethat over 75 percent of thetotal
distinctresultsareretrieved by only onesearch engine, and only about 3 percent
of thetotal distinctresultsareretrieved by all four searchengines. Table2 shows
thecasewherethemaximumand minimumdistinct searchresultsareretrieved.
For instance, considering the top 50 results from each search engine, the
maximum number of distinct returnedresultsis 185when submittingthequery
“xxx.” Atthesametime, thequerieswhich achieved maximumand minimum
overlap in all four search engines are displayed in Table 3. For example,
consideringthetop 20resultsfrom each search engine, therearesevenresults
retrieved by all four search engineswhen submittingthequery “google.”
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Table 2. Maximum, Minimum, and Average Number of Distinct Results
Retrieved Out of All 58 Queriesin Three Cases: Top 10, Top 20 and Top

50

Case Top 10 Top 20 Top 50
Maximum 39 75 185
(The Query) (free porn) | (porn) (xxx)
Minimum 17 38 106
(The Query) (google) (google) (baby
names)
Average 28.92 58.09 142.94

Difference Among Categories

As we noted in the last section, we divide all 58 queries into three
categories. Thequeriesin Category A aremainly composed of aspecificname
of aweb site, acompany or aproduct. Usually thereexistsaweb sitefor this
kind of query. InCategory B, thequeriesarevery general terms, suchasmap,
hotels, jokes, etc. In Category C, the queries are mainly related to adult
content.

Inthisexperiment, wecomparedthesearchresultsfor different categories.
Atfirstwecomparethetoplhitfromeachsearchengine. Asillustratedin Table
4, the search enginestend to agree with each other on Category A, but they
behavetotally differently on Category C. For each query in Category A, any
two search engineswill return samehit (web site) at thetopl positionin 85
percent of the cases, whileonly a6.25 percent overlap occursfor Category C.

Table 3. Maximum, Minimum, and Average Number of Distinct Results
Retrieved by All Four Search Engines

Case Top 10 Top 20 Top 50
Maximum 4 7 15
(The Query) (clip art) (google) (clip art)
Minimum 0 0 0
Average 0.93 1.81 4.55
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Table 4. Number of Queries Having Same Top 1 (First) Result Between
Search Engine Pairs Out of 58 Queriesin Three Categories

Category A(specific) | B(General) C(adult)
Number of 10 40 8
Queries
(Google- 9 (90%) 12 (30%) 0
AltaVista)
(Google- 8 (80%) 13 (32.5%) | 1(12.5%)
AllthéWeb)
(Google- 8 (80%) 15(37.5%) | 2(25%)
WiseNut)
(AltaVista 9 (90%) 6 (15%) 0
AllthéWeb)
(AltaVista- 9 (90%) 7 (17.5%) 0
Wisenut)
(AlltheWeb- 8 (80%) 13(325%) |0
WiseNut)
Average 8.5 (85%) 11(27.5%) | 0.5(6.25%)

InTable5, wepresent themaxi mum, minimum, and average number of
totally distinct searchresultsfor thequeriesineach category. Inall threecases
(top 10, top 20, top 50), weobtai nthemost resultsfor thequeriesin Category
C, andthefewest resultsfor queriesin Category A. But, thedifferencebetween
the queriesin Category A and Category B decreases when we fetch more
resultsfor merging from each searchengine.

Overlap of the Search Results

InTables6, 7and 8, wepresent theaverageoverlap of thetop N (N=10,
200r 50, respectively) searchresults, between any two search engines, out of
all 58 queriesinthreecategories. Wecan seethat AltaVistaand WiseNut have
thelowest overlaponthequeriesin Category A; Googleand WiseNut havethe
highest overlap over thequeriesin Category B and Category C.

Table9showstheaverageoverlap of thetop N (N=10, 20 or 50) search
results, between onesearch engineand any other search engine, out of all 58
gueriesinthreecategories. Forinstance: Overlap(Google)=1/3(Overlap(Google-
AltaVista)+Overlap(Google-AlltheWeb)+ Overlap(Google-WiseNut)). The
highvalueof averageoverlap meansthat the search engineishighly supported
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Table5. Number of Distinct Results Retrieved Out of 58 Queriesin Three
Categories for Three Cases. Top 10, 20 and 50

Case Category Maximum | Minimum Average

Top 10 | A (specific) 17 33 24.4

Top 10 | B (generd) 19 36 28.8

Top 10 | C (adult) 31 39 35.25
Top20 | A (specific) 38 65 52.9

Top20 | B (generd) 44 73 56.78
Top20 | C (adult) 64 75 71.13
Top50 | A (specific) 108 157 136.7
Top50 | B (generd) 106 167 138.4
Top50 | C(adult) 160 185 173.5

by all other search engines. With respect to queriesin Category B, theorder
of thesearchenginesfromhightolow, accordingtoaverageoverlap,isGoogle,
WiseNut, AlltheWeband AltaVista, for al threecases(topl0, top 20, top50).
Differentfrom Category B, theorder for thequeriesin Category Cfor all three
casesisGoogle, WiseNut, AltaVistaand AlltheWeb.

Table 6. Average Overlap of Topl0 Results Between Any Two Search
Engines Out of 58 Queriesin Three Categories

Category A(specific) | B(General) C(adult)
Overlap(Google- 3.6 213 1.13
AltaVista)

Overlap(Google- 34 35 0.75
AlltheWeb)

Overlap(Google- 3 3.9 2
WiseNut)

Overlap(AltaVista- | 3.3 143 0.5
AlltheWeb)

Overlap(Altavista | 2.6 173 0.62
WiseNut)

Overlap(AlltheWeb- | 2.6 3.08 0.5
WiseNut)

Average 3.08 2.63 0.917
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Table 7. Average Overlap of Top 20 Results Between Any Two Search
Engines Out of 58 Queriesin Three Categories

Category A(specific) | B(General) C(adult)
Overlap(Google- 5.8 4,72 2.63
AltaVista)

Overlap(Google- 6.6 7.55 1.25
AllthewWeb)

Overlap(Google- 6.3 8.15 3.62
WiseNut)

Overlap(AltaVistar | 5.2 3.6 0.63
AlltheWeb)

Overlap(AltaVista- | 4.5 3.55 15
WiseNut)

Overlap(Alltheweb- | 5.9 6.0 0.86
WiseNut)

Average 5.72 5.60 175

Table 8. Average Overlap of Top 50 Results Between Any Two Search
Engines Out of 58 Queriesin Three Categories

Category A(specific) | B(General) C(adult)
Overlap(Google- 14.6 13.93 7.38
AltaVista)

Overlap(Google- 15.2 18.8 35
AlltheWeb)

Overlap(Google- 139 19.68 9.75
WiseNut)

Overlap(Altavista- | 11.8 10.28 15
AlltheWeb)

Overlep(AltaVista- | 9.5 10.2 4.38
WiseNut)

Overlap(Alltheweb- | 12.2 14.48 2
WiseNut)

Average 12.87 14.56 4.75
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Table 9. Average Overlap of the TopN (N=10,20 or 50) Results Between
Each Search Engine and Any Other Search Engines Out of All 58 Queries

in Three Categories

Case | Category | Google | AltaVista | AlltheWeb | WiseNut
Topl0 | A 3.33 3.17 3.1 2.73
Topl0 | B 3.18 1.76 2.67 2.9
Topl0 [ C 1.29 0.75 0.58 1.04
Top20 | A 6.23 5.17 5.9 5.57
Top20 | B 6.81 3.96 5.72 5.9
Top20 | C 25 158 0.92 2
Top50 | A 14.57 11.97 13.07 11.87
Top50 | B 17.47 11.47 14.52 14.78
Top50 | C 6.88 4.42 2.33 5.38

However, inCategory A, wedon'’ t haveaconsi stent order for thequeries
for all three cases (top 10, top 20, top 50). In Category A, Google always
obtainsthehighest overlap, andthedifferenceamongall four searchenginesis
very small. Asshownin Table9, Googleawaysachievesthehighest overlap
among all casesfor thequeriesinall threecategories.

Distance of the Search Results

Intheprevioussection, wepresented amethod (Kendal | tau distance) for
computingthedistancebetweentworank listsretrieved by different search
engines. Since low overlap makes the distance less meaningful, we will
eliminate somelow overlap casesand consider thefollowing casesfor the
experiment: Category A, top 20; Category A, top 50; Category B, top 20;
Category B, top 50.

Inthisexperiment, wecal culated the Kendall tau distancebetweentwo
search resultsretrieved by different search engines. Table 10 presentsthe
resultsof themean distanceover any two searchenginesout of all queriesin
CategoriesA and B intwo cases(top 20andtop 50). Sincetheoverlapisvery
small for thequeriesin Category C, wedon’t calculate the distancefor the
gueriesin Category C. Wecan seethat thereareno obviousdifferencesamong
all searchenginepairs. Sinceall search enginestendto agreewiththetop 1for
gueriesinCategory A, thedistancefor Category A isobviously smaller thanthe
onein Category B.
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Table 10. Average Kendall Distance of the Top N (N=20 or 50) Results
Between Any Two Search Engines Out of All Queriesin Category A and B

Category | A(Speicfic) | B(general) | A(specific) B(general)
Top N 20 20 50 50
Google- 0.215 0.404 0.282 0.43
AltaVista
Google- 0.244 0.365 0.33 0.366
AlltheWeb
Google- 0.242 0.326 0.294 0.348
WiseNut
AltaVista= | 0.176 0.424 0.333 0.402
AlltheWeb
AltaVistar | 0.152 0.369 0.284 0.432
WiseNut
AlltheWeb | 0.243 0.385 0.334 0.381
-WiseNut

InTable11, wepresent theaverage K endall tau distance between each
search engineand any other search engines. Wecan seethat AltaVistahasthe
largest distancefor thequeriesin Category B, whileit hasthesmallest distance
forthequeriesinCategory A. In Category B, Googlehasthesmallest distance.

DISCUSSION

Inthisexperiment, thesearch resultsretrieved by thefour searchengines
havelittleoverlap. Over 75 percent of thetotal distinct resultsarereturned by
only onesearchengine, andlessthan 3 percent areretrieved by all four search

Table 11. Average Kendall Distance of the Top N (N=20 or 50) Results
Between Each Search Engineand Any Other Search EnginesOut of All 58
Queriesin Category A and Category B

Category | TopN | Google | AltaVista | AlltheWweb | WiseNut

A 20 0243 | 0.178 0.229 0.197
A 50 0302 |03 0.332 0.304
B 20 0.358 | 0.397 0.384 0.356
B 50 0.381 | 0.423 0.382 0.386
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engines. Wethink thisisduetothevariousranking agorithmsadopted andto
different coverageof theindex database. Ontheother hand, thedistribution of
theoverlapisrelatively steady in all three cases (top 10, top 20, top 50). It
meansthat the overl apped resultsdo not definitely occur in highranks.

The search resultsfor the queriesin different categories behave very
differently. For thequeriesin Category A ( specific), all four searchengineswill
retrievesametop 1resultinmorethan 80 percent of thetime. However, they
achievelittleagreement onthequeriesin Category C(adult). Inall threecases
(top 10, top 20, top 50), thenumber of total distinct resultsretrievedfor queries
in Category Cis, on average, 25 percent higher than that of the queriesin
CategoriesA or B. It alsoindicatesthat thereareno obviousweb sitewinners
for adult-rel ated content.

We present the overl ap between any two search engines and the mean
overlap of one search engine with any other search engine. There are,
altogether, six searchenginepairsfor four searchengines. Becausetheoverlap
isaffected by several factors, suchasthequeriesindifferent categories, and
different cases(top 10, top 20 or top 50), no search engine pairscan obtain
maximumoverlapinall cases. However, whenwecal cul atetheaverageoverlap
for each search engine, Googleal waysachievesthehighest averageoverlapfor
all cases. Itindicatesthat, insomedegree, Googleishighly recognized by other
searchengines.

Differentfromtheoverlap, theresultsfor distanceof search havealow
variationover all searchenginepairs. Thismay result fromthefact that each
search engineindependently adoptsdifferent ranking algorithms. Sincethe
distance is approximately 0.4 for most cases, it means that the ranking
algorithmsadopted by different search enginescould, to somedegree, achieve
similarly rankedlists. Thedistancefor thequeriesinCategory A for thetop 20
caseisrelatively lower thanother situations, whichisduetothehighest overlap
of thetop 1result for thequeriesin Category A.

FUTURE DIRECTIONS FOR RESEARCH

Thisstudy showsthat, for somepopul ar queries, each searchenginewill
retrieveitsdistinct result. Therea soexist significant differencesamong queries
indifferent categories. Sinceour study ison searching web pages, anatural
extensionof thisresearchisto study searching news, FTPs, musicandvideo,
etc. On the other hand, the sampling queriesin this study were some very
popular and general queries. Tostudy searchinginaspecificfield, wecould
concentrateweb searcheson someof the most-used queriesinthat domain.
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With the evolution of the search engine, keyword searching, linkage
analysisand, now, paidforincluded (PFI) havebeenimplementedin current
web search engines. Dueto PFI, businesscompani esmust pay asearchengine
company to beplacedinthesearch resultsof somespecific queries, suchas
travel and shopping. Themost famous PFI search engineisOverture (http://
www.overture.com). Although it increases the return on investment for a
searchengine, it may harmour effortsto searchfor objectiveinformation. The
impact of PFl onweb searching needsbeinvestigatedindetail.

CONCLUSION

In this chapter, we carry out a simple case study on the overlap and
distanceof searchresults, by multiplesearch engines, on somepopul ar queries.
Wesubmitted 58 samplequeries, provided by theWordTracker service, to
four general search engines(Google, AltaVista, Alltheweb and WiseNut).
Thesequeriesweredividedinto specific, general and adult-related queries.
Threecases(top 10, top 20 and top 50) were considered in the experiment.

Thehighlightsof our findingsinthisexperiment aresummarized asfollows:

(1) Thesearchresultsby different search engineshavelittleoverlap.

(2) The search results for the queries in different categories behave in
dramatically different ways. Searchenginesusually returnthesametop 1
resultfor thequery in Category A, whilethereisvery littleoverlaponthe
query inCategory C.

(3) Differentsearchenginepairshavedifferent overlap of thesearchresults.
But, inall casesinthisstudy, Googlehasthehighest overlapwith other
searchengines.

(4) Comparedwithoverlap, thedistanceof thesearch resultsretrieved by
different search enginesshow only aslight variation. Thisindicatesthat
each search engineindependently adoptsadifferent ranking algorithm.

Although only 58 popul ar queriesand four major search engineswere
examined, thisstudy illustratesthat thedistinct characterization of queriesin
different categories, and theindependent ranking al gorithm adopted by each
searchengine, resultindistinguished searchresults. Thiswill shedlight onfuture
research in the areas of proposing effective result-merging algorithmsin
metasearch enginesand search engineeval uationalgorithms.
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Chapter XV

Taxonomy Based Fuzzy
Filtering of Search Results

S. Vrettos, National Technical University of Athens, Greece

A. Stafylopatis, National Technical University of Athens, Greece

ABSTRACT

Our work proposes the use of topic taxonomies as part of a filtering
language. Given ataxonomy, wetrainclassifiersfor everytopicofit. The
user isabletoformulatelogical rulescombiningtheavailabletopics, e.g.,
(Topicl AND Topic2) OR Topic3, in order to filter related documentsin
a stream of documents. Using the classifiers, every document in the
stream is assigned a belief value of belonging to the topics of the filter.
These belief values are then aggregated using logical operatorsto yield
the belief to the filter. In that framework, we are concerned with the
operators that provide the best filtering performance for the user.

In our study, Support Vector Machines (SVYMs) and Naive Bayes (NB)
classifiers were used to provide topic probabilities. Fuzzy aggregation
operator swer etested on the Reuter stext cor pusand showed better results
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than their Boolean counterparts. Moreover, the application of Ordered
Weighted Averaging (OWA) operators considerably improved the
performance of fuzzy aggregation, especiallyinthe case of NB classifiers.
Finally, we describe a filtering system to exemplify the use of fuzzy
filtering.

INTRODUCTION

Theprimary way of interactively findinginformationontheWebistomake
aquery inasearchengineandthenbrowsearankedlist of possibly relatedweb
pages. Alternatively, wecan browseamanually organi zed topictaxonomy to
find pagesrelatedtothequery that wehaveinmind. Althoughwebtaxonomies
may bevery large, they cover asmall portion of the Webrelativeto search
engines, primarily becausethey rely onhumaneffort.

Text/Hypertext categorization (seeY ang, 1999; Yangetal ., 1999; Chen,
2000) promisesto hel p maintainupdated and | argeweb taxonomiesand al so
to improve query-based (Dumais, 2001) retrieval. Theideaisto usetopic
classifiers, whichhavebeentrained usingtheportion of thewell-structured web
taxonomy, toorganizetheresultsof aquery tothemuchlarger, but unclassified,
web portionindexed by asearchengine. Basically, asregardstheinterfaceused
toincludetopicinformationinthequery results, it can betopic-oriented or list-
oriented. Intopic-orientedinterfaces, resultsareorganizedinaflat or hierar-
chical taxonomy; inlist-orientedinterfaces, theoriginal query listisenriched
withtopic meta-data.

Our work proposes the use of topic taxonomies as part of afiltering
language. Theuserisabletoformulatelogical rulescombiningtheavailable
topics, e.g., (TopicL AND Topic2) OR Topic3, inorder toretrieveor filter
related documents. Inthat framework, weare concerned with the operators
that providethebest filtering performancefor theuser.

Typically, classificationisaY ES/NO assignment, so the Boolean model
isagood candidate for the filtering task. Nevertheless, Boolean filtering
providesnoordering, whichisadrawback to bothretrieval effectivenessand
man-machineinteraction. If perfect classifierswereavailable, Booleanfiltering
would beenough becauseall thetrue positivedocumentsof the stream, and
only them, wouldberetrieved. Inthat case, Bool eanfilteringwouldyieldrecall
andprecisionequal to 1. Unfortunately, no perfect classifiersareavailableyet,
and eventhebest performing classifiersinlaboratory text corporamight have
poor resultsinreal, noisy environmentssuchastheWeb. Insuch cases, ranking
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according to some suitable measure of classification accuracy is able to
improveretrieval performance. Thisimprovementisgainedeither by improving
recall throughtheretrieval of fal senegativedocumentsthat werenot included
intheanswer set, or by improving precisionthroughtheordering of truepositive
documentshigher intherank, abovefal sepositiveones.

Toprovideordering of thefiltering results, weused the Ordered Weighted
Operators (OWA) to aggregate the topic probabilities of adocument in a
stream according to thelogical rule defined. In our study, Support V ector
Machines (SVMs) and Naive Bayes (NB) classifierswere used to provide
topic probabilities. OWA aggregation operators have been tested on the
Reuterscorpus, justifyingtheir useover their Boolean counterparts.

TEXT CLASSIFICATION

Let D beacollectionof mdocumentsd, i=1...m, eachonebelongingto
oneor moreof ¢ categories(topics) C j=1...c. Thedocument featurevector
space D"isdefi nedthroughtheterm—document matrix, TF, wheretf isthe
frequency of occurrence of the k" term, k=1...n, to the it document of the
collection.

Atext classifierisamapping f fromthedocument featurevector space D"
tothecategory vector space C¢. Thecategory vector spaceisdefined through
the category-document matrix CD, wherecd € {0,1} istheinformation of
whether theit"document bel ongstothej category Tocreatesuchamapping

using machinelearning, weneedto split thedocument collectionintoatraining
set and atest set, and then use these sets to create and test the classifiers
respectively.

Table 1. Term-Document Matrix TF

d | ... d | ...] dn
2] tf]_]_ . tf]_i . tflm
tx tha | ... tha | ... | tfim
tn tfm e tfm e tfnm
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Table 2. Category-Document Matrix CD

Training Set Test Set
d, di di+1 dm
Co| Cdy | ...| ...| cdy| cdysny | ...| ... | Cdim
G Cdjl Cdji Cdj(i+1) Cdjm
Co| Clg | ...| ...| ©dg | Cdegsny | ..o| ... | Clem

Support Vector Machines (SVMs)

Inthiswork, weused Support V ector Machines(SVMs) astext classifiers
(Dumais, 1998). The SV M model wasproposed by Vapnikin1979. Inrecent
years, it hasgained much popularity duetoitsstrongtheoretical andempirical
justification. Inthesimplestlinear form,aSVM isahyperplanethat separates
aset of positive examplesfrom aset of negative exampleswith maximum
margin. A separating hyperplane (Cherkassky, 1998) isalinear function
capabl e of separating thetraining datainthe classification problemwithout
error. Supposethat thetraining dataconsist of nsamples(x,,y,),..., (X.,Y.),
xe R, ye{+1,-1},whichcan beseparated by ahyperplanedecisionfunction

D(X) = (w-X) +w, (1)

withappropriate coefficientswand w,. A separating hyperplanesatisfiesthe
constraintsthat definethe separation of datasamples:

yil(w-x)+w,]=1 i=1...n (2)

Theminimal distancefromthe separating hyperplanetotheclosest data
pointiscalledthemargin, denoted by T. A separating hyperplaneiscalled
“optimal” if themarginisthemaximumsize. Itisintuitively clear that alarger
margin correspondsto better generalization.

Thekey tofindingtheoptimal hyperplaneistofindthecoefficient vector
wthat maximizesthemarginT, or equivalently minimizing
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n(w) =w* 3)

with respect to both wand w,.

Inthecaseof training datathat cannot be separated without error, positive
sackvariables&,i=1,...,ncanbeintroduced to quantify thenonseparabledata
inthedefining condition of thehyperplane:

Yi[(W' Xi)+WO] 21_; (4)

For atraining sample x, the slack variable £ isthe deviation from the
margin border corresponding totheclassof y,. Slack variablesgreater then0
correspond to nonseparable points, while slack variables greater than 1
correspond to misclassified samples.

Itispossibleto posetheproblemintermsof quadratic optimization by
introducing thefollowing equivalent formul ation concept of the soft margin
hyperplane. Thishyperplaneisdefined by thecoefficientsw, w, that minimize
thefunctiond:

C 1, 2

subject totheconstraintsand givensufficiently large(fixed) C. Inthisform, the
coefficient C affectsthetrade-off betweenthecomplexity and proportion of
nonseparablesamples, and it must be sel ected by theuser.

Torelievetheproblemof nonlinear separability, anonlinear mapping of the
training datainto a high-dimensional feature space is usually performed
accordingto Cover’ stheoremontheseparability of patterns(Haykin, 1999).
Theseparating hyperplaneisnow defined asalinear function of vectorsdrawn
fromthefeaturespacerather thanfromtheoriginal input space. Thisexpansion
isusually realized based on aRadial-Basisinner product kernel:

k(x, x)= ex;{—nxz_Ti”] (6)

wherethewidth c%isspecifiedapriory by theuser andiscommontoall thekernels.
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The constrained optimization problem is solved using the method of
Lagrangemultipliers. Inthiswork, weusedthe OSU SVM Classifier Matlab
Toolbox (OSU SVM) totrainclassifiers.

Toobtainagood performance, the parametersC and o (inthecaseof a
Radial-Basiskernel) of the SV M model haveto bechosen carefully (Duan,
2001). These “higher level” parameters are usually referred to as
hyperparameters.

Toprovideanaccuratemeasureof confidence, Platt (2000) proposeda
parametric approachfor SV M. Thisapproach consistsof finding the param-
etersAand B of asigmoidfunction, and then mapping thescoresf = D(x) =
(w-x) + w, into probability estimates

1
1+ exp(Af, + B) (7)

P

suchthat thenegativelog-likelihood cross-entropy error function of thedata
min_zti |Og(pi)+(1_ti)|09(1_ pi) (8)

isminimizedusingmaximumlikelihood estimation.

Naive Bayes
Bayes theorem can be used to estimate the probability Pr(cj |d) that a
documentd. isin classcj.

Pr(di |Cj ) Pr(c.)

J

Pr(Cj |d, ):

C

> Pr(d, | ¢ )Pr(c,) ©)

where Pr(cj) Istheprior probability that adocumentisincl assc, andwhere
Pr(d, | cj) isthelikelihood of observing documentd.incl assc,.

PF(Cj ) theestimate of Pr(c,), can becal cul ated fromthefraction of the
training documentsthat isassignedtothisclass:
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‘Ci‘

PF(CJ ): <
Y (10)

Theprobability of observingadocument liked, inclassc isbasedonthe
naive assumption that aword’ soccurrenceinclassc. isindependent of the
occurrencesof theother words. Therefore, Pr(di|cj) Is:

Pr(d, Ic,)=TT . Prlt. Ic )t ed, (11)

k=1

wheret, representsthek™ term of thecollection document. Theestimation of
P(d] cj) isnow reducedtotheestimationof P(t, | cj) (Laplaceestimator), which
isthelikelihood of observingt, incl assc;.

prl 6, )= 1+:f(tk,cj)
n+ Yt c,) (12)

wheretf (tk,cj) isthenumber of occurrencesof thewordt, in category C, and
wherenisthenumber of thetermsof thecorpus.

Inthiswork, wehaveusedtheNB a gorithmfor multi-topic categorization,
so we define a threshold hj related to each category j. If Pr(cj|di)>hj’ then
document d iscategorized under category C. Thresholdselectionisperformed
by measuring the F1-measurein avalidation set (Sebastiani, 2002).

ORDERED WEIGHTED
AVERAGING OPERATORS

Inthiswork, weproposetheuseof topic classifiersaspart of afiltering
language. Theuserisabletoformulatelogical rulescombiningtheavailable
topics, e.g., (TopicLAND Topic2) OR Topic3, inorder toretrieveor filter
rel ated documentsinanincoming document stream. Under thisassumption, we
areinterestedinfindingthe operatorsthat providethebest filtering perfor-
mance. Wecan either aggregatethefinal decisionsor theestimated probabili-
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tiesof theclassifiers. Inthefirst (Boolean) case, thefinal decisionisinfluenced
by the sel ection of thedecisionthresholds, and it providesno ordering. The
second (fuzzy) caseprovidesordering and ameansto optimi zethe sel ection of
theoperators.

Orderedweighted averaging operators(OWA) (Y ager, 1994) isafamily
of meanlikeoperatorsthat can adjust thedegreeof “ AND-ing” and* OR-ing”
in an aggregation. OWA have been used in many applications, including
machineleaning (seeY ager, 1997; Cho, 1995).

Moreformally, an OWA operator of dimensionnisamappingf: R"— R
that hasan associated vector w =[w, w,...w ], suchthat (1) w, € [0,1] and

) 2w =1 | et a,i=1..n, bethemembershipval uesto beaggregated, then
i=1

floy,....,0) = Z\Ni ‘b with b, thei™largest of the o Therefore, theweight
i=1

w isnot associated with avalue+, but withthei™ ordered position, imposing
nonlinearity intheaggregation.

Theclassical Min, Max, and Average aggregationsare special casesof
OWA operators:

(1) F(oy,..., ) =Max (o), with associated vector W=[1 0... (]

(2) F.(ay..., ) =Min(e), withassociated vector W,=[0 O... 1]

(3) Fu(«

1 n
1,..,ocn)=ﬁza1- ,WithassociatedvectorWA:[ ————— ]
i=1
By appropriatechoiceof theweighting vector, wecan movecontinuously
from AND (Min) to OR (Max) typeaggregation. A special family of OWA
operators, calledtheS-OWA-OR (OR-like) and SSOWA-AND (AND-like)
aggregations, are:

V0, =0-B) " Y+ (13)
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:(l—oc)%ioci +o A0, (14)

where ¢ arethenumbers intheunitinterval to beaggregated. Aswecan see,
forbe [0,1],theS-OWA-OR operator i sbetween the mean and themaximum
of numbers a, whilefor oce [0,1], theS-OWA-AND operator isbetweenthe
minimum and themean of thenumbers ..

EVALUATION AND RESULTS

Toevaluatefuzzy filtering against Booleanfiltering, weused the Reuters-
21578 corpus. Weconsider theflat topi ctaxonomy that consistsof the 10 most
frequently assigned topic categories. A term-document matrix wascreated
after removing theinfrequent [ Jochims] and themost commonly used English
words. Usingthelabel sof thetopics, weareabletoformul atefiltersof theform
(Earn) AND (Trade), (Acq) OR (Money-Fx), and then use them to find
relevant documentsin astream of data.

Tospecify theexact filtersto use, andto measuretheir effectivenessas
regardsthelogical operators, weconsidered the ModApte” split, astandard
commonly-used partitioning of the Reuterscorpusintotraining andtest sets. A
searchinthetest set of the*ModA pte” splityielded 213 documentsthat belong
totwo or moreof the specified topics. Thesedocumentsconstitutetheset F
to befiltered and are mapped to 19 multi-category vectorsinthetable CM,
where cm,=1 impliesthat category G existsin multicategory vector m.

For every multicategory vector m wherei=1...19, of thefiltering set the
logicoperator AND isusedto comb| netrained classifiersof all categories
having cm, = 1,inorder tofind documentsinF that belongtoall of them. In
thesameway, thelogic operator OR isusedto combinetrained classifiersof

Table 3. Category-Multicategory Matrix CM

m My . | Mg
C1 CMy1 e CIy;j e Cy 19
G Cmi1 CImy; Cm 19
Ci0 CMyo1 ‘e CMyo;i ‘e Cm10 19
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all categorieshaving cm, =1, inorder tofind documentsin F that belongto at
|east oneof them. Finally, thelogicoperator NOT isusedin conjunctionwith
ORtocombinetrained classifiersof all categorieshaving cm, =1, inorder to
finddocumentsin Fthat do not belong to any of them. Asaresult, weform 19
filtersand obtaintheir relevant documentsin F for every logical operator.

SVM Training

Toreducedimensionality, we applied Principal Component Analysis
(PCA) onthetraining setleaving the 300 most informativefeatures. Wetrained
andvalidated onetwo-classSV M classifier for every topicinthe” ModA pte’
split. Wetook aspositiveexamplesall thesamplesthat belongtothetopic. As
negativeexampleswetook all the samplesthat do not belong tothetopic.

To obtain the best possible classification accuracy, we optimized the
hyperparametersof nonlinear SVM onthefilteringset F. InTable4, wegive
theclassificationaccuracy of SVM onthetest (filtering) set. Theoutput of each
SVM wastransformed to probability using maximum/ikelihood, asdescribed
inSection 2, usingtheM ATL AB optimizationtool box.

NB Training

Wetrainedandvalidated oneNB classifier for every topicinthe* ModApte”
split. For the10classifiers, wevalidated each combination of thresholdsout of
threedifferent thresholdvalues(0.05, 0.1, 0.3) inthefiltering set F. Thebest
threshold set was selected based on the F1 measure and macroaveraging
(Sebastiani, 2002). InTable4, wegivetheclassificationaccuracy of NB onthe
test (filtering) set.

Table 4. Classification Accuracy of SYM on the Test Set

Topic SVM NB
Earn 0.9812 0

Acq 0.9812 04
Money-fx | 0.9531 0.5102
Crude 0.9624 0.4681
Grain 0.9484 0.7739
Trade 0.9635 0.0769
Interest 0.9108 0.5909
Ship 0.9531 0.5870
Wheat 0.9014 0.6197
Corn 0.9624 0.5179
Average 0.9518 0.4537
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Table 5. Average Recall and Precision for All Filters and Operators

SVMs NB
Operator | Precision | Recall | Precision | Recall
AND 0.36 0.39 0.21 0.15
OR 0.93 0.86 0.96 0.54
NOT 0.75 0.80 0.75 0.99

Inthecaseof Booleanfiltering, every document din F wasassignedthe
crispvalue{ 0,1}, depending onwhether it belongstocl assc, or not. For every
filter, therelated decisionswereaggregated using Bool ean|ogic. Becauseno
orderingisavailable, Booleanfilteringwaseval uated by averagingrecall and
precisionover al filtersfor bothNB and SV M training of alogical operator (see
Tableb).

Inthecaseof fuzzy filtering, every document dinF wasassigned avalue
indicatingtheestimated probability Pr(c]. |d) that it belongs tocl assc,. Forevery
filter, therelated probabiliti esPr(cj |d) wereaggregated using OWA operators
toestimatewhether disrelevanttothefilter. Becausefuzzy filtering provides
ordering, a standard recal l-precision diagram of alogical operator can be
constructed (seeFigureland Figure2). Different valuesof b, inthe case of
Fuzzy OR and NOT, did not show any difference in performance. On the
contrary, theperformanceof the AND operator wasimprovedfor both =0.4
for NB and a=0.1for SVMs. Itisworthnoting that theimprovement produced
by OWA aggregationonthelessaccurateNB classifier wasmuchgreater than
theimprovement onthemoreaccurate SVM classifier.

Inall cases, fuzzy aggregation succeededinimprovingretrieval perfor-
mance. Inthe case of OR and NOT operators, theimprovement wasdueto
higher precision. Thismeansthat truepositivedocumentsareplaced highinthe
ranked answer set. Inthecaseof AND operators, fuzzy aggregation managed
toimprovebothrecall and precision.

AN EXAMPLE FILTERING SYSTEM

Generaly, aninformationfiltering systemcanbeontheserver sideor on
theclient side. Theproposed fuzzy filtering approach can beused bothways.
Inclient-sidedfiltering, thetaxonomy may beintheformof user’ sbookmarks,
for example. Thesystem createsthetopic classifiersthat theuser usestofilter
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Figure 1. Recall-Precision Diagram of the Logic Operators for NB
Training
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Figure 2. Recall-Precision Diagram of the Logic Operators for SYM
Training

Recall - Precision diagram for fuzzy Cperators

0.9- ' t ; il
08t % &
: -
07~ % =
06~ 3
=
'% &
5 05— o .
& = e
& i
0.4- = L T
DR . I
S ..
020 L
...... Fuzzy AND el
= Fuzzy AND a=0.1 T
04|+ Fuzzy OR =
- Fuzzy MOT
0 1 1 1 1 1 1 1
f] 01 G2 03 04 05 0.6 0.7 [(F:3 0.2 1
Recall

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Taxonomy Based Fuzzy Filtering of Search Results 237

Figure 3. Client vs. Server-Sded Filtering Systems
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theresultsof asearch engine, according to themethod described. In server-
sidedfiltering, thetaxonomy may beintheform of awebdirectory.

Inorder to providean exampleapplication, wehavedevel oped aserver-
sidedfiltering systemontheWeb usingthe Computers/Artificial Intelligence
directory of theOpen Directory Project (Dmoz). Wecreated NB classifiersfor
10 topics related to this directory, using about 40 web pages as training
examplesfor eachtopic. Theapplicationisavailablefrom (1SLab). Throughthe
interface, theuser isabletocreatequeriesandrulesinorder toretrieveandfilter
web pages.

CONCLUSION

Inthiswork, wepresent and evaluateaframework that cantakeadvantage
of atopictaxonomy aspart of afilteringlanguage. Fuzzy aggregation of the
estimated topic probabilities proved to exhibit superior performance than
Boolean aggregation. OWA aggregation operatorsimproved fuzzy aggrega-
tioninaninversely proportiona manner to classificationaccuracy. Futurework
includesthestudy of theproposed framework, including automatically learned
OWA aggregationaswell asfurther deployment of theframework ontheWeb.
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Chapter XVI

Generatingand Adjusting
Web Sub-Graph Displays
for Web Navigation

Wei Lai, Swinburne University of Technology, Australia
Maolin Huang, University of Technology, Australia

Kang Zhang, University of Texas at Dallas, USA

ABSTRACT

A graph can be used for web navigation. The whole of cyber space can be
regarded as one huge graph. To explore this huge graph, it iscritical to
find an effective method for tracking a sequence of the graph’s subsets
(web sub-graphs) based on the user’s focus.

This chapter introduces our method for generating and adjusting web
sub-graph displaysin the process of web navigation. Any online web sub-
graph should fit in the display window. To enhance the display, there
should not beany overlap between nodeimagesin theweb sub-graph. Our
system ensures that any online web sub-graph has no overlapping node
images by letting the user, or the system itself, define the visible and
invisible parts of the web graph.
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INTRODUCTION

Most web browsers, such asNetscape and Microsoft Explorer, cannot
providethecontextual overview requiredfor global orientation; instead, they
canonly giveasetof URL lists.

A graph is more suitable for World Wide Web (WWW) navigation.
Nodesinagraph can beused to represent URL s, and edges between nodes
canrepresent linksbetween URL s. Welook at thewholecyberspace of the
WWW as one graph — ahuge and dynamic growing graph. However, itis
impossibletodisplay thishugegraph onthecomputer screen.

Most current researchinterestsinvolve* sitemapping” methods(seeChen
& Koutsofios, 1997; Maarek & Shaul, 1997; Pilgrim& Leung, 1996). Thatis,
they try tofind an effectiveway of constructing astructured geometrical map
for oneweb site (alocal map). Thiscan only guidethe user through avery
l[imited regionof cyberspace, andit doesnot helpusersintheir overall journey
throughthecyberspace.

Huang et al. (1998) proposed an online exploratory visualization ap-
proach, which provides a major departure from traditional site-mapping
methods. It doesnot pre-definethegeometrical structureof aspecificwebsite
(apartof cyberspace); instead, itincrementally cal cul atesand maintainsasmall
visualization of asubset of cyberspaceonline, correspondingtothechangeof
theuser’sfocus. That is, it automatically displays asequence of web sub-
graphswith smooth animationfollowingtheuser’ sorientation. Thisfeature
enablestheuser tologically explorecyberspacewithout requiring thewhole
structure of the cyberspaceto beknown.

However, theHuanget al. (1998) approachusestheFIFO (firstinandfirst
out) ruleto animateweb sub-graphs, which cannot hel pthe user defineaweb
sub-graph. Also, thisapproach cannot ensurethat itsweb sub-graphlayout has
no overlapping nodeimages. Thischapter introduces an approach for web
graphdisplaysthat can overcomethesedrawbacks.

Toaidinweb navigationusing graphs, weshould provideclear web graph
displayssothat theuser caneasily understand therel ationshipsshowninaweb
graph. Thisrequiresthat interactionfacilitiesshould beprovidedtotheuser for
defining and adjusting aweb sub-graph. Automaticweb sub-graph displays,
based ontheuser’ scurrent focus, shouldfitinthedisplay window and should
havenooverlaps.

Two major features of our web graph displays are introduced in this
chapter. Oneisthat theuser caninteract withtheweb graphtoletanode’ ssub-
graphbevisibleor invisible. Theother isthat overlapping nodeimages/sub-
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graphsareautomatically detected and defined asvisibleor invisible, based on
theuser’ sselection.

EXAMPLES OF WEB GRAPH DISPLAYS

Thebest demonstration of our web graph display systemisthrough some
exampl es. Figure 1 showsan onlineweb sub-graph. Our system canensurethat
any online web sub-graph has no overlapping node images and fitsin the
window. Weprovidethreekindsof modesfor theuser’ sintersection.

Inthe LayoutAdjust mode, the user can adjust aweb sub-graph layout.
For example, if theuser clicksanodeintheweb sub-graph, the node’ ssub-
graphischangedfrominvisibletovisible, or fromvisibletoinvisible. Figure2
showstheresultsafter theuser clicksthenodes— Phone, Fax and Teaching
—intheweb sub-graphshowninFigurel. If theuser clicksthesenodesagain,
their sub-graphswouldbecomeinvisible(i.e., they woul d disappear, asshown
inFigurel).Inthisway, theuser can defineanode’ ssub-graphasvisibleor
invisibleby direct manipulation.

When anode’ ssub-graph becomesvisible, our system checkswhether
there will be overlaps between this sub-graph and any part of the current
display. If so, those partsoverlapping the sub-graph automatically become

Figure1l. A Web Sub-Graph Display
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Figure2. Some Sub-Graphs Become Visible After the User’ sInteraction

invisible. For instance, in Figure 3, after the user clicksthenodewith label
Research, the sub-graph of thisnode appearsand the sub-graph of thenode
Teachingautomatically disappears.

A nodeinthewebgraphislinkedtoaURL. For example, thenodewith
label Computer Graphics is linked to the web site of the unit 66333 —

Figure 3. A Sub-Graph Becoming Visible Makes Another One Invisible

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



244  Lai, Huang & Zhang

Figure 4. A Web Page Corresponding to a Node is Shown Up
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Computer Graphics. Theuser can switchintothe ShowPagemodeby clicking
themiddlemousebutton. Our system can support thedisplay of adetailedweb
page correspondingtoanodeinaweb sub-graph (after the ShowPage model
isset up). Figure4 showstheresult of theuser sel ecting thenodewith | abel
Computer Graphicsinthe ShowPage mode.

Thethirdinteraction modeistheNavigation mode, which can besel ected
by clickingtheright mousebutton. Inthismode, theuser can changethefocused
nodeto get another web sub-graph. Supposethat the user’ scurrent focused
nodeisWiley. After theuser clicksthenodeLinks, and thenthenode CNN
under thenodeLink inthenavigation model, we can get theweb sub-graph
corresponding totheuser’ snew current focused node, CNN. Thisweb sub-
graphisshowninthewindow ontheleftin Figure5. A web sub-graph keeps
track of theuser’ snavigation. That s, itincludestwonodes—Wiley andLinks
— forindicatingtheprevioustwo stepsof navigation. Theother nodeslinking
tothenodewithlabel CNN areformedinthisway: our systemanalyzedthe
sourceHTML fileof theCNN web siteand extracted the URL sinthisfileto
formthosenodes. Inthisway, we couldtest whether the system can navigate
fromoneweb siteto another.
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Figure 5. Another Web Site and Its Web Graph
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Theuser canswitchamongthethreeinteractionmodes. For example, after
sel ecting the ShowPagemode, if theuser clicksthenode CNN, theweb page
of CNN appears(seeFigureb). Theuser can also usethe LayoutAdjust mode
by clickingtheleft mousebutton. M orecomplex web sub-graph displaysare
showninFigure6andFigure?.

Our onlineweb sub-graphisformed dynamically, based ontheuser’s
focus. Whentheuser changesthefocus(i.e., heclicksanodeintheNavigation
mode), anew web sub-graphisformed by dropping old nodesand adding new
ones. Thisissimilartodrivingacar: new viewsarriveinthefrontandoldviews
vanishintheback.

SYSTEM ARCHITECTURE
Our system designintegratestechniquesfor graphical user interfaces,
automaticgraphlayouts, distributed computing, I nternet and web program-
ming, computer networks, and communi cations.

Figure 7. Navigating the Web Graph fromthe Node* Dept” to the Nodes
“ Staff” , etc.
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Thearchitecturefor our systemincludestwo major components: aweb
graph user interface component for generating and adj usting web sub-graph
displays, and adial og component for communicating betweenthediagramuser
interfaceandthe WWW.

Thewebgraph user interfacecomponent displaysweb sub-graphs, allows
layout adjustment, supportsweb navigation, etc. Asmentionedintheprevious
section, it providesthreekindsof modesfor theuser’ sinteractionwiththeweb
sub-graph: LayoutAdjust, ShowPage and Navigation.

Thedial og component supportsthe construction of web sub-graphsby
communicatingwithweb sitesover thelnternet. It canquickly searchtheentire
neighborhood of thefocused nodeto form aweb sub-graph.

Thedia ogcomponent hasaweb siteparser andaninformationfilter. The
websiteparser analyzestheHTML fileof theweb site correspondingtothe
focused node and extractsthe hyperlinksembedded intheweb sitetoform
nodesand edgesfor theweb sub-graph. Toreducethe complexity of theweb
graph, theinformation filter removesunnecessary information (edgesand
nodes) generated by theparser; it only retainstheessential part whichtheuser
requires. Then, theweb graph user interface component maintainstheuser’ s
orientationforwebexploration, andit al soreducesthecognitiveeffort required
to recognize the change of views. Thisis done by connecting successive
displaysof thesubset of theweb graph and by smoothly swapping thedisplays
viaanimation.

Thischapter focusesonintroducing layout techniquesfor theweb graph
user interfacecomponent.

AUTOMATIC GRAPH LAYOUT TECHNIQUES

Thissectionintroducestheautomatic graph layout techniquesusedinour
systemto ensurethat aweb graphlayout fitsinthedisplay window and hasno
overlaps.

Themost difficult editingfunctionfor aweb graphislayout—assigninga
positionfor each nodeand acurvefor each edge. Theassignment must make
theresulting pictureeasy to understand and easy toremember. A good layout
canbelikeapicture— worthathousand words; apoor layout can confuseor
misleadtheuser. Thisproblemiscalledthegraph drawing problem— how to
automatically createanicelayout. Automaticlayout canfreetheuser fromthe
time-consuming and detail-intensivechoreof generating areadablediagram.
However, most existing systemsthat incorporate diagrams, such asCASE
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tools, do not support automatic layout; thelayout decisionsinthese systems
havetobemadeby theuser, usingthemouseandthescreentoreplacepenand
paper.

Most classical graphdrawing algorithms(Battistaet al ., 1998) produce
aesthetically pleasing abstract graphlayouts. Theseal gorithmscanbeapplied
todraw practical graphsaslong asthesizeof nodestakevery littlespace. This
is because such algorithmswere often designed for abstract graphswhere
nodestakeup littleor no space.

However, in applications, theimages of nodesarecircles, boxes, dia-
mondsand similar shapes; they may containaconsi derableamount of text and
graphics. Insomesystems(seeEades& Lai, 1991; Harel, 1988; Lal & Eades,
1995; Purchase, 1998), nodesare used to represent sub-graphsand may be
quiteunpredictableinsizeand shape. Applying such algorithmsto practical
graphs may result in overlapping nodes and/or edge-node intersections.
Algorithmswhichexemplify thisproblem can befoundin Eades(1984) and
Kamadaand Kawai (1989). They generate symmetric and well spread out
diagramswhich havegreat potential for useinthevisualization of network
structures. However, nodesof nontrivial sizeinadiagram produced by these
algorithmstendtooverlap.

Weareinterestedintheproblem of how todisplay diagrams,i.e., how to
lay out practical graphsinapplications. Theterm abstract graphlayout refers
tolayout techniquesfor abstract graphswherenodesarenegligibleinsize. The
termpractical graphlayout referstolayout techniquesfor practical graphs
wherenodesvary in shapeand size.

Our approach isto make use of existing classical graph drawing algo-
rithms, i.e.,toapply aclassical graphdrawingalgorithmtoapractical graph.
Then, we need to devel op some post-processes to avoid overlaps of node
imagesand edge-nodeintersectionsby rearrangingthegraphlayout (seeEades
& Lai,1991; Lai & Eades, 2002). Thetechniquesfor adjusting agraphlayout
should preservethe mental map of theoriginal graph (seeEadesetal ., 1991,
Misueetal., 1995).

Thecritical part of our approachistoremoveoverlapping nodes. Weuse
thetechniquesfor removing overlapsof nodeimagesand edge-nodeintersec-
tions(seeEades& Lai, 1991; Lai & Eades, 2002). Wehaveexperimentedwith
thesetechniquesusing many setsof overlapping nodesand havefoundthat it
is quite effective. An example is shown. Figure 8 shows a graph layout
generated by anabstract graphlayout algorithm (the* spring” agorithm (Eades,
1984)). Figure9showstheresult of replacing thenodeswithrectangles, which
givesusnot only theoverlapping nodesbut al sothe edge-nodeintersections.
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Figure 8. An Abstract Graph Layout

Figure10istheresult of applyingthe*“force-scan” algorithm (Lai & Eades,
2002) for removing overlapsof nodeimagesand edge-nodeintersections.
Althoughthesetechniquescan makenodesin adiagramdisjoint and as
compact aspossi bl e, they cannot guaranteethat thesizeof adiagramfitsinthe
display window. So, we must al so solvethisproblem. Tothisaim, our layout
adjustmentincludesthefollowingthreeparts:

Figure9. A Practical Graph

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



250 Lai, Huang & Zhang

Figure 10. Layout Adjustment

(1) Usethetechniques(Lai & Eades, 2002) toremoveoverlapping nodesand
edge-nodeintersections.

(2) Ifthesizeof thediagramexceedstheviewingarea, findtheminimumsize
diagramby changing thesub-graphlayout.

(3) Ifthediagramstill exceedstheviewingarea, let somesub-graphsbecome
invisible(intheorder of thosewhich overlaptheuser’ scurrently selected
sub-graph).

Weused Javaasthemagj or softwaredevel opment tool for theimplemen-
tation of our system. A prototypeof theweb graph user interfacefor WWW
navigation hasbeen devel oped.

CONCLUSION AND FUTURE WORK

This chapter introduces a new web graph display system. The major
featureof thesystemisthat it providesvisible subsetsof theweb graph for
WWW navigation. Our web sub-graph display techniquecreatesan automatic
layout that does not exceed the viewing areaand which hasno overlapping
nodes.

Recent feedback from usersisthat they would liketo combineour web
graph interface with a current web browser (such as Netscape) for web
navigation. It seemsthat they do not liketo usetheweb graphinterfacealone
for navigation.
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Wewill continuetoinvestigatelayout techniquesthat will enhancethe
potential usability of thesystem. Purchase (1998) has presented amethod for
testing presentation and usability of graph layouts. We can adopt thismethod
toevaluatetheperformanceof our web graphlayout.

We need to conduct usability studies of end-usersto see whether they
prefer thiskind of interfacefor WWW navigation over moretraditional styles.
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Chapter XVII

An Algorithm of Pattern
Match Being Fit for Mining
Association Rules

Hong Shi, Taiyuan Heavy Machinery Institute, China

Ji-Fu Zhang, Beijing Institute of Technology, China

ABSTRACT

There are frequent occurrences of pattern match involved in the process
of counting the support count of candidates, which is one of the main
factors influencing the efficiency of mining for association rules. In this
chapter, an efficient algorithm for pattern match being fit for mining
associationrulesispresented by analyzing itscharacters, and it hasbeen
proved correctly and efficiently.

PRODUCTION

Association rulesare one of the knowledge modelsin datamining. R.
Agrawal devel opedtheconcept of associationrules, whichimpliestherel ation-
shipsamong aset of objectsof transaction dataset DB. Efficiency isthekey
tominingalgorithms, owingtothefrequent amountsof dataincludedinDB. At
present, themost effectiveal gorithm of mining associationrulesisApriori
algorithm, presented by Agrawal and Srikant (1994).
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Mining associationrulesmay requireiterativescanning of frequent trans-
action datasetsand matching with candidatesto count the support. Owingto
thefrequent datasets, theprocessof matchisthemainfactorinefficiency. To
resol vethequestion, wepresent ahighly efficient patternmatchagorithmbeing
fitfor mining association rulesduring exploiting, and weresearchtheMarket
Basket DataAnalysisSystem Based on Mining A ssociationsRul esby analyz-
ing someof thecharacteristicsof pattern matchincludedinmining association
rules.

ASSOCIATION RULES DESCRIPTION

Givenatransactiondatabase DB, I={I,I,,,...,I }isasetof itemsetswith
mdifferent itemsetsin DB. Eachtransaction T in DB isaset of items(i.e.,
itemsets),soTcl.

Definition 1. Itemset PisdefinedasA,NA,N...NA Al (i=12,...,k),and
Pcontainingkitemsiscalled k-itemset.

Definition 2: Thesupport of itemset Pisdefined as 6(P/DB)=the support
account containing PinDB/thetotd transactionamountinDB=|A/DB|/|DB|.

Definition 3: If A and B aretwoitemsets, and AN B=®, then the confidence
of associationruleA=BinDBisdefinedasy(A=B/DB)=c(AnB/DB)/
o(A/DB).

Definition 4: Let the minimum support be o . Then the set of k frequent
itemsetsand the set of knon-frequent itemsetsaredefined separately as.

L={ANAN..NA, |Ael(i=12,...K),6(A,NAN...NA, IDB)>G, . }
L={ANAN...AA |Acl(i=12,...K),6(ANAN...NA IDB)<G_}

Tomineefficaciousassociationrulesin DB, minimumsupportc, . and
minimumconfidencey . mustfirstbedefined. Miningassociationrulesfindall
of theassociationrulessatisfyingo(ANB/DB) =6, . andy(A=B/DB)>vy .
inDB. Owingtothefact that theresult of w( A=B /DB) canbegottenfrom
thevalueof 6(AnB/DB) and (A /DB), thekey tomining associationrule
A=Bistogeneratetheset of kfrequentitemsets. Therefore, the substantive
study at present focuses on generating the set of k frequent itemsets (see
Agrawal & Srikant, 1994; Fengetal., 1998; Zhanget al ., 2000), whichisthe
key toheighteningtheminingefficiency. Wea sofocuson patternmatch, which
is the key to generating k frequent itemsets. The corresponding Apriori
algorithmisasfollows:
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(1) C={candidatel-itemsets}
(@ L,={ceCc.count>c, . }
(3) For (k=2; L, ;# @; k++)
(4) C=apriori-gen(L, ,)

(5) Count_support(C,)

(6) L, ={ceCl|c.counte=c_, }
(7) Resultset=UL,

(8) Next

Here, C, iscandidatek-itemsets, L, isk-itemsets, Count_support(C,) is
to count the support count of candidate k-itemsets, C,, apriori-gen(L, ,) isto
generate C,, whichincludestwosteps. First, joinL, intok-itemsets. Thisis
calledthejoinstep:

insertintoC,

select PA,PA,,...,PA Q. A

fromL, ,PinnerjoinL, ,Q

where PA=QA,PA=QA,...,.PA =QA ,PA _<QA, ,

Then, deleteany (k-1)-subitemsetsof C, whichnot beincludedinL ,.
Thisiscalledtheprunestep:

Forall itemsetsce C,
For all k-1_subitemsetssof ¢
If (szL,,), then
Delete c from C,
and get the candidate k-itemsets C, .

During themining of associationrules, pattern match mainly occursin
Count_support(C,), whichistheaccount of the support count of candidate
k-itemsets. The resulting account is a match between the k-itemsets con-
structed by all thekitems, compounded by each transactionintransaction data
set and the set of candidate k-itemsets C, (k=1,2,...). From the above, we
know the pattern match of mining associationrulesisthematch between any
k-itemsetsfrom each transaction of transaction dataset whoseitemnumber is
not lessthan k and any oneitemset inthe set of candidate k-itemsets.
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PATTERN MATCH ANALYSIS

WhileexploitingandresearchingtheMarket Basket DataAnalysisSystem
Based onMining AssociationsRul es, weanal yzed the pattern matchincluded
inmining associationrules. Wediscovered somecharacteristicsof thetransac-
tion dataset and the set of candidates:

(1) Recording the item number and index can reduce the comparison
time and enhancethe efficiency of pattern match. Sort all theitems of
eachtransactioninthetransaction dataset al phabetically. When prepro-
cessing thetransaction dataset, do the sort, record theitem number of
eachtransactionand setit asanindex. Then, chooseasuitablea gorithm
togeneratethek-itemsets. Weget al phabetized k-itemsetswhich match.

(2) Theitemsetsin the set of candidates can be alphabetized, not only in
row, but alsoinacolumn. Theset of candidatek-itemsetsgenerated by
thejoinand prunesteps, based ontheset of candidate (k-1)-itemsetsand
C, isalphabetical. Then, throughthe SQL languageasfollows, wecan get
the al phabetic set of candidatek-itemsetsinarow andinacolumn:

INSERT INTO C,

SELECT TOP 100 PERCENT dbo.p.col , dbo.p.cal,,..., dbo.p.cal, ,,
g.col, , AScol,

FROM dbo.l, , pINNER JOIN dbo.l, , q

ON dbo.p.col,=g.col, AND dbo.p.col.=g.col, AND ... AND dbo.p.col,_
.<g.col, ,

ORDERBY P.col , P.col,,...,P.cal,,,Q.col, ,

Wecan deal withthe pattern match by theal phabetic characteristic.
For two al phabeticlinear objects, we canfind themost efficient lookup
algorithmtorealizematch easily. Then, we should look for asuitable
algorithmtotransformtheal phabetic pre-match object intoana phabetic
linear object. Thesimplest transformation methodi sto set theitem number
asweight and add up k-itemsetswith wei ght asthe object of match.
(3) Theitemnumber of thelongest itemset in atransaction data set isfar
lessthanthetotal itemnumber |I|, and thetransactionshaving longer
itemsets take up only a small part of the total transactions. When
researchingthemarket dataset, which has 15,169 piecesof merchandise
dividedinto 228 kindsof ware, we processed the mining based on 228
items, thatis|l|=228. Wediscovered that theitem number of thelongest
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transaction in the transaction data set is 33; 0.098 percent of the
transactionshaveanitem number larger than 20; 0.62 percent havean
itemnumber larger than 15; and 3.9 percent haveanitem number larger
than 10.

(4) The matching data object is larger, and the matching success ratio
islower. Whenthek-itemsetsnumber of each transactioninthetransac-
tiondatasetislarger, or whenthetransactionitemnumberislarger, the
itemset number of the set of candidatesislarger. Then, the matching
success ratio islower. Owing to match being a process of lookup in
nature, wecan chooseanalgorithmwhichfitsthematch characteristic. In
thischapter, that al gorithmishbisearch, which hasan averagecomparison
timeof log,n(nisthelengthof theobject) and, therefore, canimprovethe
efficiency.

(5) Thematch proceeded between two al phabetical objefound that thek-
itemsetsnumber of each transactioninthetransaction dataset, whenk
went from 1 to some scale, was alwayslessthan, or far lessthan, the
itemsetsnumber of theset of candidates. But abovethescal e, thek-itemsets
number of each transactioninthetransaction dataset wasmorethanthe
itemsetsnumber of candidates. Theresultsshow determinedataobject
should beappliedto match the other onebetween thetransaction dataset
andtheset of candidates. But what’ sthedetermining principlecy.

L et theaveragetransaction number of transactionitemsetsintransaction
dataset DB beh. Then, theaveragek-itemsetsnumber in eachtransactionis
C¥, And, let there be mk-itemsetsin candidate k-itemsets set C, . Using the
bisearch method, if wetakeeach candidatein candidatek-itemsetsset C, to
match the CX -itemsetsof eachtransactioninthetransaction dataset, thenthe
total comparisontimeismlog,C¥; conversely, if wetakethe CX k-itemsetsof
each transaction in the transaction data set to match each candidate in
candidate k-itemsets set C,, thetotal comparetimeis C*log,m. Which one
measure we should take is decided by the big and small of mlog,C* and
Ctlog,m.

Then comparethebigand small of mlog,CX and Cklog,m.

[—InXx
x?In2°

log 2x
Letx<y, h(x) == thenh'(x)=
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When x>e(const), then In>1, h'(x)<0, function h(x) isamonotone de-

lo
log 2x S g2y

creasefunction, and then istenable. That is, when e<x<y,

xlog,y<ylogx.

Tothepatternmatch of miningfor associationrules, thereisCk>h>eand
misapositiveinteger.

Whenm>e, if CX <m, then Clog,m<mlog,C, and wechoosetotakethe
C¥ k-itemsets of each transaction in the transaction data set to match each
candidatein candidatek-itemsetsset C, , which hasahigher efficiency. Onthe
contrary, if CX>m, then C*log,m>mlog,C¥, and we choose to take each
candidatein candidatek-itemsetsset C, to matchthe C¥ k-itemsetsof each
transactioninthetransaction dataset, which hasthehigher efficiency.

Whenm=2, then C*>2log,C*; and whenm=1, the questionischanged
intothematch between onesingledataand an array of data. Therefore, when
m<e, take each itemset in candidate k-itemsets set C,_to match the CX k-
itemsetsof each transactioninthetransaction dataset.

Fromtheabove, when Ck<m, takek-itemsetsof each transactioninthe
transaction dataset to match the candidatesset. Contrarily, when CX >m, take
the candidate k-itemsets set to match k-itemsets of each transactioninthe
transaction dataset.

Wecan summarizetheflow of the pattern match beingfit for association
rulesasfollows, throughthepreview analysis:

If k-itemsets of each transaction in the transaction data set match the
candidate k-itemsets set, we should dispose of each k-itemsets of the
candidate k-itemsets set by adding up their weights and putting theminto
alinear array to wait for match. Then, deal with current k-itemsets of the
current transactionin thetransaction data set by adding up the weight for
each match, which is a match between a single data and an array, then
choose, and then dispose and match the next k-itemsets of transaction.
That method can be an effective use of the al phabetic characteristic of the
transaction data set to makeit mor e efficient. We can usea similar method
when taking the candidate k-itemsets set to match k-itemsets of each
transaction in the transaction data set.
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DESCRIPTION OF PATTERN
MATCH ALGORITHM

Followingtheanalysis, weexperimented and found that thefunction of
realizingthepattern match M SPPisasfollows. ThisM SPPisusedto makethe
k-itemsets of transaction in thetransaction data set match the candidate k-
itemsetsset.

FunctionM SPP:

(1) mspp(dgjy, ceng, maxceng, valu, star) //dgjy: anarray conservingall the
itemsof thecurrent transactioninthetransaction dataset

(2) Fori=star Tojygs- maxceng + ceng //jygs. theitem number of the
currenttransaction

3 If ceng=maxceng Then

4 eff dgjy,valu // Thetransfer of function bisearch

(5) Exit Sub

(6) s

(7 mspp dgjy, ceng + 1, maxceng, valu* maxsp + bb(i +1),i +1
(8) EndIf

(99 Nexti

(10) End Sub

Thetransfer of function M SPPinmainfunction:
(1) Fori=1Tojygs-k+1
(2)  mspp?yj, 1,k jyj(i),1?
(3) Nextl

ALGORITHM ANALYSIS

Important pointanalysis Theimportant pointinthealgorithmishowtotake
outthek itemsof each transactionitemsetinanorderly fashion. Let theitem
number of thecurrent transaction ben(n>k). Through combinatorics, weknow

n!
that theformulafor takingk itemsout of nisC*= m .Owingtok not

being certain, the method should berealized by recursion, which has been
reflectedintheabovefunctionM SPP. If thefunctioniscorrect, theformul afor
takingkitemsout of nby thefunctionshouldalsobeC¥ . Theproof isasfol lows:
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Proof: Letg(n,k) bethenumber of kitemstakenfromnby thefunction M SPP,
then:

(1) g(n,1):Owingtojygs=n,k=1,theng(n,1)=n=C"

n(n-1)
2 -G

(2) g(n,2): Owingtojygs=n, k=2,theng(n, 2)=

(3) 9(n,k):Useinduction
Leti=k-1,g(n, k-1)=C* istenable, then provethat wheni=k, g (n, k)=
Ck istenablealso.
* The knowledge of combinatoricsg (n, k) =g (n-1,k-1)+g (n-1,Kk) is

tenable
« Ck=CH +Ck istenable
. n! (n=1! (n-!
Thatis, [Tk = (n—Kk)I(k—1)! ~ (n—k—1)1k! 'stenable
(n=1! (n=-1)! K(n-D+(n-D!'(n—Kk) n!
And T ionk—1)! T (n—k—1ytki k!(n—k) = k!i(n—k)
= Ckn

» Thesuppositioniscorrect; thepropositionisproved.

Efficiency Analysis

L et therebemrowsinthecandidatek-itemsets, and takethek-itemsets
of transactioninthetransaction dataset to match the candidatek-itemsetsset.

When using the ordinary pattern match method, we must also use the
sequential lookup method owing to having not onetimescomparewiththe
candidatek-itemsetsset. Thesequential |ookup method'saveragecomparison
timeis(m+1)/2, and theexpenseof thecomparison between thek-itemsetsof
transaction in the transaction data set and the candidate k-itemsets set is
k(m+1)/2.

When using this pattern match method, the match objectsfall into an
a phabeticlinear array after being disposed because of their own al phabetiza-
tion. Thebisearch methodischosenbecauseof thecharacteristicsof al phabet-
izationandlinearity. Itsexpenseislog,m.

Theexpensecan beknown clearly fromtheabove comparison.
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CONCLUSION

Oneof thekeystodataminingisefficiency, whichisinfluenced mainly by
theefficiency of pattern match. Toward that point, anefficient algorithmfor
pattern match being fit for mining association rules was presented in this
chapter. It wasapproached through the al phabeti zati on of the match objects,
and used afast|ookup a gorithmto advancetheefficiency of match. Somekey
guestionswereanalyzed and proved clearly inthechapter.
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Chapter XV111

Networ king E-L earning
Hosts Using M obile Agents

Jon T.S. Quah, Nanyang Technological University, Singapore
Y.M. Chen, Nanyang Technological University, Singapore

Winnie C.H. Leow, Singapore Polytechnic, Singapore

ABSTRACT

Withtherapid evolution of thelnter net, infor mation overloadisbecoming
a common phenomenon. Itisnecessary to haveatool to help usersextract
useful information. Asimilar problemisfaced by e-learning applications.
At present, commercialized e-learning systems lack the information
search tools needed to help users search for course information, and few
of them have explored the power of mobile agent. Mobile agent is a
suitable tool, particularly for Internet information retrieval.
Thischapter presentsa mobileagent-based e-lear ning tool which can help
the e-learning user search for course materials on the Web. A prototype
systemof cluster-nodeshasbeenimplemented, and experiment resultsare
presented.
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INTRODUCTION

Increasingly, our society isbeing reshaped by the Internet. In the past
decades, thel nternet evolved sorapidly that it madetheinformationtechnol ogy
industry grow extremely fast. I nternet-based applications, such ase-com-
merce, e-payment, e-billing, e-learning, etc., havehad atremendousinfluence
onsociety. Amongthem, e-learningisoneof thekiller applications.

Currently, thetraditional education systemfaceschallengesarisingfrom
the development of a knowledge-based economy. As school enrollment
increaseswith population growth, thelevel of educationrequiredfor thenew
economy also increases, and the cost of higher education escalates. Inthe
workforcetraining market, on the other hand, astheinformation economy
devel ops, thedemandfor skilled workersincreases; asthetechnol ogy keeps
changing, theworkforceneedscontinuoustrainingto maintainitsproductivity
level. Hence, both formal school-based educati on and continuousworkforce
training have becomeabigbusiness, andit will beevenbigger inthefuture
(Kerrey & Isakson, 2000). A moresophisticated education model isrequired
tomeet thischallenge, and e-learning cameinto being.

Compared to traditional classroom teaching, e-learning providesone
major advantage: it makes access to information much easier and more
convenient. Hence, it makeslearning— of al kinds, at al levels, any time, any
place, any pace— apractical reality (Kolar, 2001). E-learning also provides
atremendouscost savingsfor bothinstructorsandlearners. Thelearningmodel
isshiftedfrominstructor-centeredtolearner-centered, whichfocusesprimarily
ontheneedsof learners. Updating onlinematerial isalsomucheasier. Many e-
learning systemscan devel op personalized and interactive applicationsthat
allow usersto customizetheir individual e-learningmodelsandtolearnat their
own pace. It can truly engage the user in atype of learning that involves
simulation of real world eventsand sophisticated collaboration with other
learnersandinstructors(Quah & Chen, 2002).

PARADIGMS FOR E-LEARNING SYSTEMS

Mobile Agent Paradigm

Theserver-client paradigmispopular incurrent e-learning applications.
M obileagentisanemerging technology. Becauseit makesthedesign, imple-
mentation, and maintenanceof adistributed systemmucheasier, itisattracting
agreat deal of interest from both industry and academia. In particular, the
mobileagent paradigm hasal ready been used to design applicationsranging

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



264 Quah, Chen & Leow

Figure 1. Mobile Agent Paradigm

Host A |efees

fromdistributedinformationretrieval to network management. Figure1 shows
atypical system based onamobileagent paradigm.

A mobileagentisanautonomous, intelligent programthat canmigratefrom
machi neto machineinheterogeneousnetworks, searchingfor andinteracting
withservicesontheuser’ sbehalf. Typically, agentsareautonomous, adaptive,
goal-oriented, collaborative, flexible, active, proactive, etc. (Smith& Paranjape,
2000). Themobileagent paradigmisusedindistributed computing because
improvestheperformanceof theconventional client-server paradigm.

Under mobileagent paradigm, any host inthenetwork isallowed ahigh
degreeof flexibility to possessany mixtureof servicecode, resourcesand CPU
time. Itsprocessing capabilitiescan becombined withlocal resources. The
servicecodeisnot tiedtoasinglehost, but rather isavailablethroughout the
network (Gray & Kotz, 2001).

Information Push and Pull Based on M obile Agent

With the above features, the mobile agent paradigm is suitable for
distributedinformationretrieval and e-commerceapplications.

Therapidevolutionof Internet-based servicescausesinformation over-
load ontheWeb. It hasbeen estimated that theamount of information stored
on the Internet doubles every 18 months, and the number of home pages
doublesevery six monthsor less(Yangetal., 1998). Therefore, it becomes
difficultfor theuser tolocaterequiredinformation or servicesonthelnternet
fromthehugeamount of information.

Information Push and Pull technology makeseasier thedelivery of infor-
mation from service providersto users. Push technology isthe process of
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Figure 2. Faded Information Field
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serviceprovisionby aprovider inanticipation of itsuse; Pull technology isthe
processof searchinginformationinthenetwork.

Ahmad and Mori (2000), from the Tokyo Institute of Technology,
proposed Faded I nformation Field (FIF) architecture. Itisbased on mobile
agent technol ogy to copewithfast-changinginformation sourcesandtoreduce
theinformation accesstimeof theuser.

InFIF, each component, such asuser, provider, and node, isconsidered
anautonomousentity. Theinformationisdistributed onthesenodes, andthe
amount of information decreasesaway fromtheserviceprovider, asshownin
Figure2. Thenodesnear the Service Center wereall ocated al arger volumeof
information, and thosefarther from central nodeswere allocated asmaller
volumeof information.

InFIF, serviceprovidersgenerate push mobileagentsto pushinformation
in the neighboring nodes in faded patterns. These agents negotiate with
nei ghboring nodesand all ocatei nformation according to situation andimpor-
tancelevel. Important informationisstored onahigher number of nodes, and
lessimportantinformationisstoredinalower number of nodes. Theuser looks
forinformationwith pull agents. Thepull agentsnavigatethroughthedistributed
nodesin FIFautonomously tolocate appropriateinformation.

Thealgorithmfor thedesign of autonomousinformationfading takesinto
considerationthepopularity, sizeandlifetimeof theinformation. A parameter
accesseffort Eg(i) isdefinedtoassignafadinglevel toeachinformationas:

. N;In(d, +1)
0=+ M
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whereN,, d, and S denote, respectively, the number of timesaccessed, the
lifetime, andthes zeof theinformationunit. Theinformationhaving highaccess
effortisassigned highpriority andisstored onall nodes.

Throughthecooperation of Pushagentsand Pull agentsintheFI F, thetime
ittakestheuser to accessneeded informationisreduced. Sincetheuser does
not needtoreachtheserviceprovider, hecan get therequiredinformation at
thenodeswhichareclosetohim. Theserviceprovider canavoidthecongestion
of theaccess, andthelevel of reliability isimproved.

Keyword Search and Text Mining

Theoperation of asimple search engineisbased onthreemain compo-
nents: input of information, indexinginformationandstoringitinadatabase, and
retrieval of information.

Generaly speaking, informationretrieval fromthelnternetisdoneby using
keyword matching, whichrequiresuser-entered keywords(or their synonyms)
to be matched with the indexed keywords. In some cases, the information
sourcemay not matchthekeywordsexactly. Eventhoughthemeaning matches,
keyword matchingwill not retrievetheparticular informationfile.

Takagi and Tgjima(2001), fromMeiji University, proposed amethodto
expand query context dependently using conceptual fuzzy sets. A fuzzy setis
defined by enumerating itselementsand the degree of membership of each
element. Itisusedtoretrieveinformation not only including thekeyword, but
alsoincluding elementswhichbelongtothesamefuzzy setsasthekeywords.
Keyword expansion should al so consider context. Thesameword may have
different meaningsinvariouscontexts.

A search engineusing conceptual matchinginstead of keyword matching
can effectively retrieve datarelating to input keywords when there are no
matcheswith such keywords. First, the search engineindexesthe collected
web pages, extractsnounsand adjectives, countsthefrequency of eachword,
and storesthemintothelexicon. Whenretrievinginformation, theuser input
keywordsarecollected and, using conceptual fuzzy sets, themeaningsof the
keywordsarerepresentedin other expanded words. Theactivation val ue of
eachwordisstoredintothelexicon, then matchingisexecuted for eachweb
page. Thesumisused asamatching degreeinthefinal evaluationsof al words
in each web page, and the matched web pages are sorted according to the
matching degree. Thoseweb pageswithamatching degreeexceedingacertain
threshold aredisplayedtotheuser.
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ADVANTAGES AND DISADVANTAGES OF
USING MOBILE AGENT APPROACH

Comparing thesethreedistributed paradigms— server-client, codeon
demand, and mobileagent — it can be seen that mobileagent exhibitsgreater
flexibility. Furthermore, mobileagent possessesthefollowing advantages:

(1) Mobileagent moves computation code to data, and the intermediate
resultspassingarereduced. Thenetwork bandwidth consumptionisreduced.

(2) Theagentsdo not requireacontinuousconnection between machines
(Huhns& Singh, 1997). Theclient candispatch anagent intothenetwork
when the network connection is healthy, then it can go offline. The
network connection needsto bereestablished later only whentheresult
was returned by agents from remote host. Hence, it provides a more
reliable performance when the network connection isintermittent or
unreliable(Palsetal., 2000).

(3) Agentoperatesasynchronously and autonomously, andtheuser doesn’t
need tomonitor theagent asit roamsinthelnternet. Thissavestimefor
theuser, reducescommunication costs, and decentralizesnetwork structure.

(4) Withadaptivelearning and automation added to agents, theagent can be
tooledwith Al forinformationretrieval andfiltering.

Themain problemwithmobileagentissecurity (see Ghanea& Gifford,
2001), whichisstill anareaof research onitsown. Inan agent systemwitha
low level of security, themobileagent may harmthehost or thehost may harm
themobileagent.

Withtheabove properties, the softwarelanguageto construct amobile
agent system should be object-oriented and platform independent, with
communication capability and implement code security (James, 1996). At
present, thelanguagesbei ng used for mobileagentincludeJava, Telescript, and
Tcl. IBM Agletwith Javaisapopular tool, andwesel ected it asthe platform
for thisproject.

E-LEARNING SYSTEMS

Existing Approaches

Someexisting e-learning systems(someareuniversity-based, othersare
not) havebeen studied and compared. M ost of the systemswere constructed
based on server-client paradigms, and few provide search and user tracking
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functions. A few systemsonly providecoursecatal ogsfor theuser to search.
Currently, noneof the systemsuses mobileagent technol ogy.

Mobile Agent Approaches

Itisrecommended to add amobile agent-based search tool betweenthe
user andthee-learning system. Thise-learningtool will helptheuser searchfor
hispreferred courseswith someformsof Al and, at thesametime, track the
user’ sprogressstatuscontinuously andreport thisinformationtothee-learning
server. Thisinformation hel pstheonlineinstructorsknow theprogressof each
learner and hisstatusinthecourse, andthen guidethelearnersdifferently. At
thesametime, thee-learning system administrator canal so collect user status
informationfor statistical purposes.

Through the e-learning tool, the learner and instructor are given an
environmenttointeract with each other moreeasily and conveniently. A learner
can decide whether to allow other learners to know his progress status
information. When thelearners' progress statusisavailableamong peers,
competitionand cooperationamonglearnersarepromoted. Themoreinterac-
tive the e-learning system, the more effective e-learning will be (Cupp &
Danchak, 2001). Inthefollowing section, themethod for implementingthee-
learningtool will bediscussed.

Construct E-Learning System Based on Mobile Agent

Paradigm

Weproposeanew systemarchitecture, based on mobileagent, toimprove
theperformanceof current systems. Inour proposed system, acertainmobile
agent-based software was pre-installed in the university centers and was
connected, through Agent Transfer Protocol (ATP) inthelnternet, toforma
hugeand powerful e-learning system. Theclientisanetworked PC connected
totheInternet, enabling it to connect to the Agent Server Center (ASC) to
guery theuniversitieson behalf of theuser. The ASCwill then createamobile
agent, anditwill roamtotheuniversity serversto hunt for required data. Each
university center may offer some coursesto users. Usersmay accessthee-
|earning systemthrough any web browser viathelnternet.

All the university centers can be considered as different nodesin the
network, and thecoursesareinformationdistributedinto thesedifferent nodes.
Wecan construct aFaded I nformation Field (FIF) toimplement theinformation
pushand pull technology, asdiscussed earlier, toimproveusers accesstime
toinformation, withahigher reliability.
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TheFIFsystem consistsof logically connected nodes. I nformation provid-
ersand userscorrespond to these nodes, and information allocated to these
nodesdecreasesinamountsaway fromtheinformation center. That meansthe
nodesadjacent toinformation center contain moreinformation; farther nodes
containless.

Theusers’ demandfor thesub coursematerialschangesdynamically over
time. FIF providesanautonomousnavigation mechanismby university centers
through mobile agentsto satisfy users’ heterogeneous requirements. The
university centersgenerate push mobile agents, and these agentscarry out
information fading by negotiating with the other neighboring nodesinthe
network. Whenthepush agentsperformtheinformationfading, it needstotake
intoaccount thepopularity, sizeandlifetimeof theinformation, andthenassign
apriority level toeachinformation. Theinformationwithhigher priority isstored
onmorenodes, andlow priority informationisstoredinfewer nodes.

All the nodes around the university centers are ranked according to
distance. The nodes with lower traffic costs are ranked near to university
center, and those with higher traffic costs ranked farther away from the
university center. Theinformation push agentsperformtheir task at acertain
network off-peak timeto avoid network congestion.

Through the mobile agent-based architecture and Faded Information
Field, thenetwork structureisdecentralized, andit can beeasily extended to
alarger scale by adding more university centers. The course materialsare
usually stored on more than one server so that the users can get the course
material sfromthenearest node, which savesinformation accesstime. When
somenodesinthenetworksaredown, userscan still get coursematerialsfrom
other nodes; therefore, thereliability isincreased. Thesystemisrobust and
fault-tolerant.

Mobile Agent-Based Searching

Keyword searching/text mining, inwhich, theserver collectstheindex of
all thestoredinformation, iscommonly used by current searchengines. When
auser wantstoretrieveinformationfromtheserver, heisrequiredtoenter a
keywordto query theserver database. Theserver thensearchesall theindices
that matchthekeyword entered by user and retrievestheinformation accord-
ingly (Martin& Eklund, 2000) [e.g., Electronic Campus (Southern Regional
EducationBoard, 2002)].

Inthisinformationretrieval mechanism, two problemsmay occur. Firstly,
thismechani smisbased ontheassumptionthat user hasagood understanding
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about theserver-storedinformation and can expresswhat hewantstoretrieve
intermsof correct and accurate keywords. If the query keyword ispoorly
structured, or if sometyping error exists, thesearchwill not work asthe user
expected; it may even return nothing. In order to overcomethisproblem, a
thesaurusfunctionisusedto expandthesearch keys.

Secondly, if thequery causesplenty of informationto bereturnedto user
attheclientsite, most likely not all theinformationiswhat theuser wants. The
user needsto browsethroughtheretrievedinformationand discard that which
isnotimportant. Thiscausesawasteof network bandwidthand user time. To
assist theuser, thesystem providesawei ghted keywordsfunctionto gaugethe
importanceof each pieceof retrievedinformation.

Addingartificia intelligencetothekeyword searchwill improvethesearch
guality. Oneapproachisto do aparsing ontheuser-entered keywords (K atz
& Yuret, 1999). Thisprocesswill generatesevera synonymsequivaenttothe
original keywords. When the query donewith theoriginal keywordsisnot
satisfactory, thequery based onitssynonymswill beperformedtoreturnmore
information. Figure 3illustratesthe processof user query expansion.

OneAl approachfor e-learning course searchesisto build web agents
(Karjoth& Lange, 1997). Theweb agentswill searchfor informationonbehal f
of theuser, according to hispreferences. Such preferencesarestoredinauser
profiledatabase (Baek & Park, 1999). It hasalearning functionandcanlearn
theuser’ slikesand dislikeswhen the user searchesthe web with keyword
searching.

Initialy, theuser entersthekeywordsand searchestheWeb. Themonitor
agentwill savethekeywordsentered by theuser, andthenthesearchagent will
start toroam theWeb, searchingfor information (Cabri et al ., 2000). Asthe
search agent finds information, at remote sites, which matches the user’s
requirements, itwill carry theinformation back totheuser.

Figure 3. Thesaurus Module
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Attheuser site, theextraction agentswill extract thekeywordsfromthe
retrievedweb documents. Thekeyword extractionincludestwo methods. One
isbased onthefrequency of aword or phraseinaweb document; theotheris
based onthefrequency of aword or phraseindifferent web documents. The
occurring frequency isthen computed and weighted. If it exceedsathreshold
value, theword can betreated asakeyword. It canthenbesavedintotheuser
profiledatabasetogether with theuser-entered keywords. Whentheuser reads
through theretrieved web documents, some documents may not bewhat he
wants. So, they are simply discarded by the user. The monitor agent will
monitor thisand add anegative preferencewith aweighting totheextracted
keywords. For thecorrectly retrieved web documents, apositivepreference
weightingisadded.

The next time the user does a keyword search, and enters similar
keywordsastheprevioussession, theuser preferencedatabasewill, first, find
all thekeywordsstoredwith positiveand negativeweightings. Then, itwill list
those words and allow the user to pick the keyword he wants. The search
priority isbased onthewei ghting. Positivewei ghtingindicateshigher priority,
and negativeweightingindicateslow priority. Sincethenegativeweighting
exceedsacertainthreshold val ue, theweb documents contai ning such key-
wordswill not beretrievedinfuturesessions.

Themonitor agent, search agent, and user preferencedatabaseoperatein
closeloopfeedback, withlearning ability. Theuser preferencedatabasewill
grow larger asthe user does more keywords searches of the Web, and the
search processwill becomemoreintelligent. Figure4 showsthearchitectureof
the search tool (Quah & Chen, 2002).

Mobile Agent-Based User Tracking

Amongall theexisting e-learning systemsstudied inthisproject, only
“Corpedia’ (Corpedia, 1998) and “Ninth House Network” (Ninth House,
1996) provide user progress tracking. Comprehensive and flexible user
progresstracking providesuseful informationfor boththee-learninginstructor
and theadministration to improvethe e-learning quality and makeit more
effective.

Inour e-learning system, two kindsof agentsare used for user tracking.
Oneisareporting agent, whichisamobileagent sitting at user machine; the
other isthemonitor agent, whichresidesat thee-learning center. After eache-
learning session, the reporting agent will report the user’s current status
informationtothemonitor agentinaremoteserver viamessagepassing. The
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Figure4. Al Search Engine Architecture
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monitor agentwill capturetheinformationintothedatabase. Theinstructor and
administrator can check thisinformationtoanalyzeteaching effectivenessand
tocollect statistics.

By exploring mobile agent in user tracking, the user isfreed from the
burden of manually reporting hislearning progressto server. All thisisdone
automatically by themobileagent, and thewholesystemistransparent tothe
user.

Overall Technical Architecture

In the proposed system, IBM Aglet workbench is used as the agent
platform. Figure5 showsthetechnical architecture.

Figure 5. Overall Architecture
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Thewholesystem consistsof threelayers. thefront end user machine, the
back-end server, andthee-learning serversontheWeb. Thefront end canbe
any PC connected to a back-end server. The back-end server has a SQL
server database, which storestheuser accountinformation. Itisusedfor user
verificationwhenloggingintothesystem, and each new user needstoregister
hisaccount withtheback-end server. Thehandling of thesedataisthrough CGI
scripts.

Theaddressesof al thee-learning serverswhich aretobevisited by the
searching mobileagent areal so capturedinthedatabase, whichformsasearch
directory for thesearching Aglet. Each e-learning course center ontheWeb
must pre-install the Aglet Tahiti server, and each must haveadatabase server
to storethe course materials. These e-learning centersregistered their ad-
dresses with the back-end server, thus providing a context in which the
searching Aglet can operate.

Eachtimetheuser doesasearch, aJavaServlet will run at theback-end
server, which, inturn, generatesan Aglet carryingthesearchingcriteriaand
sendsitintotheWeb. Themobileagent will roamtheWeb, searchingfor the
required information on the user’ sbehalf. When informationisfound, the
mobile agent sends it back and continues on to the next Aglet host in the
predefinedtrajectory. Theretrievedinformationwill befiltered by thethesaurus
moduleand then presented to user.

Thefiltering processisthereverseof thequery expansion process. Text
miningtechniquesareusedto narrow downthesearch criteria; they alsotake
into considerationthecontextinwhichthekeywordisused.

CASE EXAMPLE

Nanyang Technological University (NTU) hasadopted E-learningasa
complementary tool for teaching andlearning, combiningitwiththeconven-
tional classroom lectureandtutorial education. ThesystemusedatNTU is
“Edventure” (NTU, 2002) supported by “Blackboard.” Inthisenvironment,
lecturerscan post the coursematerial's, exercisesand project assignmentsto
theforum. Studentscan downl oad coursematerial sfromthere, submit assign-
mentsand post questionsregarding the coursethey aretaking.

Althoughthe” Edventure’ systemrunssmoothly and playsanimportant
rolein conducting teaching and learning at the school, there are still some
limitations. It isbased on centralized client-server paradigms. So, thecourse
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materialsarehosted at asingleserver (or dual servers), andtheserver’ sCPU
hasto serviceall theincomingrequestsfromusers. Somecourse materialsin
theschool areonly updated weekly by thelecturers. Withinthisshort period
of time, all students registered for the subjects need to download course
materialsfromthe Edventureserver to preparethemsel vesfor thelecture. The
request hitstotheserver increasetremendously during thisperiod, and not all
therequests can be processed by the CPU inthe Edventur e server immedi-
ately. Somerequestsarequeued until the CPU compl etesthecurrent process-
ingof client requests, whichresultsinlongresponsetimefor theuser to bear
with. Thecomputationload at theserver isalsovery heavy sincethewhole
systemdependsonthecentralized server. Under situationswherethesystem
administrator needsto perform system maintenance, or whentheserveris
down accidentally, the whole system stops functioning until the server is
recovered.

Course Information Distribution

Using themobil eagent-based E-learning system described, werecon-
structed the Edventure system based on a highly decentralized network
configuration— distributed mobileagent paradigm. Several proxy serversare
neededinadditiontothecentral server. Boththecentral server andtheproxy
serversareusedto construct faded informationfield (FIF), inwhich boththe
CPU timeand network bandwidth aredistributed.

For theweekly updating of course materials— after the materialsare
posted to the central server by the lecturers, and when the user requests
increase — the system calculates the access effort (Equation 1) of each
information based onthenumber of hits, informationlifetime, andsize. The
informationwithmorehitswill beassigned higher priority, andapushagent will
pushthishigher priority information to theneighboring nodes. Inthiscase, a
user’ srequest isdirected to corresponding proxy nodes, which havealower
network traffic cost than other nodes. Inalater period, after most studentshave
downloaded thecoursematerials, user requestswill decrease, andthe push
agentswill recal cul atetheaccesseffort of thecourseinformation. Thisprocess
will likely yieldasmaller accesseffort, showingthat users’ demandfor such
coursemateria shasdecreased. Therefore, thepushagent will erasethecourse
material sfrom someproxy nodes. When athreshol d accesseffortisreached,
all thecoursematerialswill beremoved fromtheneighboring hosts.
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Customized Course Construction

The course structure in the previous Edventure system is fixed, and
studentshavetotakecoursemodul esinafixed sequence. Thus, thereusability
of coursematerialsislow. For example, inthedepartment wheretheauthors
of thisarticlework, “Network Designand Simulation” and“Network Perfor-
manceAnalysis’ aretwotypical courses. For both courses, themathematics
behind probability and statistics are the foundation for other theories and
algorithms. Hence, if astudent hastaken“ Network Designand Simulation,” in
which hehaslearned stati sticsand probability, hemust still go throughthose
lessons again when he takes “ Network Performance Analysis.” Thefixed
coursestructuredecreasesthereusability of coursematerials; studentshaveto
takeredundant sub-coursesandfollow thefixed coursestructureat apacenot
set by themselves.

Using amobileagent system, the problemissolved by dividinganentire
courseinto sub-courses, and categorizing them according to specificdomain
knowledge. Each sub-course material isrelated to a set of non-serialized
reference materials, and these materialsare availablefor students’ ad-hoc
retrieval. Customized coursematerialsmay be conducted by retrieving and
linking sub-coursematerial stogether. Inthiscase, thecommon parts, suchas
the probability and statistics in the above example, are separated; these
common parts can be reused to construct other coursesrel ated to network
technology. For each sub-course modul e, astudent can optionally retrieve
somereference material ontherespectivetopics. Withthestructured course
material sand unstructured reference material's, the course can be customized
accordingtothestudent’ spaceandinterest, and thesub-coursereusability is
improved. Theconstruction of acoursefrom sub-coursematerialsandrefer-
encematerialsby studentsinorder to study at their own pacealsorelievesthe
courseauthoring burden of lecturers.

Interactive User Tracking

It has been shown that the more interaction and cooperation between
instructorsand learners, the more effectivelearning will be. User tracking
functions provide aninteractive environment for lecturersand studentsto
conduct teaching and learning. Thisenvironment canberealized throughthe
cooperation of static agentsat student machinesand static agentsthat sitonan
e-learning central server. Thesetwo groupsof agentsmonitor thecoursestatus
for aparticul ar student, and communi catethi sinformati on by message passing.
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There are two types of tracking. At the lecturers’ side, they receive
feedback from students regarding the course material s effectiveness. For
example, if theuser tracking report showsahighaccessratefor acertaincourse
material, it may meanthedifficulty level of thiscoursematerial isappropriate
or that thecourseistaken by many students. Onthecontrary, if theaccessrates
of certain coursesarelow, that may meanthe coursesarenot very popular;
either the difficulty levelsaretoo high or the course formats are not user-
friendly. With the feedback from students, the course materials can be
customizedto match students’ learning paceandinterest.

Totesttheeffectivenessof student learning, after thecourseistaken, the
system al so provides somerandomized questionsfor studentsintheform of
quizzes. Thequizzeswill begraded by thee-learning server, and theserver will
feedback thegradeinformationto each student. Thisisrealized throughthe
communication of two groupsof static agents.

System Security

TheEdventuresystem providesstrict user authentication. Each student
who hasregistered for some subjectshasan independent account. Each user
canonly logintohisownaccount to searchfor coursematerials, andthesystem
enforcesregular password changesby users. Attheserver side,informationon
all transactionsperformedby anindividual userisrecordedintoalogfile. Inthe
event that the systemfacesany security attack, itiseasy totracethesource of
attack fromthelogfile.

A PROTOTYPE IMPLEMENTATION

AND EXPERIMENT RESULTS

Load Balancing with Mobile Agent

Anexperiment wascarried out to demonstrate how mobileagent realizes
load balancing in adistributed e-learning environment. Figure 6 showsthe
network configuration usedto simulateatypical Faded InformationField.

Response Time Evaluations

Figure7 showsamodel of amobileagent network which depictsboththe
network architectureand themobileagent behavior. Inthenetwork architec-
ture, theprocessing part isrepresented asaset of nodes, suchas* Serverl,”
andthey werecapabl eof hosting and providing resourcestothe mobileagent
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Figure 6. Network Configuration
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to makeit executeitstask. The network communication isrepresented by
arrows that connect the nodes and support mobile agent migration and
communi cationwiththeuser by sending result messages.

Theuser interactswiththemobileagent network by initiating amobile
agent at theuser machine. Theagent then carriesthe user’ ssearchcriteriato
request required web documents at remote servers. The user’ srequest and
creation of the agent were random events; the agent migrateswith auser-
defined itinerary to the destination nodeto performthedataretrieval task,
whichisalsoastochastic process. So, themobileagent can beconsidered as

Figure 7. Mobile Agent Traversal
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anetwork communication packetinthenetwork queuing systemthat shouldbe
served at theserver.

Responsetimeisatypical parameter for measuring the performanceof a
gueuingsystem. Itisdefined asthetimeinterval betweenwhenarequestissent
andwhenaresponseisreturned. Responsetimeiscommonly usedto eval uate
parallel and distributed processing intelecommunications. Weal so adopted
thismethod for our work withamobileagent network.

Withahigher level of abstraction, theresponsetimefor amobileagent
network isexpressed as:

T= tproce:;s + tmigration (2)
T: mobileagent responsetime
t . timetakentoperformtasksat nodes

process

migration: timetakento migratewithinthenetwork
Dependingonthesituation, tpmmwi Il change. Thefactorsthat affect b cess

includethesizeof themobileagent, thequery sizeand complexity, andthesize

of therecordsinsidethedatabase. T . gration| isdetermined by theagent sizeand

by the network bandwidth between agent hosts.
Withthesefactorstakeninto consideration, Equation 2 isexpanded as:

T=t + Z(tproc&s(l) +tagent(| i +1)) + t (3)

agent

Withreferencetothegenericmobileagent network model inFigure7 (the
agent hostswere numbered from 1to N), the parametersin Equation 3 are
expressed bel ow:

T M obileagent responsetime

L gent” Timetakento createamobileagent and migrateit tothefirst host
tprm(l) Duration of themobileagent executionati,, server

tagem(l i+1): Timetakenby themobileagenttotravel fromnodeitonodei+1
ty. Timetaken by themobileagenttotravel back fromthelast host

and destroy itself

Themobileagent-based searching wastested with anetwork configura-
tion consisting of three agent hosts, as shown in Figure 6. The arrival and
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departuretimeat each host wasrecorded in thetablesbel ow to cal culatethe

responsetimeT.
Experiment resultsfor thecourse metadatatablewith 10records:

Table 1. Experiment Result (10 Metadata Records)
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Theparametersweusedfor Table1 were:

RecordSize: thenumber of recordsin database tableto which themobile
search agent performquery
Lot thetimeat which search agent wascreated
thetimeat which search agent arrived at host one
thetimeat which search agent arrived at host two
thetimeat which search agent arrived at host three
t, thetimeatwhichsearchagent completedtask and destroyeditself
Withreferencetot, . andt,inTablel,theresponsetimeT wascal culated
approximately withthefollowingequation:

T=t,-t (4)

agent

Tablel showsthat, for thefirst run of mobileagent searching, theresponse
timeisaround fiveseconds. For subsequent runs, theresponsetimedropsto
three seconds. Thedatabase query processtakesasubstantial percentage of
theresponsetime.

Queryingthedatabasefor thefirst timediffersfrom subsequent queries
sincethefirst query involvestheadditional overhead of loadingthe JDBCdriver
and establishing thecommunication channel. The subsequent queriesal ready
havesomenecessary program cachedincomputer memory from previousruns,
sothey takelesstime. For each query by mobileagent, asufficient number of
runswerecarried out. Theaverageresponsetimefor thespecific datatablewas
calculated accordingto Equation 5.
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T= %ZTi (5)

Another significant factor that weconsidered in our experimentswasthe
size of therecords in the database table and the size of query result. They
directly affect theresponsetimeintwoways: inthetimespent for thequery to
execute, andinthetimerequiredtotransport theresult to user machine.

Thesameexperiment wasperformedto cal culatetheaverageresponse
timefor mobileagent-based search, withthe databasetablerecordsvarying
from 50 to 100 to 200.

Experiment resultsfor the course metadatatablewith 50 records:

Table 2. Experiment Result (50 Metadata Records)

Runs tagent £ t i3 s T
1 0 1 3 5 6 6
2 0 1 2 3 3 3
3 0 1 2 3 3 3
4 0 1 2 3 3 3
Average |0 1 2.25 35 3.75 3.75

Experiment resultsfor the course metadatatablewith 100 records:

Table 3. Experiment Result (100 Metadata Records)

Runs tagent 1 to 13 ts T
1 0 1 3 5 6 6
2 0 1 2 3 3 3
3 0 1 2 2 2 3
4 0 1 2 3 3 3
Average |0 1 2.25 35 3.75 3.75
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Experiment resultsfor the course metadatatablewith 200 records:

Table 4. Experiment Result (200 Metadata Records)

Runs tagent £} to 3 i T
1 0 1 3 5 6 6
2 0 1 2 2 3 3
3 0 1 2 2 3 3
4 0 1 2 2 3 3
Average |0 1 2.25 2.75 3.75 3.75

Experiment resultsfor the course metadatatabl ewith 1000 records:

Table 5. Experiment Result (1000 Metadata Records)

Runs tagent 11 t 13 | T
1 0 1 3 5 7 7
2 0 1 2 2 3 3
3 0 1 2 2 3 3
4 0 1 2 2 3 3
Average |0 1 2.25 2.75 4 4

The counterpart of mobile agent-based search is client-server search
paradigm. Compared with our mobile agent system, the equivalent client-
server systemisshowninFigure8.

Since the client-server paradigm is not synchronous, the user has to
performthesearchby himself, key inthesearchcriteria, andwait for therequest
to be sent back from the server. If the user wantsto search the three data
serversoneby onefor required documents, hehasto performthesamesearch
operations three times. Those operations include opening the E-learning
application, enteringthesearchcriteria, clickingthe*® start” button, etc.

Theclient-server network configurationisshowninFigure8. Itsresponse
timeisexpressed asfollowsin Equation 6:

T= Z(tque,y(i) + tiransmisson(i,0)) + Ztuser(i) (6)
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Figure 8. Client-Server Architecture
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tquery(i): Timetakenfor theserverito performthequery onitsdatabase
b amissontls 0): Timetakenfor serveritosend query resultstotheuser machine
t . (0): Duration user performsoperationsduring each search session

Theclient-server-based search wastested withthenetwork configuration
consisting of threeservers(asshowninFigure8), andtheresponsetimefor
eachserver wasrecordedinthetablebelow. Sincet _ issubjecttotheuser’'s
typing speed andreaction ability, wetookt _ as10secondsfor theaverage
timeauser takesto perform asearch session. Theseval ueswere summed up
toget theresponsetimeto cal culatetheresponsetimeT.

The database used in testing was the same as the one used to test the
mobileagent system. Thequery and query resultswereal sothesame. Thus, we
performed aresponse time comparison between the two systemswith the
equivalent hardware and softwarecomponents.

Experiment resultsfor thecourse metadatatablewith 10records:

Table 6. Experiment Result (10 Metadata Records) — Client-Server

Runs 1, t t3 tuser T

1 1 1 3 10 35
2 1 1 3 10 35
3 1 1 3 10 35
4 1 1 3 10 35
Average 1 1 3 10 35
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Theparameterswehavetakenrecordsin Table 6 were:

RecordSize: thenumber of recordsinthedatabasetabletowhichthemobile
search agent performedthequery

t: thetimeatwhichthesearchagentarrivedat host one
t. thetimeatwhichthesearchagentarrivedat hosttwo
t. thetimeatwhichthesearchagentarrivedat hostthree
t . Usersresponse

T. theresponsetimefor theclient-server system

Withreferencetot , t,,t,andt _ inTable6, theresponsetime T was
cal culated approximately using thefollowing equation:

T=t+t, +t,+ 3t ©)

Togetamoreaccurateresult for theresponsetime, asufficient number of
runswere carried out to query the client-server system. Then, the average
responsetimefor thespecificdatatablewascal culated according to Equation 8.

18
=527 ®)

Experiment resultsfor the course metadatatablewith 50 records:

Table 7. Experiment Result (50 Metadata Records) — Client-Server

Runs 1, to 13 tuser T

1 1 1 4 10 36

2 1 1 3 10 35

3 1 1 3 10 35

4 1 1 3 10 35
Average 1 1 3.25 10 35.25
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Experiment resultsfor the course metadatatablewith 100 records:

Table 8. Experiment Result (100 Metadata Records) — Client-Server

Runs 1 to 13 tuser T

1 2 2 5 10 39
2 1 1 5 10 37
3 1 1 4 10 36
4 1 1 4 10 36
Average 1.25 1.25 45 10 37

Experiment resultsfor the course metadatatablewith 200 records:

Table 9. Experiment Result (200 Metadata Records) — Client-Server

Runs t1 to t3 tuser T

1 2 2 6 10 40
2 2 2 5 10 39
3 1 1 5 10 37
4 1 1 4 10 36
Average 15 15 5 10 38

Experiment resultsfor the course metadatatabl ewith 1000 records:

Table 10. Experiment Result (1000 Metadata Records) — Client-Server

Runs ta t i3 tuser T

1 3 3 9 10 45

2 2 2 9 10 43

3 2 2 9 10 43

4 2 2 8 10 42
Average 2.25 2.25 8.75 10 43.25

Fromthedatacollected, it wasshownthat, astherecordsinthedatabase
increaseinsize, theresponsetimefor both the mobileagent and theclient-
server systemsincreased. However, theresponse time of the client-server
system was more sensitiveto the database record size. Figure 9 showsthe
responsetimeversusrecord size comparisonfor thetwo systems.
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Figure 9. Response Time Comparison
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Figure9 showsthat theresponsetimeof the mobile agent-based search
ismuchfaster thanthat of theclient-server search. Thisismainly duetothe
asynchronousand autonomousnatureof mobileagent. Mobileagent performs
information searchingtasksal oneonceauser createsit, and completesthetask
autonomously, without interaction or communicationwiththeuser. Theuser
doesn’t need to monitor the agent during its work, which brings the user
tremendousti me savingsand reducescommunication costs.

From our experiment data, mobileagent saved an average of 30 seconds
comparedtocompletingthesametask with client-server system. Theefficiency
inperformance can beattributed tothefollowing reasons:

(1) Mobileagentisnot astand-aloneprocess. Itisathread that needstowork
together with other programs in the agent host to compl ete the task.
Hence, itisflexibleandsmall insize. Inour system, thesearchagentisonly
around 10K withsmall variation depending onuser query size. Hence, the
amount of timetakentotransport mobileagentissmall.

(2) The mobile agent moves query computations to the data server, the
repetitiverequest/response handshakinginvolvedintheclient-server
systemiseliminated. The mobile agent performsdatasel ection at the
remoteserver; only thesel ected documentsaresent touser. Intheclient-
server system, intermediateresultsand information need to be passed
through the network between server and client. Hence, mobile agent
reducesnetwork trafficandimprovesperformanceintermsof response
time,
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Figure 10. Course Document Structure

Course Documernts
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Sub Course Document 1| | Sub Course Document 2| | Sub Course Document 3 |Sub Course Document 1 Sub Course Document 2|

KEYWORD-BASED

INFORMATION SEARCHING

Domain Classification of Course Documents

Inorder to manageand search for coursedocumentsmoreaccurately and
efficiently, all coursedocumentswereanalyzed and categorized accordingto
theknowledgedomainthey bel ongto. Each coursewasfurther decomposed
into sub-coursedocumentstoimplement anew coursescaffolding. Inthisway,
thecoursedocuments' reusability wasimproved. Thecoursedocumentswere
organizedintotreehierarchy structuresasshowninFigure10.

Inour experiment, thetrai ning documentsinclude® Computer Architec-
ture” and“Biomachine.” Each hasten sub-coursedocuments.

Keyword Selections and Document I ndexing

Sincethecoursedocumentscan bevery largeinsize, thesystem perfor-
mance and speed can be degraded. To query and retrieve the course docu-
ments more efficiently, we selected a set of keywords from the sample
documentsand indexed themwith the occurrencefrequency and knowledge
domain.

Theindex includesthreeparts:. the sel ected keywords, itsoccurrences,
andtheknowledgedomainit belongsto. Thekeywordsareaset of vocabulary
selected from the corresponding course document. Occurrences are the
frequency withwhichthekeywordsappear inthedocument. Thedocument
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Table 11. Example of Index Table

Keyword Knowledge Document Occurrence
Domain
genetic biology BioMachinel 6
DNA biology BioMachinel 4
zoology biology BioMachine2 5
memory computer ComputerArchitecturel | 7
Processor computer ComputerArchitecture? | 5
disk computer ComputerArchitecture3 | 4

wherethekeywordsappeared wasal sorecorded intheindex tabletotracethe
location of the keywords. The index reflects the general concept of each
document. Anexampleof anindex tableisshowninTable11.

Thekeywordsin Table 11 weresel ected from each coursedocument. In
order to get the set of vocabul ariesthat representsthe general concept of the
coursedocument, text mining techniqueswere used on all the coursedocu-
ments. Thealgorithminvolvesthree processes: word recognition, stopword
elimination, and keyword selection.

Word recognitionreferstotheprocessof scanningthe coursedocument
while ignoring the punctuation and word cases. In this process, the word
prefixesand suffixeswereremoved to get theroot word. Sincewordswith
common roots often have similar meanings, the root words were used for
synonym generation and query expansionwhentheuser searched for course
documents.

Intheprocessof stopwordselimination, alist of stopwordswasdel eted
fromthetext. Thestopwordsarenon-semantic bearing words. They include
alargenumber of pronouns, adjectives, and adverbs, includingwe, you, this,
there, at, in, etc. Somehigh-frequency wordsthat aretoo general to represent
adocument concept, suchassay, listen, help, etc., wereal sodel eted. Search
enginesusually donotindex thesestopwordsbecausedoing sowill resultinthe
retrieval of atremendousquantity andtrivial records.

After word recognition and stop wordselimination, thetext wasscanned
to select thewordswith high occurrencesand storethemintheindex table, as
showninTablel1l.

Some words have high occurrences in many documents; they are too
general torepresent the content of the specific document. Thesewordswere
ignored during our indexing process. What wewereinterested inwerethose
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wordsthat have higher occurrencesinonly certain documents. Thesewords
weresel ected astheindex keywordsfor particular documents, andthey were
used, with higher accuracy and speed, for dataretrieval.

Usingtheabovea gorithmfor selectingindex keywords, Equation 9takes
into account thefactorsmentioned above. Theword scorewascal cul ated to
measuretheweight of theword to each document.

N
IS=thj*Iog(d—f]_+1) (9)

In Equation 9, | Sstandsfor theindex score. tij istheterm frequency,
whichisthenumber of occurrencesof termj indocument x. df. isthedocument
frequency, whichisthenumber of documentsinafixed-sizecollectioninwhich
term j occurs. N is the number of document size. The calculated score S
measurestheweight of termj to document x.

With referenceto Equation 9 and Table 11 by taking into account the
document frequency, theindex tablewasfurther evolvedinto Table 12.

Keyword-Based Searching

Thesearchfor e-learning coursedocumentsisbased on keyword match-
ing. A mobileagent carriesuser-entered keywordsand roamsin network to
searchfor informationonbehalf of theuser, accordingtotheuser’ spreference.
Asthesearch agent findsinformationthat matchestheuser’ srequirementsat
remotesites, it sendstheinformation back totheuser viaAglet message. The
monitor agent saves the keywords entered by the user to build the user’s
preference profile. Figure 11 showsthe process of intelligent search with
mobileagent.

Table 12. Index Table of Course Documents

Keyword | Knowledge | Document Term Document Collect- | Index
Domain Freq- Frequency ion Size | Score
uency
genetic biology BioMachinel 6 2 10 10.75
DNA biology BioMachinel 4 4 10 4.39
zoology | biology BioMachine2 5 1 10 11.99
memory | computer ComputerArchitecturel | 7 3 10 9.7
processor | computer ComputerArchitecture2 | 5 4 10 5.49
disk computer ComputerArchitecture3 | 4 2 10 7.17
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Figure 11. Document Search Process
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Theuser input keywordwasfirst searched through theindex tabletofind
itssuitableknowledgedomain. Inthenext step, only the course documents
under therelevant domainwill befurther queried. For example, if the user
entered“ hardware” asthesearchkeyword, asthekeyword reached theindex
table, it may beunder domainof “computer” or “ network,” etc. Other domains,
suchas*biology” and“mathematics,” will beeliminated fromfurther query
processing. By domain matching, thecomputing timewasreduced and, asa
result, theefficiency and accuracy of dataretrieval wasimproved.

A thesaurusmodulewasused to expand the user’ squery by generating
synonyms corresponding to each user keyword. Its main purpose was to
broadenthesearch criteriaandtoimprovethedocument retrieval precision.
Thefollowingfigureillustratesthe processof user query expansion.

Attheagent host server, thequery criterion carried by themobileagent
wasused toretrieve coursedocumentsfrom document storage, based onthe
matching scoreof expanded user keywordsandindex wordsfor each docu-
ment. Thematching scorereflectsthesimilarity betweentheuser query andthe
coursedocuments. It wascal culated based on Equation 10.

Figure 12. Keyword Expansion

»  Expanded
Thesaurus module Search
Input Keyword > containing » specifications
expanded words to mobile
> agent
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Word1l denotes the user-entered keyword for the search, and Q =
{Word1, Word2, Word3 ... WordN} denotes the expanded query by
thesaurusmodul ethat includesalist of synonymstoWord1. Then, thematching
scorebetween the expanded query and the coursedocumentswascal culated
asfollows:

MS = zN:Occur (Wordi) (10)

InEquation 10, MSstandsfor M atching Score; Wordi istheithsynonym
in the expanded query; and Occur is the frequency Wordi appearsin a
particular document.

After theMatching Scorefor each document withintherelevant knowl -
edge domainwascomputed, thedocumentswere sorted and ranked.

Inour experiment, “ Processor” wasentered asthekeywordfor search.
Themobileagent carried thekeyword over toaremoteagent host. Thestation
agent at theremote host first classified thekeyword“ Processor” under the
domain “Computer,” and then the keyword was expanded by thesaurus
moduleto widen the search criteria. The expanded query was{ Processor,
CPU, Controller, Microcontoller} . Therewere 10 coursedocumentsunder the
domain*® Computer.” Theindex tablefor the 10 coursedocumentswasscanned
toretrievetheoccurrencesof eachwordinthe expanded query. Theoccur-
rencesof expanded keywordsin each document were summed together to get
thematching score, and thedocumentswererankedin descending order.

Theranked documentsbased on matching scoreareshowninTable13.

Table 13. Ranking Retrieved Documents

User Keyword | Domain Expanded Keywords | Document Occurrences
Processor Computer Processor ComputerArchitecture2 5
Processor Computer CPU ComputerArchitecture2 3
Processor Computer Controller ComputerArchitecture2 1
Processor Computer Microcontroller ComputerArchitecture2 0
Processor Computer Processor ComputerArchitecture5 3
Processor Computer CPU ComputerArchitecture5 2
Processor Computer Controller ComputerArchitectureS 1
Processor Computer Microcontroller ComputerArchitecture5 0
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Table 14. Ranked Documents

Document Matching Score
ComputerArchitecture2 9
ComputerArchitecture5 6
ComputerArchitecutre4 3

BRI | =

With reference to Equation 10, the matching score for the document
“ComputerArchitecture?2” wascal culated as:

4
MS = D, Occurr (Wordi)

i=1
= Occur (Processor) + Occur (CPU) + Occur (Controller) + Occur
(MicroController)
=5+3+1+0
=9

In the same way, the matching score for the document
“ComputerArchitecture5” wascal culatedtobe6. Theranked documentlistis
showninTable14.

Which documents should be presented to the user from Table 14 was
decided by applyingthethreshold. Withathreshold matching scorevalueof 5,
the search agent sent the two documents “ ComputerArchitecture2” and
“ComputerArchitecture5” back totheuser terminal.

CONCLUSION

E-learningand mobileagent areemergingtechnol ogies. Inthischapter, we
proposed and tested a method which combines both mobile agent and e-
learning paradigmsto support efficient and effectivedocument retrieval , based
onkeywordsentered by theuser. Thisarchitecture canbeuseinfurthering
web-based distancelearning.
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