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Preface

This volume is a collection of expanded versions of selected papers originally
presented at the second workshop on Foundations and New Directions of Data
Mining (2003), and represents the state-of-the-art for much of the current
research in data mining. The annual workshop, which started in 2002, is held in
conjunction with the IEEE International Conference on Data Mining (ICDM).
The goal is to enable individuals interested in the foundational aspects of data
mining to exchange ideas with each other, as well as with more application-
oriented researchers. Following the success of the previous edition, we have
combined some of the best papers presented at the second workshop in this
book. Each paper has been carefully peer-reviewed again to ensure journal
quality. The following is a brief summary of this volume’s contents.

The six papers in Part I present theoretical foundations of data mining.
The paper Commonsense Causal Modeling in the Data Mining Context by
L. Mazlack explores the commonsense representation of causality in large
data sets. The author discusses the relationship between data mining and
causal reasoning and addresses the fundamental issue of recognizing causality
from data by data mining techniques. In the paper Definability of Associa-
tion Rules in Predicate Calculus by J. Rauch, the possibility of expressing
association rules by means of classical predicate calculus is investigated. The
author proves a criterion of classical definability of association rules. In the
paper A Measurement-Theoretic Foundation of Rule Interestingness Evalua-
tion, Y. Yao, Y. Chen, and X. Yang propose a framework for evaluating the
interestingness (or usefulness) of discovered rules that takes user preferences
or judgements into consideration. In their framework, measurement theory is
used to establish a solid foundation for rule evaluation, fundamental issues
are discussed based on the user preference of rules, and conditions on a user
preference relation are given so that one can obtain a quantitative measure
that reflects the user-preferred ordering of rules. The paper Statistical Inde-
pendence as Linear Dependence in a Contingency Table by S. Tsumoto ex-
amines contingency tables from the viewpoint of granular computing. It finds
that the degree of independence, i.e., rank, plays a very important role in
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extracting a probabilistic model from a given contingency table. In the paper
Foundations of Classification by J.T. Yao, Y. Yao, and Y. Zhao, a granular
computing model is suggested for learning two basic issues: concept formation
and concept relationship identification. A classification rule induction method
is proposed to search for a suitable covering of a given universe, instead of a
suitable partition. The paper Data Mining as Generalization: A Formal Model
by E. Menasalvas and A. Wasilewska presents a model that formalizes data
mining as the process of information generalization. It is shown that only three
generalization operators, namely, classification operator, clustering operator,
and association operator are needed to express all Data Mining algorithms for
classification, clustering, and association, respectively.

The nine papers in Part II are devoted to novel approaches to data mining.
The paper SVM-OD: SVM Method to Detect Outliers by J. Wang et al. pro-
poses a new SVM method to detect outliers, SVM-OD, which can avoid the
parameter that caused difficulty in previous ν-SVM methods based on statisti-
cal learning theory (SLT). Theoretical analysis based on SLT as well as exper-
iments verify the effectiveness of the proposed method. The paper Extracting
Rules from Incomplete Decision Systems: System ERID by A. Dardzinska and
Z.W. Ras presents a new bottom-up strategy for extracting rules from par-
tially incomplete information systems. System is partially incomplete if a set
of weighted attribute values can be used as a value of any of its attributes.
Generation of rules in ERID is guided by two threshold values (minimum sup-
port, minimum confidence). The algorithm was tested on a publicly available
data-set “Adult” using fixed cross-validation, stratified cross-validation, and
bootstrap. The paper Mining for Patterns Based on Contingency Tables by
KL-Miner – First Experience by J. Rauch, M. Šimůnek, and V. Ĺın presents a
new data mining procedure called KL-Miner. The procedure mines for various
patterns based on evaluation of two–dimensional contingency tables, includ-
ing patterns of a statistical or an information theoretic nature. The paper
Knowledge Discovery in Fuzzy Databases Using Attribute-Oriented Induction
by R.A. Angryk and F.E. Petry analyzes an attribute-oriented data induction
technique for discovery of generalized knowledge from large data repositories.
The authors propose three ways in which the attribute-oriented induction
methodology can be successfully implemented in the environment of fuzzy
databases. The paper Rough Set Strategies to Data with Missing Attribute
Values by J.W. Grzymala-Busse deals with incompletely specified decision
tables in which some attribute values are missing. The tables are described by
their characteristic relations, and it is shown how to compute characteristic
relations using the idea of a block of attribute-value pairs used in some rule
induction algorithms, such as LEM2. The paper Privacy-Preserving Collab-
orative Data Mining by J. Zhan, L. Chang and S. Matwin presents a secure
framework that allows multiple parties to conduct privacy-preserving asso-
ciation rule mining. In the framework, multiple parties, each of which has a
private data set, can jointly conduct association rule mining without disclosing
their private data to other parties. The paper Impact of Purity Measures on

VI  
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Knowledge Extraction in Decision Trees by M. Lenič, P. Povalej, and P. Kokol
studies purity measures used to identify relevant knowledge in data. The paper
presents a novel approach for combining purity measures and thereby alters
background knowledge of the extraction method. The paper Multidimensional
On-line Mining by C.Y. Wang, T.P. Hong, and S.S. Tseng extends incremen-
tal mining to online decision support under multidimensional context consid-
erations. A multidimensional pattern relation is proposed that structurally
and systematically retains additional context information, and an algorithm
based on the relation is developed to correctly and efficiently fulfill diverse
on-line mining requests. The paper Quotient Space Based Cluster Analysis by
L. Zhang and B. Zhang investigates clustering under the concept of granular
computing. From the granular computing point of view, several categories of
clustering methods can be represented by a hierarchical structure in quotient
spaces. From the hierarchical structures, several new characteristics of clus-
tering are obtained. This provides another method for further investigation of
clustering.

The five papers in Part III deal with issues related to practical applications
of data mining. The paper Research Issues in Web Structural Delta Mining by
Q. Zhao, S.S. Bhowmick, and S. Madria is concerned with the application of
data mining to the extraction of useful, interesting, and novel web structures
and knowledge based on their historical, dynamic, and temporal properties.
The authors propose a novel class of web structure mining called web struc-
tural delta mining. The mined object is a sequence of historical changes of
web structures. Three major issues of web structural delta mining are pro-
posed, and potential applications of such mining are presented. The paper
Workflow Reduction for Reachable-path Rediscovery in Workflow Mining by
K.H. Kim and C.A. Ellis presents an application of data mining to workflow
design and analysis for redesigning and re-engineering workflows and business
processes. The authors define a workflow reduction mechanism that formally
and automatically reduces an original workflow process to a minimal-workflow
model. The model is used with the decision tree induction technique to mine
and discover a reachable-path of workcases from workflow logs. The paper A
Principal Component-based Anomaly Detection Scheme by M.L. Shyu et al.
presents a novel anomaly detection scheme that uses a robust principal com-
ponent classifier (PCC) to handle computer network security problems. Using
this scheme, an intrusion predictive model is constructed from the major and
minor principal components of the normal instances, where the difference of an
anomaly from the normal instance is the distance in the principal component
space. The experimental results demonstrated that the proposed PCC method
is superior to the k-nearest neighbor (KNN) method, the density-based local
outliers (LOF) approach, and the outlier detection algorithm based on the
Canberra metric. The paper Making Better Sense of the Demographic Data
Value in the Data Mining Procedure by K.M. Shelfer and X. Hu is concerned
with issues caused by the application of personal demographic data mining
to the anti-terrorism war. The authors show that existing data values rarely

VII  
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represent an individual’s multi-dimensional existence in a form that can be
mined. An abductive approach to data mining is used to improve data input.
Working from the ”decision-in,” the authors identify and address challenges
associated with demographic data collection and suggest ways to improve
the quality of the data available for data mining. The paper An Effective
Approach for Mining Time-Series Gene Expression Profile by V.S.M. Tseng
and Y.L. Chen presents a bio-informatics application of data mining. The
authors propose an effective approach for mining time-series data and apply
it to time-series gene expression profile analysis. The proposed method uti-
lizes a dynamic programming technique and correlation coefficient measure
to find the best alignment between the time-series expressions under the al-
lowed number of noises. It is shown that the method effectively resolves the
problems of scale transformation, offset transformation, time delay and noise.

We would like to thank the referees for reviewing the papers and providing
valuable comments and suggestions to the authors. We are also grateful to
all the contributors for their excellent works. We hope that this book will
be valuable and fruitful for data mining researchers, no matter whether they
would like to discover the fundamental principles behind data mining, or apply
the theories to practical application problems.

San Jose, Tokyo, Taipei, and Philadelphia T.Y. Lin
April, 2005 S. Ohsuga

C.J. Liau
X. Hu
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Commonsense Causal Modeling in the Data 
Mining Context

Lawrence J. Mazlack

Applied Artificial Intelligence Laboratory 
University of Cincinnati 
Cincinnati, OH 45221-0030 
mazlack@uc.edu

Abstract. Commonsense causal reasoning is important to human reasoning. Cau-
sality itself as well as human understanding of causality is imprecise, sometimes 
necessarily so. Causal reasoning plays an essential role in commonsense human 
decision-making. A difficulty is striking a good balance between precise formalism 
and commonsense imprecise reality. Today, data mining holds the promise of ex-
tracting unsuspected information from very large databases. The most common 
methods build rules. In many ways, the interest in rules is that they offer the prom-
ise (or illusion) of causal, or at least, predictive relationships. However, the most 
common rule form (association rules) only calculates a joint occurrence frequency; 
they do not express a causal relationship. Without understanding the underlying 
causality in rules, a naïve use of association rules can lead to undesirable actions. 
This paper explores the commonsense representation of causality in large data sets. 

1. Introduction

Commonsense causal reasoning occupies a central position in human 
reasoning. It plays an essential role in human decision-making. Consid-
erable effort has been spent examining causation. Philosophers, mathe-
maticians, computer scientists, cognitive scientists, psychologists, and oth-
ers have formally explored questions of causation beginning at least three 
thousand years ago with the Greeks. 

Whether causality can be recognized at all has long been a theoretical 
speculation of scientists and philosophers. At the same time, in our daily 
lives, we operate on the commonsense belief that causality exists.  
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Causal relationships exist in the commonsense world. If an automobile 
fails to stop at a red light and there is an accident, it can be said that the 
failure to stop was the accident’s cause. However, conversely, failing to 
stop at a red light is not a certain cause of a fatal accident; sometimes no 
accident of any kind occurs. So, it can be said that knowledge of some 
causal effects is imprecise. Perhaps, complete knowledge of all possible 
factors might lead to a crisp description of whether a causal effect will oc-
cur. However, in our commonsense world, it is unlikely that all possible 
factors can be known. What is needed is a method to model imprecise 
causal models. 

Another way to think of causal relationships is counterfactually. For ex-
ample, if a driver dies in an accident, it might be said that had the accident 
not occurred; they would still be alive. 

Our common sense understanding of the world tells us that we have to 
deal with imprecision, uncertainty and imperfect knowledge. This is also 
the case of our scientific knowledge of the world. Clearly, we need an al-
gorithmic way of handling imprecision if we are to computationally handle 
causality. Models are needed to algorithmically consider causes. These 
models may be symbolic or graphic. A difficulty is striking a good balance 
between precise formalism and commonsense imprecise reality 

1.1 Data mining, introduction

Data mining is an advanced tool for managing large masses of data. It 
analyzes data previously collected. It is secondary analysis. Secondary 
analysis precludes the possibility of experimentally varying the data to 
identify causal relationships. 

There are several different data mining products. The most common are 
conditional rules or association rules. Conditional rules are most often 
drawn from induced trees while association rules are most often learned 
from tabular data. Of these, the most common data mining product is asso-
ciation rules; for example:

• Conditional rule:  • Association rule: 
IF Age < 20 Customers who buy beer and sausage 
THEN Income < $10,000 also tend to buy mustard

with {belief = 0.8} with {confidence = 0.8} 
in {support = 0.15} 

At first glance, these structures seem to imply a causal or cause-effect 
relationship. That is: A customer’s purchase of both sausage and beer 
causes the customer to also buy mustard. In fact, when typically devel-
oped, association rules do not necessarily describe causality. Also, the 
strength of causal dependency may be very different from a respective as-
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sociation value. All that can be said is that associations describe the 
strength of joint co-occurrences. Sometimes, the relationship might be 
causal; for example, if someone eats salty peanuts and then drinks beer, 
there is probably a causal relationship. On the other hand, if a crowing 
rooster probably does not cause the sun to rise.

1.2 Naïve association rules can lead to bad decisions

One of the reasons why association rules are used is to aid in making re-
tail decisions. However, simple association rules may lead to errors.  

For example, it is common for a store to put one item on sale and then to 
raise the price of another item whose purchase is assumed to be associated. 
This may work if the items are truly associated; but it is problematic if as-
sociation rules are blindly followed [Silverstein, 1998]. 

Example: ßAt a particular store, a customer buys: 
• hamburger without hot dogs 33% of the time
• hot dogs without hamburger 33% of the time
•both hamburger and hot dogs 33% of the time
• sauerkraut only if hot dogs are also purchased1

This would produce the transaction matrix: 
               hot 
  hamburger    dog   sauerkraut 

t
1
      1         1         1 

t
2
      1         0         0 

t
3
      0         1         1

This would lead to the associations: 
• (hamburger, hot dog) = 0.5 
• (hamburger, sauerkraut) = 0.5 
• (hot dog, sauerkraut) = 1.0 

If the merchant: 
•Reduced price of hamburger (as a sale item) 
•Raised price of sauerkraut to compensate (as the rule hamburger
sauerkraut has a high confidence. 

•

                                                     

The offset pricing compensation would not work as the sales of sau-
erkraut would not increase with the sales of hamburger. Most likely, 

1 Sauerkraut is a form of pickled cabbage. It is often eaten with cooked sausage of various 
kinds. It is rarely eaten with hamburger.
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the sales of hot dogs (and consequently, sauerkraut) would likely de-
crease as buyers would substitute hamburger for hot dogs. 

1.3 False causality

Complicating causal recognition are the many cases of false causal rec-
ognition. For example, a coach may win a game when wearing a particular 
pair of socks, then always wear the same socks to games. More interesting, 
is the occasional false causality between music and motion. For example, 
Lillian Schwartz developed a series of computer generated images, se-
quenced them, and attached a sound track (usually Mozart). While there 
were some connections between one image and the next, the music was not 
scored to the images. However, on viewing them, the music appeared to be 
connected. All of the connections were observer supplied. 

An example of non-computer illusionary causality is the choreography 
of Merce Cunningham. To him, his work is non-representational and with-
out intellectual meaning2. He often worked with John Cage, a randomist 
composer. Cunningham would rehearse his dancers, Cage would create the 
music; only at the time of the performance would music and motion come 
together. However, the audience usually conceived of a causal connection 
between music and motion and saw structure in both. 

1.4 Recognizing causality basics

A common approach to recognizing causal relationships is by manipulat-
ing variables by experimentation. How to accomplish causal discouvery in 
purely observational data is not solved. (Observational data is the most 
likely to be available for data mining analysis.) Algorithms for discouvery 
in observational data often use correlation and probabilistic independence. 
If two variables are statistically independent, it can be asserted that they 
are not causally related. The reverse is not necessarily true. 

Real world events are often affected by a large number of potential fac-
tors. For example, with plant growth, many factors such as temperature, 
chemicals in the soil, types of creatures present, etc., can all affect plant 
growth. What is unknown is what causal factors will or will not be present 
in the data; and, how many of the underlying causal relationships can be 
discouvered among observational data. 

                                                     
2 “Dancing form me is movement in time and space. Its possibilities are bound only by our 

imaginations and our two legs. As far back as I can remember, I’ve always had an appe-
tite for movement. I don’t see why it has to represent something. It seems to me it is what 
it is ... its a necessity ... it goes on. Many people do it. You don’t have to have a reason to 
do it. You can just do it.” --- http://www.merce.org:80/dancers



Commonsense Causal Modeling in the Data Mining Context  7 

Some define cause-effect relationships as: When  occurs, always oc-
curs. This is inconsistent with our commonsense understanding of causal-
ity. A simple environment example: When a hammer hits a bottle, the bot-
tle usually breaks. A more complex environment example: When a plant 
receives water, it usually grows. 

An important part of data mining is understanding, whether there is a re-
lationship between data items. Sometimes, data items may occur in pairs 
but may not have a deterministic relationship; for example, a grocery store 
shopper may buy both bread and milk at the same time. Most of the time, 
the milk purchase is not caused by the bread purchase; nor is the bread 
purchase caused by the milk purchase.

Alternatively, if someone buys strawberries, this may causally affect the 
purchase of whipped cream. Some people who buy strawberries want 
whipped cream with them; of these, the desire for the whipped cream var-
ies. So, we have a conditional primary effect (whipped cream purchase) 
modified by a secondary effect (desire). How to represent all of this is 
open.

A largely unexplored aspect of mined rules is how to determine when 
one event causes another. Given that  and  are variables and there ap-
pears to be a statistical covariability between  and , is this covariability 
a causal relation? More generally, when is any pair relationship causal? 
Differentiation between covariability and causality is difficult. 

Some problems with discouvering causality include:  
• Adequately defining a causal relation 
• Representing possible causal relations 
• Computing causal strengths 
• Missing attributes that have a causal effect 
• Distinguishing between association and causal values 
• Inferring causes and effects from the representation. 

Beyond data mining, causality is a fundamentally interesting area for 
workers in intelligent machine based systems. It is an area where interest 
waxes and wanes, in part because of definitional and complexity difficul-
ties. The decline in computational interest in cognitive science also plays a 
part. Activities in both philosophy and psychology [Glymour, 1995, 1996] 
overlap and illuminate computationally focused work. Often, the work in 
psychology is more interested in how people perceive causality as opposed 
to whether causality actually exists. Work in psychology and linguistics 
[Lakoff, 1990] [Mazlack, 1987] show that categories are often linked to 
causal descriptions. For the most part, work in intelligent computer sys-
tems has been relatively uninterested in grounding based on human per-
ceptions of categories and causality. This paper is concerned with develop-
ing commonsense representations that are compatible in several domains. 
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2.  Causality 

Centuries ago, in their quest to unravel the future, mystics aspired to deci-
pher the cries of birds, the patterns of the stars and the garbled utterances 
of oracles. Kings and generals would offer precious rewards for the infor-
mation soothsayers furnished. Today, though predictive methods are dif-
ferent from those of the ancient world, the knowledge that dependency 
recognition attempts to provide is highly valued. From weather reports to 
stock market prediction, and from medical prognoses to social forecasting, 
superior insights about the shape of things to come are prized [Halpern, 
2000]. 

Democritus, the Greek philosopher, once said: “Everything existing in 
the universe is the fruit of chance and necessity.” This seems self-evident. 
Both randomness and causation are in the world. Democritus used a poppy 
example. Whether the poppy seed lands on fertile soil or on a barren rock 
is chance. If it takes root, however, it will grow into a poppy, not a gera-
nium or a Siberian Husky [Lederman, 1993]. 

Beyond computational complexity and holistic knowledge issues, there 
appear to be inherent limits on whether causality can be determined. 
Among them are: 
•Quantum Physics: In particular, Heisenberg’s uncertainty principle 
•Observer Interference: Knowledge of the world might never be complete 
because we, as observers, are integral parts of what we observe 

•Gödel’s Theorem: Which showed in any logical formulation of arithmetic 
that there would always be statements whose validity was indeterminate. 
This strongly suggests that there will always be inherently unpredictable 
aspects of the future. 

•Turing Halting Problem: Turning (as well as Church) showed that any 
problem solvable by a step-by-step procedure could be solved using a 
Turing machine. However, there are many routines where you cannot as-
certain if the program will take a finite, or an infinite number of steps. 
Thus, there is a curtain between what can and cannot be known mathe-
matically. 

•Chaos Theory: Chaotic systems appear to be deterministic; but are com-
putationally irreducible. If nature is chaotic at its core, it might be fully 
deterministic, yet wholly unpredictable [Halpern 2000, page 139]. 

•Space-Time: The malleability of Einstein’s space time that has the effect 
that what is “now” and “later” is local to a particular observer; another 
observer may have contradictory views. 

•Arithmetic Indeterminism: Arithmetic itself has random aspects that intro-
duce uncertainty as to whether equations may be solvable. Chatin [1987, 
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1990] discovered that Diophantine equations may or may not have solu-
tions, depending on the parameters chosen to form them. Whether a pa-
rameter leads to a solvable equation appears to be random. (Diophantine
equations represent well-defined problems, emblematic of simple arith-
metic procedures.)

Given determinism’s potential uncertainty and imprecision, we might
throw up out hands in despair. It may well be that a precise and complete
knowledge of causal events is uncertain. On the other hand, we have a 
commonsense belief that causal effects exist in the real world. If we can
develop models tolerant of imprecision, it would be useful. Perhaps, the 
tools that can be found in soft computing may be useful.

2.1 Nature of causal relationships

The term causality is used here in the every day, informal sense. There
are several strict definitions that are not wholly compatible with each
other. The formal definition used in this paper is that if one thing (event)
occurs because of another thing (event), we say that there is a dependent or
causal relationship. 

Fig. 1. Diagram indicating that is causally dependent on .
Some questions about causal relationships that would be desirable to an-

swer are:
•To what degree does cause ? Is the value for sensitive to a small
change in the value of 

•Does the relationship always hold in time and in every situation? If it
does not hold, can the particular situation when it does hold be discou-
vered?

•How should we describe the relationship between items that are causally 
related: probability, possibility? Can we say that there is a causal strength
between two items; causal strength representing the degree of causal in-
fluence that items have over each other?

S

S

Fig. 2. Mutual dependency.
• Is it possible that there might be mutual dependencies; i.e.,  as well 
as  a? Is it possible that they do so with different strengths? They can
be described as shown in Fig. 2. where Si,j represents the strength of the
causal relationship from i to j . Often, it would seem that the strengths 
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would be best represented by an approximate belief function. There 
would appear to be two variations: 

 • Different causal strengths for the same activity, occurring at the 
same time: 
For example,  could be short men and  could be tall women. If 
S meant the strength of desire for a social meeting that was 
caused in short men by the sight of tall women, it might be that  
S > S .

On the other hand, some would argue that causality should be 
completely asymmetric and if it appears that items have mutual in-
fluences it is because there is another cause that causes both. A 
problem with this idea is that it can lead to eventual regression to a 
first cause; whether this is true or not, it is not useful for common-
sense representation.

•Different causal strengths for symmetric activities, occurring at dif-
ferent times:
It would seem that if there were causal relationships in market bas-
ket data, there would often be imbalanced dependencies. For ex-
ample, if a customer first buys strawberries, there may be a rea-
sonably good chance that she will then buy whipped cream. Con-
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versely, if she first buys whipped cream, the subsequent purchase
of strawberries may be less likely. This situation could also be rep-
resented by Fig 2. However, the issue of time sequence would be 
poorly represented. A graph representation could be used that im-
plies a time relationship. Nodes in a sequence closer to a root 
could be considered to be earlier in time than those more distant
from the root. Redundant nodes would have to be inserted to cap-
ture every alternate sequence. For example, one set of nodes for 
when strawberries are bought before whipped cream and another
set when whipped cream is bought before strawberries. However, 
this representation is less elegant and not satisfactory when a time
differential is not a necessary part of causality. It also introduces 
multiple nodes for the same object (e.g., strawberries, whipped 
cream); which at a minimum introduces housekeeping difficulties.

S S

Fig. 3. Alternative time sequences for two symmetric causal event se-
quences where representing differing event times necessary for rep-
resenting causality. Nodes closer to the root occur before nodes
more distant from the root. Causal strengths may be different de-
pending on sequence.

It is potentially interesting to discouver the absence of a causal relation-
ship; for example, discouvering the lack of a causal relationship in drug
treatment’s of disease. If some potential cause can be eliminated, then at-
tention can become more focused on other potentials. 

Prediction is not the same as causality. Recognizing whether a causal re-
lationship existed in the past is not the same as predicting that in the future
one thing will occur because of another thing. For example, knowing that 

 was a causal (or deterministic) factor for  is different from saying 
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whenever there is ,  will deterministically occur (or even probalistically 
occur to a degree ). There may be other necessary factors. 

Causal necessity is not the same thing as causal sufficiency; for exam-
ple, in order for event  to occur, events  need to occur. We can say 
that , by itself, is necessary, but not sufficient. 

Part of the difficulty of recognizing causality comes from identifying 
relevant data. Some data might be redundant; some irrelevant; some are 
more important than others. Data can have a high dimensionality with only 
a relatively few utilitarian dimensions; i.e., data may have a higher dimen-
sionality than necessary to fully describe a situation. In a large collection 
of data, complexity may be unknown. Dimensionality reduction is an im-
portant issue in learning from data. 

A causal discovery method cannot transcend the prejudices of analysts. 
Often, the choice of what data points to include and which to leave out, 
which type of curve to fit (linear, exponential, periodic, etc.), what time in-
crements to use (years, decades, centuries, etc.) and other model aspects 
depend on the instincts and preferences of researchers. 

It may be possible to determine whether a collection of data is random 
or deterministic using attractor sets from Chaos theory [Packard, 1980]. A 
low dimensional attractor set would indicate regular, periodic behavior and 
would indicate determinate behavior. On the other hand, high dimensional 
results would indicate random behavior. 

2.2 Types of causality

There are at least three ways that things may be said to be related: 
•Coincidental: Two things describe the same object and have no determi-
native relationship between them. 

•Functional: There is a generative relationship. 
•Causal: One thing causes another thing to happen. There are at least four 
types of causality: 

•Chaining: In this case, there is a temporal chain of events, A1,A2,..., 
An, which terminates on An. To what degree, if any, does Ai (i=1,...,
n-1) cause An? A special case of this is a backup mechanism or a 
preempted alternative. Suppose there is a chain of casual depend-
ence, A1 causing A2; suppose that if A1 does not occur, A2 still oc-
curs, now caused by the alternative cause B1 (which only occurs if A1
does not). 

•Conjunction (Confluence): In this case, there is a confluence of 
events, A1,..., An, and a resultant event, B. To what degree, if any, did 
or does Ai cause B? A special case of this is redundant causation.
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Say that either A1 or A2 can cause B; and, both A1 and A2 occur si-
multaneously. What can be said to have caused B?

•Network: A network of events. 
•Preventive: One thing prevents another; e.g., She prevented the ca-
tastrophe.

Recognizing and defining causality is difficult. Causal claims have both 
a direct and a subjunctive complexity [Spirtes, 2000] - they are associated 
with claims about what did happen, or what did not happen, or has not 
happened yet, or what would have happened if some other circumstance 
had been otherwise. The following show some of the difficulties: 
•Example 1: Simultaneous Plant Death: My rose bushes and my neigh-
bor’s rose bushes both die. Did the death of one cause the other to die? 
(Probably not, although the deaths are associated.) 

•Example 2: Drought: There has been a drought. My rose bushes and my 
neighbor’s rose bushes both die. Did the drought cause both rose bushes 
to die? (Most likely.) 

•Example 3: Traffic: My friend calls me up on the telephone and asks me 
to drive over and visit her. While driving over, I ignore a stop sign and 
drive through an intersection. Another driver hits me. I die. Who caused 
my death? -- Me? -- The other driver? -- My friend? -- The traffic engi-
neer who designed the intersection? -- Fate? (Based on an example sug-
gested by Zadeh [2000].) 

•Example 4: Umbrellas: A store owner doubles her advertising for um-
brellas. Her sales increase by 20% What caused the increase? -- Advertis-
ing? -- Weather? -- Fashion? -- Chance? 

•Example 5: Poison: (Chance increase without causation) Fred and Ted 
both want Jack dead. Fred poisons Jack’s soup; and, Ted poisons his cof-
fee. Each act increases Jack’s chance of dying. Jack eats the soup but 
(feeling rather unwell) leaves the coffee, and dies later. Ted’s act raised 
the chance of Jack’s death but was not a cause of it. 

Exactly what makes a causal relationship is open to varying definition. 
However, causal asymmetries often play a part [Hausman 1998]. Some 
claimed asymmetries are: 
•Time order: Effects do not come before effects (at least as locally ob-
served)

•Probabilistic independence: Causes of an event are probabilistically inde-
pendent of another, while effects of a cause are probabilistically depend-
ent on one another. 
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•Counterfactual dependency: Effects counterfactually depend on their 
causes, while causes do not counterfactually depend on their effects and 
effects of a common cause do not counterfactually depend on each other. 

•Over determination: Effects over determine their causes, while causes 
rarely over determine their effects. 

•Fixity: Causes are “fixed” no later than their effects 
•Connection dependency: If one were to break the connection between 
cause and effect; only the effect might be affected. 

2.3 Classical statistical dependence

Statistical independence:

Statistical dependence is interesting in this context because it is often 
confused with causality. Such reasoning is not correct. Two events E1, E2
may be statistical dependent because both have a common cause E0. But 
this does not mean that E1 is the cause of E2.

For example, lack of rain (E0) may cause my rose bush to die (E1) as 
well as that of my neighbor (E2). This does not mean that the dying of my 
rose has caused the dying of my neighbor’s rose, or conversely. However, 
the two events E1, E2 are statistically dependent. 

The general definition of statistical dependence is: 
Let A, B be two random variables that can take on values in the 

domains {a1,a2,...,ai} and {b1,b2,...,bj} respectively. Then A is said to 
be statistically independent of B iff 

prob (ai|bj) = prob(ai) for all bj and for all ai.
The formula 

prob(ai|bj) = prob(ai) prob(bj)
describes the joint probability of ai AND bj when A and B are independ-

ent random variables. Then follows the law of compound probabilities 
prob(ai,bj) = prob(ai) prob(bj|ai)

In the absence of causality, this is a symmetric measure. Namely,
prob(ai,bj) = prob(bj,ai)

Causality vs. statistical dependence:

A causal relationship between two events E1 and E2 will always give 
rise to a certain degree of statistical dependence between them. The con-
verse is not true. A statistical dependence between two events may; but 
need not, indicate a causal relationship between them. We can tell if there 
is a positive correlation if 

prob(ai,bj) > prob(ai) prob(bj)
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However, all this tells us that it is an interesting relationship. It does not 
tell us if there is a causal relationship. 

Following this reasoning, it is reasonable to suggest that association 
rules developed as the result of link analysis might be considered causal; if 
only because of a time sequence is involved. In some applications, such as 
communication fault analysis [Hatonen 1996], causality is assumed. In 
other potential applications, such as market basket analysis3, the strength 
of time sequence causality is less apparent. For example, if someone buys 
milk on day1 and dish soap on day2, is there a causal relationship? Perhaps, 
some strength of implication function could be developed. 

Some forms of experimental marketing might be appropriate. However, 
how widely it might be applied is unclear. For example, a food store could 
carry milk (E1,m=1) one month and not carry dish soap. The second month 
the store could carry dish soap (E2,m=2) and not milk. On the third month, it 
could carry both milk and dish soap (E1,m=3) (E2,m=3). That would determine 
both the independent and joint probabilities (setting aside seasonality is-
sues). Then, if 

prob(E1,m=3) prob(E2,m=3) > prob(E1,m=1) prob(E2,m=2)
there would be some evidence that there might be a causal relationship 

as greater sales would occur when both bread and soap were present. 

2.4 Probabilistic Causation

Probabilistic Causation designates a group of philosophical theories 
that aim to characterize the relationship between cause and effect using the 
tools of probability theory. A primary motivation is the desire for a theory 
of causation that does not presuppose physical determinism. 

The success of quantum mechanics, and to a lesser extent, other theories 
using probability, brought some to question determinism. Some philoso-
phers became interested in developing causation theories that do not pre-
suppose determinism. 

One notable feature has been a commitment to indeterminism, or rather, 
a commitment to the view that an adequate analysis of causation must ap-
ply equally to deterministic and indeterministic worlds. Mellor [1995] ar-
gues that indeterministic causation is consistent with the connotations of 
causation. Hausman [1998], on the other hand, defends the view that in in-
deterministic settings there is, strictly speaking, no indeterministic causa-
tion, but rather deterministic causation of probabilities. 

Following Suppes [1970] and Lewis [Lewis 1996], the approach has 
been to replace the thought that causes are sufficient for, or determine, 
                                                     
3 Time sequence link analysis can be applied to market basket analysis when the customers 

can be recognized; for example through the use of supermarket customer “loyalty” cards 
or “cookies” in e-commerce.
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their effects with the thought that a cause need only raise the probability of 
its effect. This shift of attention raises the issue of what kind of probability 
analysis, if any, is up to the job of underpinning indeterministic causation. 

3. Representation

The representation constrains and supports the methods that can be used. 
Several representations have been proposed. Fully representing impreci-
sion remains undone. 

3.1 First order logic

Hobbs [2001] uses first-order logic to represent causal relationships. One 
difficulty with this approach is that the representation does not allow for 
any gray areas. For example, if an event occurred when the wind was 
blowing east, how could a wind blowing east-northeast be accounted for? 
The causality inferred may be incorrect due to the representation’s rigidity. 

Nor can first order logic deal with dependencies that are only sometimes
true. For example, sometimes when the wind blows hard, a tree falls. This 
kind of sometimes event description can possibly be statistically described. 
Alternatively, a qualitative fuzzy measure might be applied. 

Another problem is recognizing differing effect strengths. For example, 
if some events in the causal complex are more strongly tied to the effect? 
Also, it is not clear how a relationship such as the following would be rep-
resented:  causes  some of the time;  causes  some of the time; other 
times there is no causal relationship.

3.2 Probability and decision trees

Various forms of root initiated, tree-like graphs have been suggested 
[Shafer 1996]. A tree is a digraph starting from one vertice, the root. The 
vertices represent situations. Each edge represents a particular variable 
with a corresponding probability (branching). Among them are: 
• Probability trees: Have a probability for every event in every situation, 
and hence a probability distribution and expected value for every variable 
in every situation. A probability tree is shown in Fig 4. Probability trees 
with zero probabilities can be used to represent deterministic events; an 
example of this can be seen in Fig. 5.
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Fig. 4. Probability tree, dependent. (Based on: Shafer [1996], p71.)
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Fig. 5. Determinism in a probability tree. (Based on: Shafer [1996], p72.)

•Decision trees: Trees in which branching probabilities are supplied for
some, while others are unknown. An example of a decision tree is pro-
vided in Fig 6. An often useful variant is Martingale trees. 

Time ordering of the variables is represented via the levels in the tree.
The higher a variable is in the tree, the earlier it is in time. This can be-
come ambiguous for networked representations; i.e., when a node can have 
more than two parents and thus two competing paths (and their imbedded
time sequences). By evaluating the expectation and probability changes
among the nodes in the tree, one can decide whether the two variables are 
causally related.

There are various difficulties with this kind of tree. One of them is com-
putational complexity. Another is the assumptions that need to be made 
about independence, such as the Markoff condition. In the context of large
databases, learning the trees is computationally intractable.
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Fig. 6. Decision tree (based on: Shafer [1996], p 249).

Another significant difficulty is incomplete data. Data may be incom-
plete for two reasons. Data may be known to be necessary, but missing.
Data also may be hidden. A dependency distinction may be made. Missing
data is dependent on the actual state of the variables. For example, a miss-
ing data point in a drug study may indicate that a patient became too sick
to continue the study (perhaps because of the drug). In contrast, if a vari-
able is hidden, the absence of this data is independent of state. Both of
these situations have approaches that may help. The reader is directed to 
Spirtes [2000] for a discussion.

3.3 Directed graphs

Some authors have suggested that sometimes it is possible to recognize 
causal relations through the use of directed graphs (digraphs) [Pearl 1991]
[Spirtes 2000].

In a digraph, the vertices correspond to the variables and each directed
edge corresponds to a causal influence. Diagraphs are not cyclic; the same 
node in the graph cannot be visited twice. An example is shown in Fig. 7.
Pearl [2000] and Spirtes [2001] use a form of digraphs called DAGs for 
representing causal relationships.
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Fig. 7. (a) An example digraph (DAG)   (b) Example instantiating (a).

Sometimes, cycles exist. For example, a person’s family medical history
influences both whether they are depressive and whether they will have 
some diseases. Drinking alcohol combined with the genetic predisposition 
to certain disease influences whether the person has a particular disease;
that then influence depression; that in turn may influence the person’s
drinking habits. Fig. 8 shows an example of a cyclic digraph. 

.

drinking alcohol

disease

depression

family history

Fig. 8. Cyclic causal relationships.

Developing directed acyclic graphs from data is computationally expen-
sive. The amount of work increases geometrically with the number of at-
tributes. For constraint based methods, the reader is directed to Pearl 
[2000], Spirtes [2000], Silverstein [1998], and Cooper [1997]. For Bayes-
ian discouvery, the reader is directed to Heckerman [1997] and Geiger
[1995].

Quantitatively describing relationships between the nodes can be com-
plex. One possibility is an extension of the random Markoff model; shown 
in Fig. 9. The state value is 1/0 as an event either happens or does not. 

b E
0
1

D c
1
0 m

Fig. 9. Random Markoff model: c = P(D), m = the probability that when
D is present, the causal mechanism brings about E, b = the prob-
ability that some other (unspecified) causal mechanism brings 
about E.
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4. Epilogue

Causality occupies a central position in human commonsense reasoning. In 
particular, it plays an essential role in common sense human decision-
making by providing a basis for choosing an action that is likely to lead to 
a desired result. In our daily lives, we make the commonsense observation 
that causality exists. Carrying this commonsense observation further, the
concern is how to computationally recognize a causal relationship.

Data mining holds the promise of extracting unsuspected information
from very large databases. Methods have been developed to build rules. In
many ways, the interest in rules is that they offer the promise (or illusion)
of causal, or at least, predictive relationships. However, the most common
form of rules (association) only calculate a joint occurrence frequency; not
causality. A fundamental question is determining whether or not recog-
nizing an association can lead to recognizing a causal relationship.

An interesting question how to determine when causality can be said to 
be stronger or weaker. Either in the case where the causal strength may be 
different in two independent relationships; or, where in the case where two 
items each have a causal relationship on the other. 

Causality is a central concept in many branches of science and philoso-
phy. In a way, the term “causality” is like “truth” -- a word with many
meanings and facets. Some of the definitions are extremely precise. Some 
of them involve a style of reasoning best be supported by fuzzy logic.

Defining and representing causal and potentially causal relationships is
necessary to applying algorithmic methods. A graph consisting of a col-
lection of simple directed edges will most likely not offer a sufficiently 
rich representation. Representations that embrace some aspects of impreci-
sion are necessary.

A deep question is when anything can be said to cause anything else. 
And if it does, what is the nature of the causality? There is a strong moti-
vation to attempt causality discouvery in association rules. The research
concern is how to best approach the recognition of causality or non-
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causality in association rules. Or, if there is to recognize causality as long 
as association rules are the result of secondary analysis? 
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Summary. Observational calculi are special logical calculi in which statements con-
cerning observed data can be formulated. Their special case is predicate observa-
tional calculus. It can be obtained by modifications of classical predicate calculus
- only finite models are allowed and generalised quantifiers are added. Association
rules can be understood as special formulas of predicate observational calculi. Such
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lem of the possibility to express association rule by the means of classical predicate
calculus is investigated. A reasonable criterion of classical definability of association
rules is presented.

Key words: Data mining, association rules, mathematical logic, observa-
tional calculi

1 Introduction

The goal of this chapter is to contribute to the theoretical foundations of data
mining. We are interested in association rules of the form ϕ ∼ ψ where ϕ
and ψ are derived Boolean attributes. Meaning of association rule ϕ ∼ ψ is
that Boolean attributes ϕ and ψ are associated in a way corresponding to
the symbol ∼ that is called 4ft-quantifier. The 4ft-quantifier makes possible
to express various types of associations e.g. several types of implication or
equivalency and also associations corresponding to statistical hypothesis tests.

Association rules of this form are introduced in [2]. Some more examples
are e.g. in [7, 8]. To keep this chapter self-contained we will overview basic
related notions in the next section.

Logical calculi formulae of which correspond to such association rules were
defined and studied e.g. in [2, 4, 5, 6, 7]. It was shown that there are practically
important theoretical properties of these calculi. Deduction rules of the form
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ϕ∼ψ
ϕ′∼ψ′

where ϕ ∼ ψ and ϕ′ ∼ ψ′ are association rules are examples of such

results [7].
Logical calculus of association rules can be understood as a special case of

the monadic observational predicate calculus [2]. It can be obtained by modi-
fications of classical predicate calculus such that only finite models are allowed
and 4ft quantifiers are added. We call this calculus observational calculus of
association rules.

Observational calculus is a language formulae of which are statements
concerning observed data. Various types of observational calculi are defined
and studied [2]. The observational calculi are introduced in Sect. 3. Association
rules as formulas of observational calculus are defined in Sect. 4.

The natural question is what association rules are classically definable.
We say that the association rule is classically definable if it can be expressed
by means of classical predicate calculus (i.e. predicates, variables, classical
quantifiers ∀, ∃, Boolean connectives and the predicate of equality). The for-
mal definition is in Sect. 5. The problem of definability in general monadic
observational predicate calculi is solved by the Tharp’s theorem, see Sect. 5.

Tharp’s theorem is but too general from the point of view of association
rules. We show, that there is a more intuitive criterion of classical definability
of association rules. This criterion concerns 4ft-quantifiers. We need some the-
oretical results achieved in [2], see Sect. 6. The criterion of classical definability
of association rules is proved in Sect. 7.

2 Association Rules

The association rule is an expression ϕ ∼ ψ where ϕ and ψ are Boolean
attributes. The association rule ϕ ∼ ψ means that the Boolean attributes ϕ
and ψ are associated in the way given by the symbol ∼. The symbol ∼ is
called 4ft-quantifier. Boolean attributes ϕ and ψ are derived from columns
of an analysed data matrix M. An example of the association rule is the
expression

A(α) ∧ D(δ) ∼ B(β) ∧ C(γ) .

The expression A(α) is a basic Boolean attribute The symbol α denotes a
subset of all possible values of the attribute A (i.e. column of the data matrix
M). The basic Boolean attribute A(α) is true in row o of M if it is a ∈ α
where a is the value of the attribute A in row o. Boolean attributes ϕ and ψ
are derived from basic Boolean attributes using propositional connectives ∨,
∧ and ¬ in the usual way.

The association rule ϕ ∼ ψ can be true or false in the analysed data matrix
M. It is verified on the basis of the four-fold contingency table of ϕ and ψ in
M, see Table 1. This table is denoted 4ft(ϕ, ψ, M).

Here a is the number of the objects (i.e. the rows of M) satisfying both ϕ
and ψ, b is the number of the objects satisfying ϕ and not satisfying ψ, c is
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Table 1. 4ft table 4ft(ϕ, ψ, M) of ϕ and ψ in data matrix M

M ψ ¬ψ

ϕ a b

¬ϕ c d

the number of objects not satisfying ϕ and satisfying ψ and d is the number
of objects satisfying neither ϕ nor ψ . We write 4ft(ϕ, ψ,M) = 〈a, b, c, d〉. We
use the abbreviation ”4ft” instead of ”four-fold table”. The notion 4ft table
is used for all possible tables 4ft(ϕ, ψ, M).

Definition 1. 4ft table is a quadruple 〈a, b, c, d〉 of the integer non-negative
numbers a, b, c, d such that a + b + c + d > 0.

A condition concerning all 4ft tables is associated to each 4ft-quantifier.
The association rule ϕ ∼ ψ is true in the analysed data matrix M if the
condition associated to the 4ft-quantifier ∼ is satisfied for the 4ft table 4ft(ϕ,
ψ, M) of ϕ and ψ in M. If this condition is not satisfied then the association
rule ϕ ∼ ψ is false in the analysed data matrix M.

This condition defines a {0, 1} - function Asf∼ that is called associated
function of the 4ft-quantifier ∼, see [2]. This function is defined for all 4ft
tables such that

Asf∼ =

{
1 if the condition associated to ∼ is satisfied
0 otherwise.

Here are several examples of 4ft quantifiers.
The 4ft-quantifier ⇒p,Base of founded implication for 0 < p ≤ 1 and

Base > 0 [2] is defined by the condition a
a+b

≥ p∧a ≥ Base . The association
rule ϕ ⇒p,Base ψ means that at least 100p per cent of objects satisfying ϕ
satisfy also ψ and that there are at least Base objects of M satisfying both
ϕ and ψ.

The 4ft-quantifier ⇒!
p,α,Base of lower critical implication for 0 < p ≤ 1,

0 < α < 0.5 and Base > 0 [2] is defined by the condition
∑a+b

i=a

(
a+b

i

)
pi(1 −

p)a+b−i ≤ α ∧ a ≥ Base . This corresponds to the statistical test (on the
level α) of the null hypothesis H0 : P (ψ|ϕ) ≤ p against the alternative one
H1 : P (ψ|ϕ) > p. Here P (ψ|ϕ) is the conditional probability of the validity of
ψ under the condition ϕ.

The 4ft-quantifier ⇔p,Base of founded double implication for 0 < p ≤ 1
and Base > 0 [3] is defined by the condition a

a+b+c
≥ p ∧ a ≥ Base . This

means that at least 100p per cent of objects satisfying ϕ or ψ satisfy both ϕ
and ψ and that there are at least Base objects of M satisfying both ϕ and
ψ.

The 4ft-quantifier ≡p,Base of founded equivalence for 0 < p ≤ 1 and
Base > 0 [3] is defined by the condition a+d

a+b+c+d
≥ p ∧ a ≥ Base . The

association rule ϕ ≡p,Base ψ means that ϕ and ψ have the same value (either
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true or false) for at least 100p per cent of all objects of M and that there are
at least Base objects satisfying both ϕ and ψ.

The 4ft-quantifier ∼+
p,Base of above average dependence for 0 < p and

Base > 0 [7] is defined by the condition a
a+b

≥ (1 + p) a+c
a+b+c+d

∧ a ≥ Base .
This means that among the objects satisfying ϕ is at least 100p per cent more
objects satisfying ψ than among all objects and that there are at least Base
objects satisfying both ϕ and ψ.

Further various 4ft-quantifiers are defined e.g. in [2, 3, 7, 8].

3 Observational Calculi

A mathematical theory related to the question ”Can computers formulate and
justify scientific hypotheses?” is developed in [2]. GUHA method as a tool for
mechanising hypothesis formation is defined in relation to this theory. The
procedure 4ft-Miner described in [8] is a GUHA procedure in the sense of [2].

Observational calculi are defined and studied in [2] as a language in which
statements concerning observed data are formulated. We will use monadic
observational predicate calculi to solve the question what predicate association
rules can be logically equivalent expressed using classical quantifiers ∀ and ∃
and by the predicate of equality.

We will use the following notions introduced in [2].

Definition 2. Observational semantic system and observational V-structures
are defined as follows:

1. Semantic system S= 〈Sent, M, V, Val〉 is given by a non–empty set Sent
of sentences, a non–empty set M of models, non–empty set V of abstract
values and by an evaluation function Val : (Sent × M) → V . If it is
ϕ ∈ Sent and M ∈ M then Val(ϕ, M) is the value of ϕ in M.

2. Semantic system S= 〈Sent, M, V, Val〉 is an observational semantic

system if Sent, M and V are recursive sets and Val is a partially recursive
function.

3. A type is a finite sequence 〈t1, . . . , tn〉 of positive natural numbers. We
write < 1n > instead of 〈1, 1, . . . , 1︸ ︷︷ ︸

n−times

〉.

4. A V-structure of the type t = 〈t1, . . . , tn〉 is a n+1-tuple

M = 〈M, f1, . . . , fn〉,

where M is a non-empty set and each fi (i = 1, . . . , n) is a mapping from
M ti into V . The set M is called the domain of M.

5. If M1 = 〈M1, f1, . . . , fn〉, M2 = 〈M2, g1, . . . , gn〉 are the V-structures of
the type t = 〈t1, . . . , tn〉 then the one-one mapping ζ of M1 onto M2 is
an isomorphism of M1, M2 if it preserves the structure, i.e. for each i
and o1, . . . , oti

∈ M1 we have fi(o1, . . . , oti
) = gi(ζ(o1), . . . , ζ(oti

)) .
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6. Denote by MV
t the set of all V-structures M of the type t such that the

domain of M is a finite set of natural numbers. If V is a recursive set
then the elements of MV

t are called observational V-structures.

Various observational semantic systems are defined in [2]. Observational
predicate calculus (OPC for short) is one of them. It is defined by modifica-
tions of (classical) predicate calculus such that

• only finite models are admitted
• more quantifiers than ∀ and ∃ are used
• assumptions are made such that the closed formulae, models and the eval-

uation function form an observational semantic system

see definitions 3, 4 and 5.

Definition 3. A predicate language L of type t = 〈t1, . . . , tn〉 is defined in
the following way.

Symbols of the language are:

• predicates P1, . . . , Pn of arity t1, . . . , tn respectively
• an infinite sequence x0, x1, x2, . . . of variables

• junctors 0, 1 (nullary), ¬ (unary) and ∧,∨,→,↔ (binary), called false-
hood, truth, negation, conjunction, disjunction, implication and equiva-
lence.

• quantifiers q0, q1, q2, . . . of types s0, s1, s2, . . . respectively. The sequence
of quantifiers is either infinite or finite (non-empty). The type of quantifier
qi is a sequence 〈1si〉. If there are infinitely many quantifiers then the
function associating the type si with each i is recursive.

• A predicate language with equality contains an additional binary
predicate = (the equality predicate) distinct from P1, . . . , Pn.

Formulae are defined inductively as usual:

• Each expression Pi(u1, . . . , uti
) where u1, . . . , uti

are variables is an atomic

formula (and u1 = u2 is an atomic formula).
• Atomic formula is a formula, 0 and 1 are formulae. If ϕ and ψ are for-

mulae, then ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ, ϕ → ψ and ϕ ↔ ψ are formulae.
• If qi is a quantifier of the type 〈1si〉, if u is a variable and ϕ1, . . . , ϕsi

are
formulae then (qiu)(ϕ1, . . . , ϕsi

) is a formula.

Free and bound variables are defined as usual. The induction step for
(qiu)(ϕ1, . . . , ϕs) is as follows:

• A variable is free in (qiu)(ϕ1, . . . , ϕs) iff it is free in one of the formulae
ϕ1, . . . , ϕs and it is distinct from u.

• A variable is bound in (qiu)(ϕ1, . . . , ϕs) iff it is bound in one of the for-
mulae ϕ1, . . . , ϕs or it is u.

Definition 4. Observational predicate calculus OPC of the type t =
〈t1, . . . , tn〉 is given by
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• Predicate language L of the type t.
• Associated function Asfqi

for each quantifier qi of the language L. Asfqi

maps the set M{0,1}
si

of all models (i.e. V-structures) of the type si whose
domain is a finite subset of the set of natural numbers into {0, 1} such that
the following is satisfied:

– Each Asfqi
is invariant under isomorphism, i.e. if M1,M2 ∈ M

{0,1}
si

are isomorphic, then Asfqi
(M1) = Asfqi

(M2).
– Asfqi

(M) is a recursive function of two variables qi,M.

Definition 5. (Values of formulae ) Let P be an OPC, let M = 〈M, f1,
. . . , fn〉 be a model and let ϕ be a formula; write FV (ϕ) for the set of free
variables of ϕ. An M-sequence for ϕ is a mapping ε of FV (ϕ) into M . If
the domain of ε is {u1, . . . un} and if ε(ui) = mi then we write ε = u1,...,un

m1,...,mn
.

We define inductively ‖ϕ‖M[ε] - the M-value of ϕ for ε.

• ‖Pi(u1, . . . , uk)‖M[ u1,...,uk

m1,...,mk
] = fi(m1, . . . , mk)

• ‖u1 = u2)‖M[ u1,u2

m1,m2

] = 1 iff m1 = m2

• ‖0‖M[∅] = 0, ‖1‖M[∅] = 1,
• ‖¬ϕ‖M[ε] = 1 − ‖ϕ‖M[ε]
• If FV (ϕ) ⊆ domain(ε) then write ε/ϕ instead of restriction of ε to FV (ϕ).

Let ι be one of ∧, ∨, →, ↔ and let Asfι be its associated function given by
the usual truth table. Then ‖ϕ ι ψ‖M[ε] = Asfι(‖ϕ‖M[ε/ϕ], ‖ψ‖M[ε/ψ]) .

• If domain(ε) ⊇ FV (ϕ) − {x} and x �∈ domain(ε) then letting x vary over
M we obtain an unary function ‖ϕ‖ε

M on M such that for m ∈ M it is:

‖ϕ‖ε
M(m) = ‖ϕ‖M[(ε ∪

x

m
)/ϕ] .

(‖ϕ‖M can be viewed as a k-ary function, k being the number of free vari-
ables of ϕ. Now all variables except x are fixed according to ε; x varies over
M). We define: ‖(qix)(ϕ1, . . . , ϕk)‖M[ε] = Asfq(〈M, ‖ϕ1‖ε

M, . . . , ‖ϕk‖ε
M〉).

The following theorem is proved in [2].

Theorem 1. Let P be an OPC of type t and let S be the semantic sys-
tem whose sentences are closed formulas of P, whose models are elements

of M
{0,1}
t and whose evaluation function is defined by:

Val(ϕ,M) = ‖ϕ‖M[∅] .

Then S is an observational semantic system.

Remark 1. Let P be an OPC of type t and let ϕ be its closed formula. Then
we write only ‖ϕ‖M instead of ‖ϕ‖M[∅].

We will also use the following notions defined in [2].
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Definition 6. An OPC is monadic if all its predicates are unary, i.e. if its
type is t = 〈1, . . . , 1〉. We write MOPC MOPC for ”monadic observational
predicate calculus”. A MOPC whose only quantifiers are the classical quan-
tifiers ∀, ∃ is called a classical MOPC or CMOPC. Similarly for MOPC
with equality, in particular a CMOPC with equality.

4 Association Rules in Observational Calculi

Let P4 be a MOPC of the type 〈1, 1, 1, 1〉 with unary predicates P1, P2, P3, P4

and with the quantifier ⇒p,Base of the type 〈1, 1〉. Let x be the variable of
P4. Then the closed formula

(⇒p,Base, x)(P1(x) ∧ P4(x), P2(x) ∧ P3(x))

of MOPC P4 can be understood as the association rule

P1 ∧ P4 ⇒p,Base P2 ∧ P3

if we consider the associated function Asf⇒p,Base
of the quantifier ⇒p,Base as

the function mapping the set M
{0,1}
〈1,1〉 of all models M = 〈M, f1, f2〉 (see Fig.

1) of the type 〈1, 1〉 into {0, 1} such that

Asf⇒p,Base
=

{
1 if a

a+b
≥ p ∧ a ≥ Base

0 otherwise.

We suppose that a is the number of o ∈ M such that both f1(o) = 1, f2(o) = 1
and that b is the number of o ∈ M such that f1(o) = 1 and f2(o) = 0. These
considerations lead to definition 7.

element of M f1 f2

o1 1 1
o2 0 1
...

...
...

on 0 0

Fig. 1. An example of the model M = 〈M, f1, f2〉

Definition 7. Let P be a MOPC (with or without equality) with unary pred-
icates P1, . . . ., Pn, n ≥ 2. Each formula

(∼ x)(ϕ(x), ψ(x))

of P where ∼ is a quantifier of the type 〈1, 1〉, x is a variable and ϕ(x),
ψ(x) are open formulas built from the unary predicates, junctors and from
the variable x is an association rule. We can write the association rule
(∼ x)(ϕ(x), ψ(x)) also in the form ϕ ∼ ψ.
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Definition 8. Let M = 〈M ; f, g〉 be an observational {0, 1}-structure of the

type 〈1, 1〉 (i.e. M ∈ M
{0,1}
〈1,1〉 see definition 2). Then the the 4ft table

TM = 〈aM, bM, cM, dM〉

of M is defined such that aM is the number of o ∈ M for which f(o) = g(o) =
1, bM is the number of o ∈ M for which f(o) = 1 and g(o) = 0 cM is the
number of o ∈ M for which f(o) = 0 and g(o) = 1 and dM is the number of
o ∈ M for which f(o) = g(o) = 0.

Let N = 〈M ; f, g, h〉 be an observational {0, 1}-structure of the type
〈1, 1, 2〉 Then the 4ft table TN of N is defined as the 4ft table TM of
M = 〈M ; f, g〉.

Remark 2. The associated function Asf∼ is invariant under isomorphism of
observational structures (see definition 4). It means that if M = 〈M ; f, g〉 is
an observational {0, 1}-structure of the type 〈1, 1〉 then the value Asf∼(M) =
Asf∼(〈M ; f, g〉) is fully determined by the 4ft table TM = 〈aM, bM, cM, dM〉.
Thus we can write Asf∼(aM, bM, cM, dM) instead of Asf∼(〈M ; f, g〉).

Remark 3. Let P be a MOPC as in definition 7. Let ϕ ∼ ψ be an associational
rule, let M be a model of P and let M be a domain of M. Then it is

‖ϕ ∼ ψ‖M = ‖(∼ x)(ϕ(x), ψ(x))‖M [∅] = Asf∼(〈M, ‖ϕ‖∅M, ‖ψ‖∅M〉) .

Let us remember that both ‖ϕ‖∅M and ‖ψ‖∅M are unary functions defined
on M , see the last point of definition 5. We denote the {0, 1}-structure
〈M, ‖ϕ‖∅M, ‖ψ‖∅M〉) by Mϕ,ψ. It means that

‖ϕ ∼ ψ)‖M = Asf∼(aMϕ,ψ
, bMϕ,ψ

, cMϕ,ψ
, dMϕ,ψ

) .

We are interested in the question of what association rules are classically
definable (i.e. they can be expressed by predicates, variables, classical quanti-
fiers ∀, ∃, Boolean connectives and by the predicate of equality). We defined
association rules of the form such as

A(a1, a7) ∧ D(d2, d3) ⇒p,Base B(b2)

see Sect. 2. Informally speaking this association rule is equivalent to the as-
sociation rule

(A(a1) ∨ A(a7)) ∧ (D(d2) ∨ D(d3)) ⇒p,Base B(b2)

with Boolean attributes A(a1), A(a7), D(d2), D(d3) and B(b2).
Thus we can concentrate on the question of what association rules - i.e.

closed formulas (∼ x)(ϕ, ψ) of the MOPC are classically definable.
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5 Classical Definability and Tharp’s Theorem

We use the following two definitions and lemma from [2].

Definition 9. Let P be an OPC. Suppose that ϕ and ψ are formulas such
that FV (ϕ) = FV (ψ) (ϕ and ψ have the same free variables). Then ϕ and ψ
are said to be logically equivalent if ‖ϕ‖M = ‖ψ‖M for each model M.

Remark that the equality ‖ϕ‖M = ‖ψ‖M in the previous definition is
generally the equality of functions. We will use it for the closed formulas. In
this case it is the equality of two values.

Definition 10. Let P be a MOPC (including MOPC with equality) of the type
〈1n〉 and let q be a quantifier of type 〈1k〉, k ≤ n. Then q is definable in P
if there is a sentence Φ of P not containing q such that the sentence

(qx)(P1(x), . . . , Pn(x))

is logically equivalent to Φ.

Lemma 1. Let P and q be as in definition 10. Then q is definable in P iff
each sentence of P is logically equivalent to a sentence not containing the
quantifier q.

The following theorem concerns the problem of definability of quantifiers,
see [2] (and [10] cited in [2]).

Theorem 2. (Tharp) Let P= be a CMOPC with equality and unary predi-
cates P1, . . . , Pn and let P ′ be its extension by adding a quantifier q of type
〈1k〉 ( k ≤ n). Then q is definable in P ′ iff there is a natural number m such
that the following holds for ε ∈ {0, 1} and each model M of type 〈1k〉:

Asfq(M) = ε iff (∃M0 ⊆ M)(M0 has ≤ m elements

and (∀M1)(M0 ⊆ M1 ⊆ M implies Asfq(M) = ε

We formalise the notion of classically definable association rules in the
following definition.

Definition 11. Let P= be a CMOPC with equality and unary predicates
P1, . . . , Pn (n ≥ 2), let P∼ be its extension by adding a quantifier ∼ of type
〈1, 1〉. Then the association rule ϕ ∼ ψ is classically definable if the quan-
tifier ∼ is definable in P∼.

The following lemma is an immediate consequence of lemma 1.

Lemma 2. Let P∼ and ϕ ∼ ψ be as in definition 11. Then the association
rule ϕ ∼ ψ is classically definable iff it is logically equivalent to a sentence of
P∼ that contains only predicates, variables, classical quantifiers ∀, ∃, Boolean
connectives and the predicate of equality.



32 Jan Rauch

We search for another criterion of classical definability of association rules
ϕ ∼ ψ than Tharp’s theorem 2. Namely we are interested in a criterion closely
related to the associated function Asf∼ of the 4ft-quantifier ∼.

Such criterion is presented in Sect. 7. It is based on the normal form
theorem, see the next section.

6 Normal Form Theorem

We need the following notions and lemma from [2].

Definition 12.

1. An n-ary card is a sequence 〈ui; 1 ≤ i ≤ n〉 of n zeros and ones. Let
P be a MOPC with predicates P1, . . . , Pn. If M = 〈M, p1, . . . , pn〉 is a
model of P and if o ∈ M then the M-card of o is the tuple CM(o) =
〈p1(o), . . . , pn(o)〉; it is evidently an n-ary card.

2. For each natural number k > 0, ∃
k is a quantifier of the type 〈1〉 whose

associated function is defined as follows: For each finite model M = 〈M, f〉
it is Asf∃k(M) = 1 iff there are at least k elements o ∈ M such that
f(o) = 1.

Lemma 3. Let k be a natural number and let P k be the extension of CMOPC
with equality P= by adding ∃k. Then ∃k is definable by the formula

φ : (∃x1, . . . , xk)(
∧

i�=j,1≤i,j≤k

xi �= xj ∧
∧

1≤i≤k

P1(xi))

Definition 13.

1. Let u = 〈u1, . . . , un〉 be an n-card. Then the elementary conjunction

given by u is the conjunction

κu =

n∧
i=1

λi

where for i = 1, . . . , n it holds:

• λi is Pi(x) if ui = 1
• λi is ¬Pi(x) if ui = 0.

2. Each formula of the form (∃kx)κu where u is a card is called a canonical

sentence for CMOPC’s with equality.

The further results concerning classical definability of association rules are
based on the following normal form theorem proved in [2].

Theorem 3. Let P= be a CMOPC with equality and let P∗ be the extension
of P= by adding the quantifiers ∃k (k is a natural number). Let Φ be a sentence
from P=. Then there is a sentence Φ∗ from P∗ logically equivalent to Φ ( in
P∗) and such that Φ∗ is a Boolean combination of canonical sentences. (In
particular, Φ∗ contains neither the equality predicate nor any variable distinct
from the canonical variable).
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7 Classical Definability of Association Rules

Tharp’s theorem (see theorem 2) proved in [2] can be used as a criterion of
classical definability of association rules. The main result of this section is the-
orem 5 that can be used as an alternative criterion of definability. This theorem
shows that there is a relatively simple condition concerning the 4ft-quantifier
that is equivalent to classical definability of corresponding association rules.

First we prove several lemmas and introduce some notions.

Lemma 4. Let P2 be MOPC of the type 〈1, 1〉 with predicates P1, P2. Let Pn

be MOPC of the type 〈1n〉 with predicates P1, . . . , Pn. Let ∼ be a quantifier of
the type 〈1, 1〉, let P

′

2 be extension of P2 by adding ∼ and let P
′

n be extension
of Pn by adding ∼. Then ∼ is definable in P

′

2 if and only if it is definable in
P

′

n.

Proof. (1) If ∼ is definable in P
′

2 then there is a sentence Φ of P2 (i.e. a
sentence of P

′

2 not containing ∼) such that the sentence (∼ x)(P1(x), P2(x))
is logically equivalent to Φ, see definition 10. The sentence Φ is but also the
sentence of Pn and thus the sentence of P

′

n not containing ∼. It means that
∼ is definable in P

′

n

(2) Let ∼ is definable in P
′

n. It means that there is the sentence Φ
of Pn (i.e. a sentence of P

′

n not containing ∼) such that the sentence
(∼ x)(P1(x), P2(x)) is logically equivalent to Φ. Let us construct a sentence
Φ∗ from Φsuch that we replace all occurrences of the atomic formulas Pi(x)
for i ≥ 3 by the atomic formula P1(x). The sentence Φ∗ is the sentence of
the calculus P2 (i.e. the sentence of P

′

2 not containing ∼) that is logically
equivalent to (∼ x)(P1(x), P2(x)). Thus ∼ is definable in P

′

2.

Definition 14. Let P= be CMOPC of the type 〈1, 1〉 with predicates P1 and
P2 and with equality. Let P∗ be the extension of P= by adding all quantifiers
∃k ( k is a natural number). Then we denote:

• κa = P1(x) ∧ P2(x)
• κb = P1(x) ∧ ¬P2(x)
• κc = ¬P1(x) ∧ P2(x)
• κd = ¬P1(x) ∧ ¬P2(x)

Lemma 5. Let P= be CMOPC of the type 〈1, 1〉 with predicates P1 and P2

and with equality. Let P∗ be the extension of P= by adding all quantifiers ∃k (
k is a natural number). Let Φ be a Boolean combination of canonical sentences
of the calculus P∗. Then Φ is logically equivalent to the formula

K∨
i=1

ϕ(i)
a ∧ ϕ

(i)
b ∧ ϕ(i)

c ∧ ϕ
(i)
d

where K ≥ 0 and ϕ
(i)
a is in one of the following formulas for each i = 1, . . . , K:
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• (∃kx)κa where k is natural number
• ¬(∃kx)κa where k is natural number
• (∃kx)κa ∧ ¬(∃lx)κa where 0 < k < l are natural numbers.
• 1 ,

similarly for ϕ
(i)
b , ϕ

(i)
c , ϕ

(i)
d . Let us remark that the value of an empty disjunc-

tion is 0.

Proof. Φ is a Boolean combination of canonical sentences of the calculus P∗

thus we can write it in the form

K′∨
i=1

Li∧
j=1

ψi,j

where K ′ ≥ 0 and each ψi,j is the canonical sentence of the calculus P∗ or a

negation of such a canonical sentence. We create from each formula
∧Li

j=1 ψi,j

(i = 1, . . . , K ′) a new formula

ϕ(i)
a ∧ ϕ

(i)
b ∧ ϕ(i)

c ∧ ϕ
(i)
d

in the required form.
We can suppose without loss of generality that

Li∧
j=1

ψi,j =

A∧
j=1

ψa,j ∧
B∧

j=1

ψb,j ∧
C∧

j=1

ψc,j ∧
D∧

j=1

ψd,j

where each formula ψa,j (j = 1, . . . , A) is equal to ∃kκa or to ¬(∃kκa) where
k is a natural number, analogously for ψb,j, ψc,j and ψd,j.

If A = 0 then we define ϕ
(i)
a = 1 and ϕ

(i)
a is logically equivalent to

∧A
j=1 ψa,j

because the value of empty conjunction is 1.

If A = 1 then we define ϕ
(i)
a = ψa,1 and ϕ

(i)
a is again logically equivalent

to
∧A

j=1 ψa,j.
If A ≥ 2 then we can suppose without loss of generality that

A∧
j=1

ψa,j =

A1∧
j=1

(∃kj x)κa ∧
A2∧
j=1

¬(∃kj x)κa .

If A1 > 0 then we define k = max{kj |j = 1, . . . , A1} and thus
∧A1

j=1(∃
kj x)κa

is logically equivalent to (∃kx)κa.

If A2 > 0 then we define l = min{kj|j = 1, . . . , A2} and thus
∧A2

j=1 ¬(∃kj x)κa

is logically equivalent to ¬(∃lx)κa.

In the case A ≥ 2 we define the formula ϕ
(i)
a this way:

• if A1 = 0 then ϕ
(i)
a = ¬(∃lx)κa
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• if A2 = 0 then ϕ
(i)
a = (∃kx)κa

• if A1 > 0 ∧ A2 > 0 ∧ k < l then ϕ
(i)
a = (∃kx)κa ∧ ¬(∃lx)κa

• if A1 > 0 ∧ A2 > 0 ∧ k ≥ l then ϕ
(i)
a = 0.

We defined the formula ϕ
(i)
a for all the possible cases (i.e. A = 0, A = 1

and A ≥ 2) and in all cases is
∧A

j=1 ψa,j logically equivalent to ϕ
(i)
a that is in

the required form.

We analogously create ϕ
(i)
b , ϕ

(i)
c and ϕ

(i)
d thus they are equivalent to∧B

j=1 ψb,j,
∧C

j=1 ψc,j and
∧D

j=1 ψd,j respectively (i = 1, . . . , K ′). Thus also
the formulas

Li∧
j=1

ψi,j and ϕ(i)
a

∧
ϕ

(i)
b

∧
ϕ(i)

c

∧
ϕ

(i)
d

are logically equivalent. It means that also the formulas

K′∨
i=1

Li∧
j=1

ψi,j and

K′∨
i=1

ϕ(i)
a ∧ ϕ

(i)
b ∧ ϕ(i)

c ∧ ϕ
(i)
d

are logically equivalent. Furthermore, all the ϕ
(i)
a , ϕ

(i)
b , ∧ϕ

(i)
c and ϕ

(i)
d are in

the required form or equal to 0.

Finally we omit all conjunctions ϕ
(i)
a ∧ ϕ

(i)
b ∧ ϕ

(i)
c ∧ ϕ

(i)
d with at least one

member equal to 0 and we arrive at the required formula

K∨
i=1

ϕ(i)
a ∧ ϕ

(i)
b ∧ ϕ(i)

c ∧ ϕ
(i)
d .

Definition 15. Let N be the set of all natural numbers. Then we define:

• The interval in N 4 is the set

I = I1 × I2 × I3 × I4

such that it is for i = 1, 2, 3, 4 Ij = 〈k, l) or Ij = 〈k,∞) where 0 ≤ k < l
are natural numbers. The empty set ∅ is also the interval in N 4.

• Let T = 〈a, b, c, d〉 be a 4ft table (see definition 1) and let I = I1×I2×I3×I4

be the interval in N 4 . Then

T ∈ I iff a ∈ I1 ∧ b ∈ I2 ∧ c ∈ I3 ∧ d ∈ I4

Theorem 4. Let P= be CMOPC of the type 〈1, 1〉 with equality and let Φ be
a sentence of P=. Then there are K intervals I1, . . . , IK in N 4 where K ≥ 0
such that for each model M of the calculus P= it is

||Φ||M = 1 iff TM ∈
K⋃

j=1

Ij

where TM = 〈aM, bM, cM, dM〉 is the 4ft table of the model M. (It is⋃0
j=1 Ij = ∅.)
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Proof. Let P∗ be the extension of the calculus P= by adding the quantifiers ∃k

(k > 0). Then according to theorem 3 there is a sentence Φ∗ of the calculus
P∗ such that Φ∗ is the Boolean combination of the canonical sentences and
Φ∗ is equivalent to Φ.

Furthermore, according to lemma 5 the formula Φ∗ is equivalent to the
formula

K∨
i=1

ϕ(i)
a ∧ ϕ

(i)
b ∧ ϕ(i)

c ∧ ϕ
(i)
d

where K ≥ 0 and ϕ
(i)
a is in one of the following forms for each i = 1, . . . , K:

• (∃kx)κa where k is natural number
• ¬(∃kx)κa where k is natural number
• (∃kx)κa ∧ ¬(∃lx)κa where 0 < k < l are natural numbers.
• 1 ,

similarly for ϕ
(i)
b , ϕ

(i)
c , ϕ

(i)
d .

If K = 0 then ||Φ||M = 0 because the value of empty disjunction is 0. If

K = 0 then also
⋃0

j=1 Ij = ∅ and thus T �∈
⋃K

j=1 Ij . It means that for K = 0

it is ||Φ||M = 1 iff TM ∈
⋃K

j=1 Ij.
If K > 0 then we create interval Ij for each j = 1, . . . , K in the following

steps:

• If ϕ
(j)
a = (∃kx)κa then we define I

(j)
a = 〈k,∞).

• If ϕ
(j)
a = ¬(∃kx)κa then we define I

(j)
a = 〈0, k).

• If ϕ
(j)
a = (∃kx)κa ∧ ¬(∃lx)κa then we define I

(j)
a = 〈k, l).

• If ϕ
(j)
a = 1 then we define I

(j)
a = 〈0,∞).

• We analogously define I
(j)
b , I

(j)
c and I

(j)
d using ϕ

(j)
b , ϕ

(j)
c and ϕ

(j)
d respec-

tively.

• We finally define Ij = I
(j)
a × I

(j)
b × I

(j)
c × I

(j)
d

Let us emphasize that the interval I
(j)
a is defined such that if ||ϕ

(j)
a ||M = 1

then aM ∈ I
(j)
a and if ||ϕ

(j)
a ||M = 0 then aM �∈ I

(j)
a , similarly for ϕ

(j)
b , ϕ

(j)
c

and ϕ
(j)
d .

We prove that for each model M of the calculus P= it is

||Φ||M = 1 iff TM ∈
K⋃

j=1

Ij .

We use the fact that the formula Φ is equivalent to
∨K

i=1 ϕ
(i)
a ∧ϕ

(i)
b ∧ϕ

(i)
c ∧ϕ

(i)
d

and we suppose that TM = 〈aM, bM, cM, dM〉.

Let ||Φ||M = 1. Thus there is j ∈ {1, . . . , K} such that ||ϕ
(j)
a ∧ ϕ

(j)
b ∧

ϕ
(j)
c ∧ ϕ

(j)
d ||M = 1 and it means that also ||ϕ

(j)
a ||M = 1. The interval I

(j)
a is
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constructed such that the fact ||ϕ
(j)
a ||M = 1 implies aM ∈ I

(j)
a . Analogously

we get bM ∈ I
(j)
b , cM ∈ I

(j)
c and dM ∈ I

(j)
d . It means that TM ∈ Ij and also

TM ∈
⋃K

j=1 Ij .

Let ||Φ||M = 0. Then it is for each j = 1, . . . , K ||ϕ
(j)
a ∧ ϕ

(j)
b ∧ ϕ

(j)
c ∧

ϕ
(j)
d ||M = 0. It means that also for each such j it is ||ϕ

(j)
a ||M = 0 or

||ϕ
(j)
b ||M = 0 or ||ϕ

(j)
c ||M = 0 or ||ϕ

(j)
d ||M = 0. If ||ϕ

(j)
a ||M = 0 then it

must be aM �∈ I
(j)
a thus TM �∈ Ij .

Analogously we get TM �∈ Ij for ||ϕ
(j)
b ||M = 0, ||ϕ

(j)
c ||M = 0 and

||ϕ
(j)
d ||M = 0. Thus TM �∈

⋃K
j=1 Ij . This finishes the proof.

Lemma 6. Let 〈a, b, c, d〉 be a 4ft table. Then there is an observational struc-
ture M = 〈M, f, g〉 of the type 〈1, 1〉 such that it is

TM = 〈aM, bM, cM, dM〉 = 〈a, b, c, d〉

where TM is the 4ft table of M see definition 8.

Proof. We construct M = 〈M, f, g〉 such that M has a+b+c+d elements and
the functions f, g are defined according to Fig. 2.

element of M f g

o1, . . . , oa 1 1
oa+1, . . . , oa+b 1 0

oa+b+1, . . . , oa+b+c 0 1
oa+b+c+1, . . . , oa+b+c+d 0 0

Fig. 2. Structure M for which TM = 〈a, b, c, d〉

Theorem 5. Let P= be a CMOPC with equality of the type 〈1n〉, let ∼ be a
quantifier of the type 〈1, 1〉 and let P ′ be the extension of P= by adding the
quantifier ∼. Then ∼ is definable in P ′ if and only if there are K intervals
I1, . . . , IK in N 4, K ≥ 0 such that it is for each 4ft table 〈a, b, c, d〉

Asf∼(a, b, c, d) = 1 iff 〈a, b, c, d〉 ∈
K⋃

j=1

Ij .

Proof. According to lemma 4 we can restrict ourselves to the case when P= is
of the type 〈1, 1〉.

First, let ∼ is definable in P ′. Then there is a sentence Φ of the calculus
P= that is logically equivalent to the sentence (∼ x)(P1(x), P2(x)). It means
that

||Φ||M = ||(∼ x)(P1(x), P2(x))||M
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for each model M of P ′. Let us remark that

||(∼ x)(P1(x), P2(x))||M = Asf∼(aM, bM, cM, dM)

where TM = 〈aM, bM, cM, dM〉 is the 4ft table of the model M, see definition
8.

According to the theorem 4 there are K intervals I1, . . ., IK in N 4 where
K ≥ 0 such that for each model M of the calculus P= it is

||Φ||M = 1 iff TM ∈
K⋃

j=1

Ij .

We show that for each 4ft table 〈a, b, c, d〉 it is

Asf∼(a, b, c, d) = 1 iff 〈a, b, c, d〉 ∈
K⋃

j=1

Ij .

Let 〈a, b, c, d〉 be a 4ft table. There is according to lemma 6 model M0 such
that TM0

= 〈a, b, c, d〉.
Let Asf∼(a, b, c, d) = 1. It means that

||Φ||M0
= ||q(x)(P1(x), P2(x))||M0

= Asf∼(a, b, c, d) = 1

and thus 〈a, b, c, d〉 = TM0
∈

⋃K
j=1 Ij .

Let Asf∼(a, b, c, d) = 0. It means that

||Φ||M0
= ||(∼ x)(P1(x), P2(x))||M0

= Asf∼(a, b, c, d) = 0

and thus 〈a, b, c, d〉 = TM0
�∈

⋃K
j=1 Ij .

We have proved the first part - if ∼ is definable in P ′ then there are K
intervals I1, . . . , IK in N 4, K ≥ 0 such that it is for each 4ft table 〈a, b, c, d〉

Asf∼(a, b, c, d) = 1 iff 〈a, b, c, d〉 ∈
⋃K

j=1 Ij .

Secondly, let us suppose that there are K intervals I1, . . . , IK in N 4,
K ≥ 0 such that

Asf∼(a, b, c, d) = 1 iff 〈a, b, c, d〉 ∈
K⋃

j=1

Ij .

We must prove that ∼ is definable P ′.
Let K = 0 then

⋃0
j=1 Ij = ∅. It means that Asf∼(a, b, c, d) = 0 for each

table 〈a, b, c, d〉. Thus for each model M it is ||(∼ x)(P1(x), P2(x))||M = 0
and it means that ∼ is definable (e.g. by the formula (∃x)(x �= x)).

Let K > 0 then we denote P∗ the extension of P= by adding all the
quantifiers ∃k for k > 0. We create for each j = 1, . . . , K the formula

ψj = ϕ(j)
a ∧ ϕ

(j)
b ∧ ϕ(j)

c ∧ ϕ
(j)
d

in the following way (see also lemma 5 and theorem 4). We suppose that
Ij = Ia × Ib × Ic × Id.
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• If Ia = 〈0,∞) then we define ϕ
(j)
a = 1.

• If Ia = 〈k,∞) then we define ϕ
(j)
a = (∃kx)κa.

• If Ia = 〈0, k) then we define ϕ
(j)
a = ¬(∃kx)κa.

• If Ia = 〈k, l) then we define ϕ
(j)
a = (∃kx)κa ∧ ¬(∃lx)κa.

• We analogously define ϕ
(j)
b , ϕ

(j)
c and ϕ

(j)
d using Ib, Ic and Id respectively.

The formula ψj is created such that for each model M of the calculus P∗

it is ||ψj ||M = 1 if and only if TM ∈ Ij . Let us define

Φ =

K∨
j=1

ψj .

We show that the formula (∼ x)(P1(x), P2(x)) is logically equivalent to Φ in
the calculus P∗.

Let ||(∼ x)(P1(x), P2(x))||M = 1. It means that Asf∼(TM) = 1, we suppose

Asf∼(a, b, c, d) = 1 iff 〈a, b, c, d〉 ∈
⋃K

j=1 Ij and thus it is TM ∈
⋃K

j=1 Ij. It
implies that there is p ∈ {1, . . . , K} such that TM ∈ Ip and therefore ||ψp||M =
1 and also ||Φ||M = 1.

Let ||Φ||M = 1. Thus there is p ∈ {1, . . . , K} such that ||ψp||M = 1 that

implies TM ∈ Ip and also TM ∈
⋃K

j=1 Ij . According to the supposition it
means Asf∼(TM) = 1 and thus ||(∼ x)(P1(x), P2(x))||M = 1.

The quantifier ∃k is for each k > 0 definable in the extension of P= by
adding ∃k (see lemma 3). It means that there is a formula Φ∗ of the calculus
P= that is logically equivalent to the formula Φ. It also means that Φ∗ is
logically equivalent to the formula (∼ x)(P1(x), P2(x)).

It finishes the proof.

Remark 4. The theorem just proved concerns quantifiers of the type 〈1, 1〉. Let
us remark that it can be generalised for quantifiers of general type 〈1k〉. The

generalised criterion uses intervals in N 2k

instead of intervals in N 4.

Remark 5. The theorem 5 can be used to prove that the 4ft-quantifier ⇒p,Base

of founded implication is not classically definable. The detailed proof does not
fall with the scope of this chapter. It is done in details in [4]. It is also proved
in [4] that most of 4ft-quantifiers implemented in the 4ft-Miner procedure [8]
are not classically definable. We can suppose that the same is true for all the
4ft-quantifiers implemented in the 4ft-Miner procedure.
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3. Hájek P, Havránek T, Chytil M (1983) GUHA Method. Academia, Prague (in
Czech)

4. Rauch J (1986) Logical Foundations of Hypothesis Formation from Databases.
PhD Thesis, Mathematical Institute of the Czechoslovak Academy of Sciences,
Prague (in Czech)

5. Rauch J (1997) Logical Calculi for Knowledge Discovery in Databases. In: Zytkow
J, Komorowski J (eds) Principles of Data Mining and Knowledge Discovery.
Springer, Berlin Heidelberg New York

6. Rauch J(1998) Contribution to Logical Foundations of KDD. Assoc. Prof. Thesis,
Faculty of Informatics and Statistics, University of Economics, Prague (in Czech)

7. Rauch J (2005) Logic of Association Rules. Applied Intelligence 22, 9-28.
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Summary. Many measures have been proposed and studied extensively in data
mining for evaluating the interestingness (or usefulness) of discovered rules. They are
usually defined based on structural characteristics or statistical information about
the rules. The meaningfulness of each measure was interpreted based either on in-
tuitive arguments or mathematical properties. There does not exist a framework in
which one is able to represent the user judgment explicitly, precisely, and formally.
Since the usefulness of discovered rules must be eventually judged by users, a frame-
work that takes user preference or judgment into consideration will be very valuable.
The objective of this paper is to propose such a framework based on the notion of
user preference. The results are useful in establishing a measurement-theoretic foun-
dation of rule interestingness evaluation.

Key words: KDD, Rule Interestingness, Evaluation, Measurement Theory,
User Preference

1 Introduction

With rapidly increasing capabilities of accessing, collecting, and storing data,
knowledge discovery in databases (KDD) has emerged as a new area of re-
search in computer science. The objective of KDD systems is to extract im-
plicitly hidden, previously unknown, and potentially useful information and
knowledge from databases [7, 10]. A core task of the KDD field, called data
mining, is the application of specific machine learning algorithms, knowledge
representations, statistical methods, and other data analysis techniques for
knowledge extraction and abstraction. The discovered knowledge is often ex-
pressed in terms of a set of rules. They represent relationships, such as cor-
relation, association, and causation, among concepts [48]. For example, the
well-known association rules deal with relationships among sale items [1, 3].
Some fundamental tasks of data mining process in KDD are the discovery,
interpretation, and evaluation of those relationships.
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There are many types of rules embedded in a large database [46]. Further-
more, the number of rules is typically huge and only a small portion of rules
is actually useful [36]. An important problem in data mining is the evaluation
of the interestingness of the mined rules and filtering out useless rules [36].
Many measures have been proposed and studied to quantify the interesting-
ness (or usefulness) of rules [11, 15, 35, 36, 48]. The results lead to an in-depth
understanding of different aspects of rules. It is recognized that each measure
reflects a certain characteristic of rules. In addition, many studies investigate
and compare rule interestingness measures based on intuitive arguments or
some mathematical properties. There is a lack of a well-accepted framework
for examining the issues of rule interestingness in a systematic and unified
manner.

We argue that measurement theory can be used to establish a solid foun-
dation for rule interestingness evaluation. The theory provides necessary con-
cepts and methodologies for the representation, classification, characteriza-
tion, and interpretation of user judgment of the usefulness of rules. A measure
of rule interestingness is viewed as a quantitative representation of user judg-
ment. The meaningfulness of a measure is determined by the users’ perception
of the usefulness of rules.

Existing studies of rule interestingness evaluation can be viewed as measure-
centered approaches. Measures are used as primitive notions to quantify the
interestingness of rules. In contrast, our method is a user-centered approach.
User judgment, expressed by a user preference relation on a set of rules, is used
as a primitive notion to model rule interestingness. Measures are treated as a
derived notion that provides a quantitative representation of user judgment.

The rest of this chapter is organized as follows. In the next section, we
introduce the basic notion of evaluation and related issues. A critical review
of existing measures of rules interestingness is presented, which reveals some
limitations with existing studies. The third section provides motivations to
the current study. The fourth section presents an overview of measurement
theory. The fifth section applies measurement theory to build a framework
of rule interestingness evaluation. Finally, the conclusion in the sixth section
gives the summary of this chapter and discusses the future research.

2 Introduction of Evaluation

The discussion of the basic notion of evaluation is aimed at improving our
understanding to the rule interestingness evaluation methodologies.

2.1 What is the Evaluation?

Many approaches define the term of evaluation based on specific views [13,
32], such as qualitative assessments and detailed statistical analysis. Suchman
analyzes various definitions of evaluation with regard to the conceptual and
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operational approaches [38]. Simply speaking, the evaluation can be defined
as the determination of the results, which are attained by some activity for
accomplishing valued goals or objectives. The practice of evaluation can in
fact be applied to many processes and research areas, such as the systematic
collection of information of programs, personnel and products for reducing
uncertainties, improving effectiveness, and making decisions [28].

Three basic components of an evaluation are summarized by Geisler [13].
The first component is the subjects for evaluation, which is what or whom
needs to be evaluated. For the discovered rules, the subjects for evaluation
are the properties or characteristics of each rule such as the association rela-
tionship between sale items and a type of business profit. The formulation of
the subjects is always done in the first step of the evaluation procedure. The
more the subjects are distinguished precisely, the better the framework and
measurement can be produced.

The users who are interested in and willing to perform the evaluation
are considered as the second component of an evaluation. Knowing who will
participate in judging or who will benefit from the evaluation will help to
clarify why the evaluation is performed and which measures or methods of
evaluation should be used. Since the qualities of objects or events must be
eventually judged by users, an evaluation needs to consider the user judgment.
The users can be humans, organizations, or even systems. Different types of
participants may have different purposes of conducting an evaluation and lead
to different results of an evaluation.

The processes for evaluation and concrete measures are the evaluation’s
third component. Clarification of the criteria for the measures and design-
ing the implementation for the evaluation are the key points in this compo-
nent. One must consider the first two components, the subjects and the users,
and then develop the processes and measurements of an evaluation. As Such-
man points out, an evaluation can be constructed for different purposes, by
different methods, with different criteria with respect to different users and
subjects [38].

2.2 How to Do the Evaluation?

According to the definition of evaluation, the procedure of evaluation can be
simply and generally described as follows [13, 38]:

• Identification of the subjects to be evaluated.
• Collection of data for the evaluation.
• Users analyze and measure those data to summarize their judgments based

on the criteria and conduct the process of the evaluation for decision mak-
ing.

The real procedures of an evaluation can be very complicated and might be
iterative [38]. Furthermore, identifying and accurately measuring or quantify-
ing the properties of subjects is very difficult to achieve. More often than not,
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an approximate approach can be accepted by general users. In the processes
of an evaluation, it is very important that users determine an appropriate
evaluation as the means of measuring.

2.3 Measurement of Evaluation

During the procedure of an evaluation, the measurement always plays a cru-
cial role and the measurement theory provides the necessary concepts and
methodologies for the evaluation. The subjects of measurement in measure-
ment theory are about estimating the attributes or properties of empirical
objects or events, such as weight, color, or intelligence [29]. The measurement
can be performed by assigning numbers to the objects or events in order that
the properties or attributes can be represented as numerical properties [17].
In other words, the properties of the quantity are able to faithfully reflect the
properties of objects or events to be evaluated.

2.4 Subjectivity of Evaluation

From the discussion of the definition and procedure of evaluation, it is rec-
ognized that evaluation is an inherently subjective process [38]. The steps,
methods, and measures used in an evaluation depend on the users who par-
ticipate in the evaluation. The selection of the criteria and measures reflects
the principles and underlying beliefs of the users [13].

Mackie argues that subjective values are commonly used when one evalu-
ates objects, actions, or events [24]. Objectivity is only related to the objective
measures and implementation of the measurement. People always judge the
subjects with their subjective interests. Different people have different judg-
ments on the same object, action, or event because they always stand on their
own interests or standards of evaluations. In other words, the objective mea-
surement is relative to personal standards of evaluations. In this regard, there
are no absolutely objective evaluations, only relatively objective evaluations
for human beings.

Nevertheless, these standards of evaluations can be derived from human
being’s subjective interests. In fact, the user preference is indeed realized as a
very important issue for an evaluation to occur [13]. It can be described as the
user’s discrimination on two different objects rationally [23]. The users can
simply describe their preference as “they act upon their interests and desires
they have” [6]. In measurement and decision theories, user preferences are
used to present the user judgments or user interests and can be viewed as the
standards of an evaluation [12, 23, 29, 33]. The user preference or judgment
should be considered in the process of an evaluation.
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3 Rule Evaluation

As an active research area in data mining, rule evaluation has been considered
by many authors from different perspectives. We present a critical review of
the studies on rule evaluation in order to observe their difficulties. This leads
to a new direction for future research.

3.1 A Model of Data Mining based on Granular Computing

In an information table, objects can be described by the conjunctions of
attribute-value pairs [49]. The rows of the table represent the objects, the
columns denote a set of attributes, and each cell is the value of an object
on an attribute. In the model of granular computing, the objects in an in-
formation table are viewed as the universe and the information table can be
expressed by a quadruple [45, 49]:

T = (U, At, {Va | a ∈ At}, {Ia | a ∈ At}), (1)

where U is a finite nonempty set of objects, At is a finite nonempty set of
attributes, Va is nonempty set of values for a ∈ At, and Ia is a function to
map from U to Va, that is, Ia : U → Va.

With respect to the notion of tables, we define a decision logic lan-
guage [31]. In this language, an atomic formula is a pair (a, v), where a ∈ At
and v ∈ Va. If φ and ψ are formulas, then ¬φ, φ∧ψ, φ∨ψ, φ → ψ, and φ ≡ ψ
are also formulas. The set of objects that satisfy a formula φ are denoted by
m(φ). Thus, given an atomic formula (a, v), the corresponding set of objects
can be m(a, v) = {x ∈ U | Ia(x) = v}. The following properties hold:

(1) m(¬φ) = ¬m(φ),

(2) m(φ ∧ ψ) = m(φ) ∩ m(ψ),

(3) m(φ ∨ ψ) = m(φ) ∪ m(ψ),

(4) m(φ → ψ) = ¬m(φ) ∪ m(ψ),

(5) m(φ ≡ ψ) = (m(φ) ∩ m(ψ)) ∪ (¬m(φ) ∩ ¬m(ψ)).

The formula φ can be viewed as the description of the set of objects m(φ).
In formal concept analysis, every concept consists of the intention and

the extension [41, 42]. A set of objects is referred to as the extension, and
the corresponding set of attributes as the intention of a concept. Therefore,
a formula φ can represent the intention of a concept and a subset of objects
m(φ) can be the extension of the concept. The pair (φ, m(φ)) is denoted as a
concept.

One of the important functions of data mining of KDD is to find the strong
relationships between concepts [48]. A rule can be represented as φ ⇒ ψ, where
φ and ψ are intensions of two concepts [45]. The symbol ⇒ in the rules are
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interpreted based on the types of knowledge and rules can be classified ac-
cording to the interpretations of ⇒. In other words, different kinds of rules
represent different types of knowledge extracted from a large database. Fur-
thermore, based on the extensions m(φ), m(ψ), and m(φ∧ψ), various quanti-
tative measures can be used for the rules evaluation. A systematic analysis of
quantitative measures associated with rules is given by Yao and Zhong [48].

3.2 A Critical Review of Existing Studies

Studies related to rule evaluation can be divided into two classes. One class,
the majority of studies, deals with the applications of quantitative measures
to reduce the size of search space of rules in the mining process, to filter out
mined but non-useful rules, or to evaluate the effectiveness of a data mining
system. The other class, only a small portion of studies, is devoted solely
to the investigations of rule evaluation on its own. We summarize the main
results from the following different points of views.

The roles of rule evaluation

It is generally accepted that KDD is an interactive and iterative process con-
sisting of many phases [7, 14, 22, 26, 37, 53]. Fayyad et al. presented a KDD
process consisting of the following steps: developing and understanding of the
application domain, creating a target data set, data cleaning and preprocess-
ing, data reduction and projection, choosing the data mining task, choosing
the data mining algorithm(s), data mining, interpreting mined patterns, and
consolidating, and acting on, the discovered knowledge [7, 8]. Rule evaluation
plays different roles in different phases of the KDD process.

From the existing studies, one can observe that rule evaluation plays at
least three different types of roles. In the data mining phase, quantitative
measures can be used to reduce the size of search space. An example is the
use of the well known support measure, which reduces the number of item
sets need to be examined [1]. In the phase of interpreting mined patterns, rule
evaluation plays a role in selecting the useful or interesting rules from the set of
discovered rules [35, 36]. For example, the confidence measure of association
rules is used to select only strongly associated item sets [1]. In fact, many
measures associated with rules are used for such a purpose [48]. Finally, in
the phase of consolidating and acting on discovered knowledge, rule evaluation
can be used to quantify the usefulness and effectiveness of discovered rules.
Many measures such as cost, classification error, and classification accuracy
play such a role [11]. Rule evaluation in this regard is related to the evaluation
of a data mining system.

The process-based approach captures the procedural aspects of KDD. Re-
cently, Yao proposed a conceptual formulation of KDD in a three-layered
framework [46]. They are the philosophy level, technique level, and applica-
tion level. The philosophy level focuses on formal characterization, description,
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representation, and classification of knowledge embedded in a database with-
out reference to mining algorithms. It provides answers to the question: What
is the knowledge embedded in a database? The technique level concentrates on
data mining algorithms without reference to specific applications. It provides
answers to the question: How to discover knowledge embedded in a database?
The application level focuses on the use of discovered knowledge with respect
to particular domains. It provides answers to the question: How to apply the
discovered knowledge?

With respect to the three-layered framework, rule evaluation plays the
similar roles. In the philosophy level, quantitative measures can be used to
characterize and classify different types of rules. In the technique level, mea-
sures can be used to reduce search space. In the application level, measures
can be used to quantify the utility, profit, effectiveness, or actionability of
discovered rules.

Subjective vs. objective measures

Silberschatz and Tuzhilin suggested that measures can be classified into two
categories consisting of objective measures and subjective measures [35]. Ob-
jective measures depend only on the structure of rules and the underlying
data used in the discovery process. Subjective measures also depend on the
user who examines the rules [35]. In comparison, there are limited studies on
subjective measures. For example, Silberschatz and Tuzhilin proposed a sub-
jective measure of rule interestingness based on the notion of unexpectedness
and in terms of a user belief system [35, 36].

Statistical, structural vs. semantic measures

Many measures, such as support, confidence, independence, classification er-
ror, etc., are defined based on statistical characteristics of rules. A systematic
analysis of such measures can be performed by using a 2×2 contingency table
induced by a rule [48, 50].

The structural characteristics of rules have been considered in many mea-
sures. For example, information, such as the size of disjunct (rule), attribute
interestingness, the asymmetry of classification rules, etc., can be used [11].
These measures reflect the simplicity, easiness of understanding, or applica-
bility of rules.

Although statistical and structural information provides an effective indi-
cator of the potential effectiveness of a rule, its usefulness is limited. One needs
to consider the semantic aspect of rules or explanations of rules [52]. Seman-
tics centered approaches are application and user dependent. In addition to
statistical information, one incorporates other domain specific knowledge such
as user interest, utility, value, profit, actionability, and so on. Two examples
of semantic-based approaches are discussed below.
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Profit-based or utility-based mining is one example of a special kind of
constraint-based mining, taking into account both statistical significance and
profit significance [18, 39, 40]. Doyle discusses the importance and usefulness
of the basic notions of economic rationality, such as utility functions, and sug-
gests that economic rationality should play as large a role as logical rationality
in rule reasoning [4]. For instance, one would not be interested in a frequent
association that does not generate enough profit. The profit-based measures
allow the user to prune the rules with high statistical significance, but low
profit or high risk. For example, Barber and Hamilton propose the notion of
share measure which considers the contribution, in terms of profit, of an item
in an item set [2].

Actionable rule mining is another example of dealing with profit-driven
actions required by business decision making [19, 20, 21]. A rule is referred
to as actionable if the user can do something about it. For example, a user
may be able to change the non-desirable/non-profitable patterns to desir-
able/profitable patterns.

Measures defined by statistical and structural information may be viewed
as objective measures. They are user, application and domain independent.
For example, a pattern is deemed interesting if it has certain statistical prop-
erties. These measures may be useful in the philosophical level of the three-
layered framework. Different classes of rules can be identified based on statisti-
cal characteristics, such as peculiarity rules (low support and high confidence),
exception rules (low support and high confidence, but complement to other
high support and high confidence rules), and outlier patterns (far away from
the statistical mean) [51].

Semantic-based measures involve the user interpretation of domain specific
notions such as profit and actionability. They may be viewed as subjective
measures. Such measures are useful in the application level of the three-layered
framework. The usefulness of rules are measured and interpreted based on
domain specific notions.

Single rule vs. multiple rules

Rule evaluation can also be divided into measures for a single rule and mea-
sures for a set of rules. Furthermore, a measure for a set of rules can be
obtained from measures for single rules. For example, conditional probability
can be used as a measure for a single classification rule, conditional entropy
can be used as a measure for a set of classification rules [47]. The latter is
defined in terms of the former.

Measures for multiple rules concentrate on properties of a set of rules. They
are normally expressed as some kind of average. Hilderman and Hamilton
examined many measures for multiple rules known as the summarization of a
database [15].
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Axiomatic approaches

Instead of focusing on rules, the axiomatic approaches study the required
properties of quantitative measures.

Suppose that the discovered knowledge is represented in terms of rules of
the form, E ⇒ H , and is paraphrased as “if E then H”. Piatetsky-Shapiro [30]
suggests that a quantitative measure of rule E ⇒ H may be computed as a
function of support(E), support(H), support(E ∧ H), rule complexity, and
possibly other parameters such as the mutual distribution of E and H or the
size of E and H . For the evaluation of rules, Piatetsky-Shapiro [30] introduces
three axioms. Major and Mangano [25] add the fourth axioms. Klösgen [16]
studies a special class of measures that are characterized by two quantities,
confidence(E ⇒ H) and support(E). The support(H ∧ E) is obtained by
confidence(E ⇒ H)support(E). Suppose support(E, H) is a measure associ-
ated with rule E ⇒ H . The version of the four axioms given by Klösgen [16]
is:

(i). Q(E, H) = 0 if E and H are statistically independent,
(ii). Q(E, H) monotonically increases in confidence(E ⇒ H) for a fixed

support(E),
(iii). Q(E, H) monotonically decreases in support(E) for a fixed support(E ∧

H),
(iv). Q(E, H) monotonically increases in support(E) for a fixed

confidence(E ⇒ H) > support(H).

The axiomatic approach is widely used in many other disciplines.
An axiomatic study of measures for multiple rules has been given by Hil-

derman and Hamilton [15].

3.3 A Direction for Future Research

From the previous discussions, one can make several useful observations. Stud-
ies on rule evaluations can be classified in several ways. Each of them provides
a different view. Most studies on rule evaluation concentrate on specific mea-
sures and each measure reflects certain aspects of rules. Quantitative measures
are typically interpreted by using intuitively defined notions, such as novelty,
usefulness, and non-trivialness, unexpectedness, and so on. Therefore, there
is a need for a unified framework that enables us to define, interpret, and
compare different measures.

A very interesting research direction for rule evaluation is the study of
its foundations. Several issues should be considered. One needs to link the
meaningfulness of a measure to its usage. In theory, it may not be meaningful
to argue which measure is better without reference to its roles and usage.
It is also necessary to build a framework in which various notions of rule
evaluation can be formally and precisely defined and interpreted. The study
of rule evaluation needs to be connected to the study of foundations of data
mining.
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4 Overview of Measurement Theory

For completeness, we give a brief review of the basic notions of measurement
theory that are pertinent to our discussion. The contents of this section draw
heavily from Krantz et al. [17], Roberts [33] and French [12].

When measuring an attribute of a class of objects or events, we may as-
sociate numbers with the individual objects so that the properties of the at-
tribute are faithfully represented as numerical properties [17, 29]. The prop-
erties are usually described by certain qualitative relations and operations.
Consider an example discussed by Krantz et al. [17]. Suppose we are measur-
ing the lengths of a set U of straight, rigid rods. One important property of
length can be described by a qualitative relation “longer than”. Such a rela-
tion can be obtained by first placing two rods, say a and b, side by side and
adjusting them so that they coincide at one end, and then observing whether
a extends beyond b at the other end. We say that a is longer than b, denoted
by a 	 b, if a extends beyond b. In this case, we would like to assign num-
bers f(a) and f(b) with f(a) > f(b) to reflect the results of the comparison.
That is, we require the numbers assigned to the individual rods satisfy the
condition: for all a, b ∈ U ,

a 	 b ⇐⇒ f(a) > f(b). (2)

In other words, the qualitative relation “longer than”, 	, in the empirical
system is faithfully reflected by the quantitative relation “greater than”, >, in
the numerical system. Another property of length is that we can concatenate
two or more rods by putting them end to end in a straight line, and compare
the length of this set with that of another set. The concatenation of a and b can
be written as a◦ b. In order to reflect such a property, we require the numbers
assigned to the individual rods be additive with respect to concatenation.
That is, in addition to condition (2), the numbers assigned must also satisfy
the following condition: for all a, b ∈ U ,

f(a ◦ b) = f(a) + f(b). (3)

Thus, concatenation ◦ in the empirical system is preserved by addition +
in the numerical system. Many other properties of length comparison and
of concatenation of rods can be similarly formulated. For instance, 	 should
be transitive, and ◦ should be commutative and associative. The numbers
assigned must reflect these properties as well. This simple example clearly
illustrates the basic ideas of measurement theory, which is primarily concerned
with choosing consistent quantitative representations of qualitative systems.

Based on the description of the basic notions of measurement theory in
the above example, some basic concepts and notations are introduced and the
formal definitions and formulations of the theory are reviewed.
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4.1 Relational Systems

Suppose U is a set. The Cartesian product of U with U , denoted U × U , is a
set of all ordered pairs (a, b) so that a, b ∈ U . A binary relation R on a set U ,
simply denote (U, R), is a subset of the Cartesian product U×U . For a, b ∈ U ,
if a is related to b under R, we write aRb or (a, b) ∈ R. For example, consider
the binary relation “less than” (<) relation on real numbers. An ordered pair
(a, b) is in the binary relation if and only if a < b. Similarly, “greater than”
and “equals” also can be defined as the binary relations on real numbers.

With the set U , a function f : U → U can in fact also be thought of
as a binary relation (U, R). A function f : Un → U can be an (n+1)-ary
relation (U, R). The functions from U into U is called binary operations, or
just operations for short. For example, for addition (+), given a pair of real
numbers a and b, there exists a third real number c so that a + b = c.

A relational system (structure) is a set of one or more relations (operations)
on an arbitrary set. That is, a relational system is an ordered (p + q + 1)-
tuple A = (U, R1, . . . , Rp, ◦1, . . . , ◦q), where U is a set, R1, . . . , Rp are (not
necessarily binary) relations on U , and ◦1, . . . , ◦q are binary operations on
U . If the binary operations are considered as a special type of relations, a
relational system can be simply denoted as a (p+1)-tuple A = (U, R1, . . . , Rp).
For convenience, we separate the operations from other relations.

If U is the set (or a subset) of real numbers, such a relational system is
called as a numerical relational systems. As illustrated by the example of rigid
rods, for measuring the property of length, we can start with an observed or
empirical system A and seek a mapping into a numerical relational system
B which preserves or faithfully reflects all the properties of the relations and
operations in A.

4.2 Axioms of the Empirical System

Based on the definitions of the relations and operations in the relation sys-
tems, we should describe the valid use or properties of these relations and
operations in order to find the appropriate corresponding numerical systems.
Many properties are common to well-defined relations. The consistency prop-
erties to be preserved are known as axioms. For example, if U is a set of real
numbers and R is the relation of “equality” on U , R is reflexive, symmetric,
and transitive. However, if U is the set of people in the real world and R is
the relation “father of” on U , R is irreflexive, asymmetric, and nontransitive.

The set of axioms characterizing the relations in an empirical system
should be complete so that every consistency property for the relations that
is required is either in the list or deducible from those in the list [12, 17, 33].

4.3 Homomorphism of Relational Systems

Consider two relational systems, an empirical (a qualitative) system A =
(U, R1, . . . , Rp, ◦1, . . . , ◦q), and a numerical system B = (V, R′

1
, . . . , R′

p, ◦
′

1
, . . . ,
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◦′q). A function f : U → V is called a homomorphism from A to B if, for all
a1, . . . , ari

∈ A,

Ri(a1, . . . , ari
) ⇐⇒ R′

i(f(a1), . . . , f(ari
)), i = 1, . . . , p,

and for all a, b ∈ A,

f(a ◦j b) = f(a) ◦′j f(b), j = 1, . . . , q.

The empirical system for the earlier example is denoted by (U,	, ◦), where
U is the set of rigid rods and their finite concatenations, 	 is the binary
relation “longer than” and ◦ is the concatenation operation. The numerical
relation system is (�, >, +), where � is the set of real numbers, > is the usual
“greater than” relation and + is the arithmetic operation of addition. The
numerical assignment f(·) is a homomorphism which maps U into �, 	 into
>, and ◦ into + in such a way that > preserves the properties of 	, and +
preserves the properties of ◦ as stated by conditions (2) and (3).

In general, a measurement has been performed if a homomorphism can be
assigned from an empirical (observed) relational system A to a numerical rela-
tional system B. The homomorphism is said to give a representation, and the
triple (A,B, f) of the empirical relational system A, the numerical relational
system B, and the function f is called a scale or measure. Sometimes, a ho-
momorphism from an empirical relational system into the set of real numbers
is referred alone as a scale (measure).

With given numerical scales (measures), new scales or measures defined
in terms of the old ones are called derived scales or derived measures. For
example, density d can be defined in terms of mass m and volume v as d =
m/v. The density d is the derived scale (measure), and the mass m and volume
v are called as primitive scales (measures).

4.4 Procedure of Measurement

Generally, there are three fundamental steps in measurement theory [12, 17,
33]. Suppose we are seeking a quantitative representation of an empirical
system. The first step, naturally, is to define the relations and operations
to be represented. The axioms of the empirical system are determined. The
next step is to choose a numerical system. The final step is to construct
an appropriate homomorphism. A representation theorem asserts that if a
given empirical system satisfies certain axioms, then a homomorphism into
the chosen numerical system can be constructed.

The next question concerns the uniqueness of the scale. A uniqueness the-
orem is generally obtained by identifying a set of admissible transformations.
If f(·) is a scale representing an empirical system and if λ(·) is an admissible
transformation, then λ(f(·)) is also a scale representing the same empirical
system.
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If the truth (falsity) of a numerical statement involving a scale or mea-
sure remains unchanged under all admissible transformations, we say that it
is quantitatively meaningful. A numerical statement may be quantitatively
meaningful, but qualitatively meaningless. In order for a quantitative state-
ment to be qualitatively meaningful, it must reflect or model a meaningful
statement in the empirical system.

Examples of the discussed view of measurement theory include the axioma-
tization of probability and expected utility theory [27, 34], the axiomatization
of possibility functions [5] and the axiomatization of belief functions [43].

5 Application of Measurement Theory to Rule

Evaluation

Given a database, in theory, there exists a set of rules embedded in it, in-
dependent of whether one has an algorithm to mine them. For a particular
application, the user may only be interested in a certain type of rules. There-
fore, the key issue of rules evaluation is in fact the measurement of rules’
usefulness or interestingness expressed by a user preference relation. Accord-
ing to the procedure of measurement, for rule evaluation, we follow the three
steps to seek a quantitative representation of an empirical system.

5.1 User Preference Relations

In the measurement theory, the user judgment or user preference can be mod-
eled as a kind of binary relation, called user preference relation [33]. If the user
prefers a rule to another rule, then we can say that one rule is more useful or
interesting than the other rule.

Assume we are given a set of discovered rules. Let R be the set of rules.
Since the usefulness or interestingness of rules should be finally judged by
users, we focus on user preference relation as a binary relation on the set of
discovered rules. Given two rules r′, r′′ ∈ R, if a user judges r′ to be more
useful than r′′, we say that the user prefers r′ to r′′ and denote it by r′ 	 r′′.
That is,

r′ 	 r′′ ⇔ the user prefers r′ to r′′. (4)

In the absence of strict preference, i.e., if both ¬(r′ 	 r′′) and ¬(r′ 	 r′′)
hold, we say that r′ and r′′ are indifferent. An indifference relation ∼ on R

can be defined as follows:

r′ ∼ r′′ ⇔ (¬(r′ 	 r′′),¬(r′′ 	 r′)). (5)

The empirical relational system can be defined as following:

Definition 1. Given a set of discovered rules R and user preference 	, the
pair (R,	) is called the (empirical) relational system of the set of discovered
rules.
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The user judgment on rules can be formally described by a user preference
relation 	 on R. In our formulation, we treat the user preference relation 	 as
a primitive notion. At this stage, we will not attempt to define and interpret
a user preference relation using other notions.

5.2 Axioms of User Preference Relations

The next issue is to identify the desired properties of a preference relation so
that it can be measured quantitatively. Such consistency properties are known
as axioms. We consider the following two axioms:

• Asymmetry:
r′ 	 r′′ ⇒ ¬(r′′ 	 r′),

• Negative transitivity:
(¬(r′ 	 r′′),¬(r′′ 	 r′′′)) ⇒ ¬(r′ 	 r′′′).

The first axiom requires that a user cannot prefer r′ to r′′ and at the same
time prefers r′′ to r′. In other words, the result of a user preference on two
different discovered rules is not contradictive. In fact, this axiom ensures the
user preference or user judgment is rational. The second is the negative tran-
sitivity axiom, which means that if a user does not prefer r′ to r′′, nor r′′ to
r′′′, the user should not prefer r′ to r′′′.

If a preference relation is a weak order, it is transitive, i.e., r′ 	 r′′ and
r′′ 	 r′′′ imply r′ 	 r′′′. It seems reasonable that a user preference relation
should satisfy these two axioms.

A few additional properties of a weak order are summarized in the following
lemma [33].

Lemma 1. Suppose a preference relation 	 on a finite set of rules R is a
weak order. Then,

• the relation ∼ is an equivalence relation,
• exactly one of r′ 	 r′′, r′′ 	 r′ and r′ ∼ r′′ holds for every r′, r′′ ∈ R.
• the relation 	′ on R/∼ defined by X 	′ Y ⇔ ∃r′, r′′(r′ 	 r′′, r′ ∈ X,

r′′ ∈ Y ), is a linear order, where X and Y are elements of R/∼.

A linear order is a weak order in which any two different elements are
comparable. This lemma implies that if 	 is a weak order, the indifference
relation ∼ divides the set of rules into disjoint subsets.

5.3 Homomorphism based on Real-valued Function

In the measurement-theoretic terminology, the requirement of a weak order
indeed suggests the use of an ordinal scale (homomorphism) for the measure-
ment of user preference of rules, as shown by the following representation
theorem [33]. That is, we can find a real-valued function u as a measure.
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Theorem 1. Suppose R is a finite non-empty set of rules and 	 is a relation
on R. There exists a real-valued function u : R −→ � satisfying the condition,

r′ 	 r′′ ⇔ u(r′) > u(r′′) (6)

if and only if 	 is a weak order. Moreover, u is defined up to a strictly mono-
tonic increasing transformation.

The numbers u(r′), u(r′′), . . . as ordered by > reflect the order of r′, r′′, . . .
under 	. The function u is referred to as an order-preserving utility function.
It quantifies a user preference relation and provides a measurement of user
judgments. According to Theorem 1, the axioms of a weak order are the con-
ditions which allow the measurement. Thus, to see if we can measure a user’s
preference to the extent of producing an ordinal utility function, we just check
if this preference satisfies the conditions of asymmetry and negative transi-
tivity. A rational user’s judgment must allow the measurement in terms of a
quantitative utility function. On the other hand, another interpretation treats
the axioms as testable conditions. Whether can measure the user judgments
depends on whether the user preference relation is a weak order [44].

5.4 Ordinal Measurement of Rules Interestingness

In the above discussion, only the asymmetry and negative transitivity axioms
must be satisfied. This implies that the ordinal scale is used for the measure-
ment of user preference. For the ordinal scale, it is meaningful to examine or
compare the order induced by the utility function.

The main ideas can be illustrated by a simple example. Suppose a user
preference relation 	 on a set of rules R = {r1, r2, r3, r4} is specified by the
following weak order:

r3 	 r1, r4 	 r1, r3 	 r2, r4 	 r2, r4 	 r3.

This relation 	 satisfies the asymmetry and negative transitivity conditions
(axioms). We can find three equivalence classes {r4}, {r3}, and {r1, r2}. In
turn, they can be arranged as three levels:

{r4} 	′ {r3} 	′ {r1, r2}.

Obviously, we can defined the utility function u1 as follows:

u1(r1) = 0, u1(r2) = 0, u1(r3) = 1, u1(r4) = 2.

Another utility function u2 also may also be used:

u2(r1) = 5, u2(r2) = 5, u2(r3) = 6, u2(r4) = 7.

The two utility functions preserve the same order for any pair of rules, al-
though they use different values.
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Based on the formal model of measurement on rules interestingness, we can
study different types of user preference relations. In order to do so, we need
to impose more axioms on the user preference relation. The axioms on user
preference relations can be easily interpreted and related to domain specific
notions.

Luce and Suppes discuss the user preference and the closely related areas
of utility and subjective probability from the mathematical psychology point
of view [23]. The utility is defined as a type of property of any object, whereby
it tends to produce benefit, advantage, pleasure, good, and happiness, or to
prevent the happening of mischief, pain, evil, or unhappiness. In other words,
utility is a type of subjective measure, not objective measure. The utility of
an item depends on the user preference and differs among the individuals. In
the theory of decision making, utility is viewed as essential elements of a user
preference on a set of decision choices or candidates [9, 12].

6 Conclusion

A critical review of rule evaluation suggests that we can study the topic from
different points of views. Each view leads to different perspectives and different
issues. It is recognized that there is a need for a unified framework for rule
evaluation, in which various notions can be defined and interpreted formally
and precisely.

Measurement theory is used to establish a solid foundation for rule evalu-
ation. Fundamental issues are discussed based on the user preference of rules.
Conditions on a user preference relation are discussed so that one can obtain
a quantitative measure that reflects the user-preferred ordering of rules.

The proposed framework provides a solid basis for future research. We will
investigate additional qualitative properties on the user preference relation.
Furthermore, we will identify the qualitative properties on user preference
relations that justify the use of many existing measures.
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Summary. A contingency table summarizes the conditional frequencies of two at-
tributes and shows how these two attributes are dependent on each other. Thus, this
table is a fundamental tool for pattern discovery with conditional probabilities, such
as rule discovery. In this paper, a contingency table is interpreted from the view-
point of granular computing. The first important observation is that a contingency
table compares two attributes with respect to the number of equivalence classes.
The second important observation is that matrix algebra is a key point of analysis
of this table. Especially, the degree of independence, rank plays a very important
role in extracting a probabilistic model from a given contingency table.
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1 Introduction

Independence (dependence) is a very important concept in data mining, es-
pecially for feature selection. In rough sets[4], if two attribute-value pairs,
say [c = 0] and [d = 0] are independent, their supporting sets, denoted by
C and D do not have a overlapping region (C ∩ D = φ), which means that
one attribute independent to a given target concept may not appear in the
classification rule for the concept. This idea is also frequently used in other
rule discovery methods: let us consider deterministic rules, described as if-then
rules, which can be viewed as classic propositions (C → D). From the set-
theoretical point of view, a set of examples supporting the conditional part of
a deterministic rule, denoted by C, is a subset of a set whose examples belong
to the consequence part, denoted by D. That is, the relation C ⊆ D holds and
deterministic rules are supported only by positive examples in a dataset[8].

When such a subset relation is not satisfied, indeterministic rules can be de-
fined as if-then rules with probabilistic information[7]. From the set-theoretical
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point of view, C is not a subset, but closely overlapped with D. That is, the
relations C ∩ D �= φ and |C ∩ D|/|C| ≥ δ will hold in this case.1 Thus, prob-
abilistic rules are supported by a large number of positive examples and a
small number of negative examples.

On the other hand, in a probabilistic context, independence of two at-
tributes means that one attribute (a1) will not influence the occurrence of the
other attribute (a2), which is formulated as p(a2|a1) = p(a2).

Although independence is a very important concept, it has not been fully
and formally investigated as a relation between two attributes.

In this paper, a contingency table of categorical attributes is focused on
from the viewpoint of granular computing. The first important observation
is that a contingency table compares two attributes with respect to informa-
tion granularity. Since the number of values of a given categorical attribute
corresponds to the number of equivalence classes, a given contingency table
compares the characteristics of information granules: n × n table compares
two attributes with the same granularity, while a m × n(m ≥ n) table can
be viewed as comparison of two partitions, which have m and n equivalence
classes.

The second important observation is that matrix algebra is a key point
of analysis of this table. A contingency table can be viewed as a matrix and
several operations and ideas of matrix theory are introduced into the analysis
of the contingency table. Especially, the degree of independence, rank plays a
very important role in extracting a probabilistic model from a given contin-
gency table. When the rank of the given table is equal to 1.0, one attribute in
the table are statistically independent of the other attributes. When the rank
is equal to n, which is the number of values of at least one attribute, then two
attributes are dependent. Otherwise, the row or columns of contingency table
are partially independent, which gives very interesting statistical models of
these two attributes.

The paper is organized as follows: Section 2 discusses the characteristics
of contingency tables. Section 3 shows the definitions of statistical measures
used for contingency tables and their assumptions. Section 4 discusses the
rank of the corresponding matrix of a contingency table when the given table
is two way. Section 5 extends the above idea into a multi-way contingency
table. Section 6 presents an approach to statistical evaluation of a rough set
model. Finally, Section 7 concludes this paper.

This paper is a preliminary study on the concept of independence in sta-
tistical analysis, and the following discussions are very intuitive. Also, for
simplicity of discussion, it is assumed that a contingency table gives a square
matrix (n×n).

1The threshold δ is the degree of the closeness of overlapping sets, which will be
given by domain experts. For more information, please refer to Section 3.
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2 Contingency Table from Rough Sets

2.1 Accuracy and Coverage

In the subsequent sections, the following notations is adopted, which is intro-
duced in [6]. Let U denote a nonempty, finite set called the universe and A
denote a nonempty, finite set of attributes, i.e., a : U → Va for a ∈ A, where
Va is called the domain of a, respectively. Then, a decision table is defined as
an information system, IS = (U,A∪{D}), where {D} is a set of given decision
attributes. The atomic formulas over B ⊆ A ∪ {D} and V are expressions of
the form [a = v], called descriptors over B, where a ∈ B and v ∈ Va. The
set F (B, V ) of formulas over B is the least set containing all atomic formulas
over B and closed with respect to disjunction, conjunction and negation. For
each f ∈ F (B, V ), fA denote the meaning of f in A, i.e., the set of all objects
in U with property f , defined inductively as follows.

1. If f is of the form [a = v] then, fA = {s ∈ U |a(s) = v}
2. (f ∧ g)A = fA ∩ gA; (f ∨ g)A = fA ∨ gA; (¬f)A = U − fA

By using this framework, classification accuracy and coverage, or true positive
rate is defined as follows.

Definition 1.
Let R and D denote a formula in F (B, V ) and a set of objects whose decision
attribute is given as 
, respectively. Classification accuracy and coverage(true
positive rate) for R → D is defined as:

αR(D) =
|RA ∩ D|
|RA| (= P (D|R)), and κR(D) =

|RA ∩ D|
|D| (= P (R|D)),

where |A| denotes the cardinality of a set A, αR(D) denotes a classification
accuracy of R as to classification of D, and κR(D) denotes a coverage, or a
true positive rate of R to D, respectively.

2.2 Two-way Contingency Table

From the viewpoint of information systems, a contingency table summarizes
the relation between two attributes with respect to frequencies. This viewpoint
has already been discussed in [9, 10]. However, this study focuses on more
statistical interpretation of this table.

Definition 2. Let R1 and R2 denote binary attributes in an attribute space
A. A contingency table is a table of a set of the meaning of the following
formulas: |[R1 = 0]A|,|[R1 = 1]A|, |[R2 = 0]A|,|[R2 = 1]A|, |[R1 = 0 ∧ R2 =
0]A|,|[R1 = 0 ∧ R2 = 1]A|, |[R1 = 1 ∧ R2 = 0]A|,|[R1 = 1 ∧ R2 = 1]A|,
|[R1 = 0 ∨ R1 = 1]A|(= |U |). This table is arranged into the form shown in
Table 1, where: |[R1 = 0]A| = x11 + x21 = x·1, |[R1 = 1]A| = x12 + x22 = x·2,
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Table 1. Two way Contingency Table

R1 = 0 R1 = 1

R2 = 0 x11 x12 x1·
R2 = 1 x21 x22 x2·

x·1 x·2 x··
(= |U | = N)

|[R2 = 0]A| = x11 + x12 = x1·, |[R2 = 1]A| = x21 + x22 = x2·, |[R1 = 0∧R2 =
0]A| = x11, |[R1 = 0 ∧ R2 = 1]A| = x21, |[R1 = 1 ∧ R2 = 0]A| = x12,
|[R1 = 1 ∧ R2 = 1]A| = x22, |[R1 = 0 ∨ R1 = 1]A| = x·1 + x·2 = x··(= |U |).
From this table, accuracy and coverage for [R1 = 0] → [R2 = 0] are defined
as:

α[R1=0]([R2 = 0]) = |[R1 = 0 ∧ R2 = 0]A|
|[R1 = 0]A| =

x11

x·1
,

and

κ[R1=0]([R2 = 0]) = |[R1 = 0 ∧ R2 = 0]A|
|[R2 = 0]A| =

x11

x1·
.

Example.

Let us consider an information table shown in Table 2. The relationship be-

Table 2. A Small Dataset

a b c d e

1 0 0 0 1
0 0 1 1 1
0 1 2 2 0
1 1 1 2 1
0 0 2 1 0

tween b and e can be examined by using the corresponding contingency table
as follows. First, the frequencies of four elementary relations are counted,
called marginal distributions: [b = 0], [b = 1], [e = 0], and [e = 1]. Then,
the frequencies of four kinds of conjunction are counted: [b = 0] ∧ [e = 0]
, [b = 0] ∧ [e = 1] , [b = 1] ∧ [e = 0] , and [b = 1] ∧ [e = 1]. Then, the
following contingency table is obtained (Table 3). From this table, accuracy
and coverage for [b = 0] → [e = 0] are obtained as 1/(1 + 2) = 1/3 and
1/(1 + 1) = 1/2.

One of the important observations from granular computing is that a con-
tingency table shows the relations between two attributes with respect to
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Table 3. Corresponding Contingency Table

b=0 b=1

e=0 1 1 2
e=1 2 1 3

3 2 5

intersection of their supporting sets. For example, in Table 3, both b and e
have two different partitions of the universe and the table gives the relation
between b and e with respect to the intersection of supporting sets. It is easy
to see that this idea can be extended into n − way contingency tables, which
can be viewed as n × n-matrix.

2.3 Multi-way Contingency Table

Two-way contingency table can be extended into a contingency table for multi-
nominal attributes.

Definition 3. Let R1 and R2 denote multinominal attributes in an attribute
space A which have m and n values. A contingency tables is a table of a
set of the meaning of the following formulas: |[R1 = Aj ]A|, |[R2 = Bi]A|,
|[R1 = Aj ∧ R2 = Bi]A|, and |U | (i = 1, 2, 3, · · · , n and j = 1, 2, 3, · · · ,m).
This table is arranged into the form shown in Table 1, where: |[R1 = Aj ]A| =∑m

i=1 x1i = x·j, |[R2 = Bi]A| =
∑n

j=1 xji = xi·, |[R1 = Aj∧R2 = Bi]A| = xij,
|U | = N = x·· (i = 1, 2, 3, · · · , n and j = 1, 2, 3, · · · ,m).

Table 4. Contingency Table (n × m)

A1 A2 · · · An Sum

B1 x11 x12 · · · x1n x1·
B2 x21 x22 · · · x2n x2·
· · · · · · · · · · · · · · · · · ·
Bm xm1 xm2 · · · xmn xm·
Sum x·1 x·2 · · · x·n x·· = |U | = N

3 Chi-square Test

One of the most important tests which check the independence of two at-
tributes is chi-square test. Although it is frequently used, the fundamental
issues of this test have never been fully examined from the viewpoint of gran-
ular computing and data mining. Here, the meaning of this test from this view
will be reinterpreted.
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Especially, it is notable that this test statistic measures the square distance
between joint probabilities of given two attributes a1 and a2, p(a1, a2) and
product sum of both probabilities p(a1)p(a2): (p(a1, a2) − p(a1)p(a2))2.

3.1 Definitions

The chi-square test is based on the following theorem[5].

Theorem 1. In a general case, when a contingency table shown in Table 4 is
given, the test statistic:

χ2 =
n,m∑

i,j=1

(xij − xi·x·j/N)2

xi·x·j/N
(1)

follows chi-square distribution with the freedom of (n − 1)(m − 1).

In the case of binary attributes shown in Table 1, this test statistic can be
transformed into the following simple formula and it follows the chi-square
distribution with the freedom of one.

χ2 =
N(x11x22 − x12x21)2

x1·x2·x·1x·2
(2)

One of the core ideas of the chi-square test is that the test statistic mea-
sures the square of difference between the real value and the expected value
of one column. In the example shown in Table 4, (x11 − x·1x1·/N)2 measures
the difference between x11 and the expected value of this column x·1 × x1·/N
where x1·/N is a marginal distribution of B1.

Another core idea is that x·1x1·/N is equivalent to the variance of marginal
distributions if they follow multinominal distributions. 2 Thus, the chi-square
test statistic is equivalent to tthe otal sum of the ratio of the square dis-
tance s2 to the corresponding variance σ2. Actually, the theorem above comes
from more general theorem as a corollary if a given multinominal distribution
converges into a normal distribution.

Theorem 2. If x1,x2,· · · , xn are randomly selected from the population fol-
lowing a normal distribution N(m,σ2), the formula

y =
1
σ2

n∑

i=1

(xi − m)2

follows the χ2 distribution with the freedom of (n − 1).

In the subsequent sections, it is assumed that all these above statistical as-
sumptions will hold.

2If the probabilities p and q come from the multinominal distribution, Npq is
equal to variance.
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3.2 Chi-square Test and Statistical Independence

Since xij/N , ai/N and bj/N are equal to p(Ai, Bj), p(Ai) and p(Bj), the
equation 1 will become:

χ2 =
n,m∑

i,j=1

(p(Ai, Bj) − p(Ai)p(Bj))2

p(Ai)p(Bj)
(3)

Therefore, a chi-square test statistic exactly checks the degree of statistical
independence. When all the combinations of i and m satisfy p(Ai, Bj) =
p(Ai)p(Bj), that is, when χ2 is equal to 0, two attributes A and B are com-
pletely statistical independent. If χ2 is strongly deviated from 0, this test
statistic suggests that two attributes are strongly dependent.

It is notable that (ad− bc)2 appears on the nominator in the equation (2).
This factor, ad− bc exactly corresponds to the determinant of a matrix when
the contingency table(Fig. 1) is regarded as a matrix. According to the matrix
theory, if ad − bc is equal to 1.0, then the rank of a given matrix is equal to
1.0. Thus, this observation suggests that the rank can be used to check the
independence of two attributes. For example, in Table 2, b and e are dependent
because ad − bc = 1 × 1 − 1 × 2 = −1 < 0.

4 Rank of Contingency Table (two-way)

4.1 Preliminaries

Definition 4. A corresponding matrix CTa,b
is defined as a matrix the element

of which are equal to the value of the corresponding contingency table Ta,b of
two attributes a and b, except for marginal values.

Definition 5. The rank of a table is defined as the rank of its corresponding
matrix. The maximum value of the rank is equal to the size of (square) matrix,
denoted by r.

Example.

Let the table given in Table 3 be defined as Tb,e. Then, CTb,e
is:

(
1 1
2 1

)

Since the determinant of CTb,e
det(CTb,e

) is not equal to 0, the rank of CTb,e

is equal to 2. It is the maximum value (r = 2), so b and e are statistically
dependent.
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4.2 Independence when the table is two-way

From the results in linear algebra, several results are obtained. (The proofs
is omitted.) First, it is assumed that a contingency table is given as Table 1.
Then the corresponding matrix (CTR1,R2

) is given as:
(

x11 x12

x21 x22

)

,

Proposition 1. The determinant of det(CTR1,R2
) is equal to |x11x22−x12x21|.

Proposition 2. The rank will be:

rank =

{
2, if det(CTR1,R2

) �= 0
1, if det(CTR1,R2

) = 0

If the rank of det(CTb,e
) is equal to 1, according to the theorems of the

linear algebra, it is obtained that one row or column will be represented by
the other column. That is,

Proposition 3. Let r1 and r2 denote the rows of the corresponding matrix of
a given two-way table, CTb,e

. That is,

r1 = (x11, x12), r2 = (x21, x22)

Then, r1 can be represented by r2:

r1 = kr2,

where k is given as:
k =

x11

x21
=

x12

x22
=

x1·
x2·

What is the meaning of Proposition 3? Since x11/x··, x21/x··, x1·/x·· and
x2·/x·· are equal to p([R1 = 0, R2 = 0]), p([R1 = 0, R2 = 1]), p([R2 = 0]) and
p([R2 = 1]), respectively,

k =
p([R1 = 0, R2 = 0])
p([R1 = 0, R2 = 1])

=
p([R2 = 0])
p([R2 = 1])

After several steps of computation, finally the following relation is obtained:

p([R1 = 0], [R2 = 0]) = p([R1 = 0])p([R2 = 0]),

which is equivalent to statistical independence. That is,

Theorem 3. If the rank of the corresponding matrix is 1, then two attributes
in a given contingency table are statistically independent. Thus,

rank =

{
2, dependent

1, statistical independent
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4.3 Other Characteristics

Since the meanings of attributes are very clear in binary cases, the following
result is obtained.

Theorem 4. The distribution of cells in a given contingency table will be
roughly evaluated by the determinant of the corresponding matrix. That is,

{
det(CTR1,R2

) > 0 : x11 and x22 are dominant,
det(CTR1,R2

) < 0 : x12 and x21 are dominant,

where dominant means that these values play important roles in determining
the dependencies of the two attributes.

5 Rank of Contingency Table (Multi-way)

In the case of a general square matrix, the results in the two-way contin-
gency table can be extended. Especially, it is very important to observe that
conventional statistical independence is only supported when the rank of the
corresponding is equal to 1. Let us consider the contingency table of c and d
in Table 2, which is obtained as follows. Thus, the corresponding matrix of

Table 5. Contingency Table for c and d

c=0 c=1 c=2

d=0 1 0 0 1
d=1 0 1 1 2
d=2 0 1 1 2

1 2 2 5

this table is: 


1 0 0
0 1 1
0 1 1



 ,

whose determinant is equal to 0. It is clear that its rank is 2. It is interesting to
see that if the case of [d = 0] is removed, then the rank of the corresponding
matrix is equal to 1 and two rows are equal. Thus, if the value space of
d into {1, 2} is restricted, then c and d are statistically independent. This
relation is called contextual independence[1], which is related with conditional
independence.

However, another type of weak independence is observed: let us consider
the contingency table of a and c. The table is obtained as Table 6:
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Table 6. Contingency Table for a and c

a=0 a=1

c=0 0 1 1
c=1 1 1 2
c=2 2 0 2

3 2 5

Its corresponding matrix is:



0 1
1 1
2 0



 ,

Since the corresponding matrix is not square, the determinant is not defined.
But it is easy to see that the rank of this matrix is two. In this case, even
any attribute-value pair removed from the table will not generate statistical
independence.

However, interesting relations can be found. Let r1, r2 and r3 denote the
first, second and third row, respectively. That is, r1 = (0, 1), r2 = (1, 1) and
r3 = (2, 0).

Then, it is easy to see that r3 = 2(r2 − r1), which can be viewed as:

p([c = 2]) = 2(p([c = 1]) − p([c = 0])),

which gives a probabilistic model between attribute-value pairs. According to
linear algebra, when we have a m×n(m ≥ n) or n×m corresponding matrix,
the rank of the corresponding matrix is less than n. Thus:

Theorem 5. If the corresponding matrix of a given contingency table is not
square and of the form m×n(m ≥ n) , then its rank is less than n. Especially,
the row rn+1, rn+2, · · · , rm can be represented by:

rk =
r∑

i=1

kiri(n + 1 ≤ k ≤ m),

where ki and r denote the constant and the rank of the corresponding matrix,
respectively. This can be interpreted as:

p([R1 = Ak]) =
r∑

i=1

kip([R1 = Ai])

Finally, the relation between rank and independence in a multi-way contin-
gency table is obtained.

Theorem 6. Let the corresponding matrix of a given contingency table be a
square n×n matrix. If the rank of the corresponding matrix is 1, then two at-
tributes in a given contingency table are statistically independent. If the rank
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of the corresponding matrix is n , then two attributes in a given contingency
table are dependent. Otherwise, two attributes are contextual dependent, which
means that several conditional probabilities can be represented by a linear com-
bination of conditional probabilities. Thus,

rank =






n dependent

2, · · · , n − 1 contextual independent

1 statistical independent

6 Rough Set Approximations and Contingency Tables

The important idea in rough sets is that real-world concepts can be captured
by two approximations: lower and upper approximations [4]. Although these
ideas are deterministic, they can be extended into naive probabilistic mod-
els if we set up thresholds as shown in Ziarko’s variable precision rough set
model(VPRS)[11].

From the ideas of Ziarko’s VPRS, Tsumoto shows that lower and upper ap-
proximations of a target concept correspond to sets of examples which satisfy
the following conditions[8]:

Lower Approximation of D: ∪{RA|αR(D) = 1.0},
Upper Approximation of D: ∪{RA|κR(D) = 1.0},

where R is a disjunctive or conjunctive formula. Thus, if we assume that all
the attributes are binary, we can construct contingency tables corresponding
to these two approximations as follows.

6.1 Lower approximation

From the definition of accuracy shown in Section 2, the contingency table
for lower approximation is obtained if c is set to 0. That is, the following
contingency table corresponds to the lower approximation of R2 = 0. In this

Table 7. Contingency Table for Lower Approximation

R1 = 0 R1 = 1

R2 = 0 x11 x12 x1·
R2 = 1 0 x22 x22

x11 x·2 x··
(= |U | = N)

case, the test statistic is simplified into:

χ2 =
N(ad)2

a(b + d)(a + b)d
(4)
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6.2 Upper approximation

From the definition of coverage shown in Section 3, the contingency table
for lower approximation is obtained if c is set to 0. That is, the following
contingency table corresponds to the lower approximation of R2 = 0. In this

Table 8. Contingency Table for Upper Approximation

R1 = 0 R1 = 1

R2 = 0 x11 0 x11

R2 = 1 x21 x22 x2·
x·1 x22 x··

(= |U | = N)

case, the test statistic is simplified into:

χ2 =
N(ad)2

(a + c)da(c + d)
(5)

It is notable that the corresponding matrix of two approximations are
corresponding to triangular matrices. In the case of a lower approximation,
the corresponding matrix is equivalent to the upper triangular matrix. On the
other hand, the corresponding matrix of an upper approximation is equivalent
to the lower triangular matrix.

Furthermore, when the lower approximation is equal to the upper one of
a given target concept, the corresponding matrix is of the form of a diagonal
matrix.

7 Conclusion

In this paper, a contingency table is interpreted from the viewpoint of granular
computing and statistical independence. From the correspondence between
contingency table and matrix, the following observations are obtained: in the
case of statistical independence, the rank of the corresponding matrix of a
given contingency table is equal to 1. That is, all the rows of contingency
table can be described by one row with the coefficient given by a marginal
distribution. If the rank is maximum, then two attributes are dependent.
Otherwise, some probabilistic structure can be found within attribute -value
pairs in a given attribute. Thus, matrix algebra is a key point of the analysis
of a contingency table and the degree of independence, rank plays a very
important role in extracting a probabilistic model.

This paper is a preliminary study on the formal studies on contingency
tables, and the discussions are very intuitive, not mathematically rigor. More
formal analysis will appear in the future work.
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Summary. Classification is one of the main tasks in machine learning, data mining,
and pattern recognition. A granular computing model is suggested for learning two
basic issues of concept formation and concept relationship identification. A classifi-
cation problem can be considered as a search for suitable granules organized under
a partial order. The structures of search space, solutions to a consistent classifica-
tion problem, and the structures of solution space are discussed. A classification
rule induction method is proposed. Instead of searching for a suitable partition, we
concentrate on the search for a suitable covering of the given universe. This method
is more general than partition-based methods. For the design of covering granule
selection heuristics, several measures on granules are suggested.

1 Introduction

Classification is one of the main tasks in machine learning, data mining, and
pattern recognition [3, 10, 12]. It deals with classifying labelled objects. Knowl-
edge for classification can be expressed in different forms, such as classification
rules, discriminant functions, and decision trees. Extensive research has been
done on the construction of classification models.

Mainstream research in classification focus on classification algorithms and
their experimental evaluations. By comparison, less attention has been paid to
the study of fundamental concepts such as structures of search space, solution
to a consistent classification problem, as well as the structures of a solution
space. For this reason, we present a granular computing based framework for
a systematic study of these fundamental issues.

Granular computing is an umbrella term to cover any theories, method-
ologies, techniques, and tools that make use of granules in problem solv-
ing [25, 27, 33, 34]. A granule is a subset of the universe. A family of gran-
ules that contains every object in the universe is called a granulation of the
universe. The granulation of a given universe involves dividing the universe
into subsets or grouping individual objects into clusters. There are many fun-
damental issues in granular computing, such as the granulation of a given
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universe, the descriptions of granules, the relationships between granules, and
the computation of granules.

Data mining, especially rule-based mining, can be molded in two steps,
namely, the formation of concepts and the identification of relationship be-
tween concepts. Formal concept analysis may be considered as a concrete
model of granular computing. It deals with the characterization of a concept
by a unit of thoughts consisting the intension and the extension of the con-
cept [4, 23]. From the standing point of granular computing, the concept of
a granule may be exemplified by a set of instances, i.e., the extension; the
concept of a granule may be described or labelled by a name, i.e., the inten-
sion. Once concepts are constructed and described, one can develop compu-
tational methods using granules [27]. In particular, one may study relation-
ships between concepts in terms of their intensions and extensions, such as
sub-concepts and super-concepts, disjoint and overlap concepts, and partial
sub-concepts. These relationships can be conveniently expressed in the form of
rules and associated quantitative measures indicating the strength of rules. By
combining the results from formal concept analysis and granular computing,
knowledge discovery and data mining, especially rule mining, can be viewed
as a process of forming concepts and finding relationships between concepts
in terms of intensions and extensions [28, 30, 32].

The organization of this chapter is as follows. In Section 2, we first present
the fundamental concepts of granular computing which serve as the basis of
classification problems. Measures associated with granules for classification
will be studied in Section 3. In Section 4, we will examine the search spaces of
classification rules. In Section 5, we remodel the ID3 and PRISM classification
algorithms from the viewpoint of granular computing. We also propose the
kLR algorithm and a granule network algorithm to complete the study of the
methodology in granular computing model.

2 Fundamentals of a Granular Computing Model for
Classification

This section provides an overview of the granular computing model [28, 30].

2.1 Information tables

Information tables are used in granular computing models. An information
table provides a convenient way to describe a finite set of objects called a
universe by a finite set of attributes [14, 33]. It represents all available in-
formation and knowledge. That is, objects are only perceived, observed, or
measured by using a finite number of properties.
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Definition 1. An information table is the following tuple:

S = (U,At,L, {Va | a ∈ At}, {Ia | a ∈ At}),

where
U is a finite nonempty set of objects,
At is a finite nonempty set of attributes,
L is a language defined by using attributes in At,
Va is a nonempty set of values of a ∈ At,
Ia : U → Va is an information function that maps an object of U to

exactly one possible value of attribute a in Va.

We can easily extend the information function Ia to an information function
on a subset of attributes. For a subset A ⊆ At, the values of an object x on
A is denoted by IA(x), where IA(x) =

∧
a∈A Ia(x).

Definition 2. In the language L, an atomic formula is given by a = v, where
a ∈ At and v ∈ Va. If φ and ψ are formulas, then so are ¬φ, φ∧ψ, and φ∨ψ.

The semantics of the language L can be defined in the Tarski’s style
through the notions of a model and the satisfiability of the formulas.

Definition 3. Given the model as an information table S, the satisfiability
of a formula φ by an object x, written x |=S φ, or in short x |= φ if S is
understood, is defined by the following conditions:

(1) x |= a = v iff Ia(x) = v,

(2) x |= ¬φ iff not x |= φ,

(3) x |= φ ∧ ψ iff x |= φ and x |= ψ,

(4) x |= φ ∨ ψ iff x |= φ or x |= ψ.

Definition 4. Given a formula π, the set mS(φ), defined by

mS(φ) = {x ∈ U | x |= φ}, (1)

is called the meaning of the formula φ in S. If S is understood, we simply
write m(φ).

A formula φ can be viewed as the description of the set of objects m(φ),
and the meaning m(φ) of a formula is the set of all objects having the property
expressed by φ. Thus, a connection between formulas of L and subsets of U
is established.

2.2 Concept formulation

To formalize data mining, we have to analyze the concepts first. There are two
aspects of a concept, the intension and the extension [4, 23]. The intension of
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a concept consists of all properties or attributes that are valid for all objects
to which the concept applies. The intension of a concept is its meaning, or
its complete definition. The extension of a concept is the set of objects or
entities which are instances of the concept. The extension of a concept is a
collection, or a set, of things to which the concept applies. A concept is thus
described jointly by its intension and extension, i.e., a set of properties and a
set of objects. The intension of a concept can be expressed by a formula, or an
expression, of a certain language, while the extension of a concept is presented
as a set of objects that satisfies the formula. This formulation enables us to
study formal concepts in a logic setting in terms of intensions and also in a
set-theoretic setting in terms of extensions.

With the introduction of language L, we have a formal description of
concepts. A concept which is definable in an information table is a pair of
(φ,m(φ)), where φ ∈ L. More specifically, φ is a description of m(φ) in S, i.e.
the intension of concept (φ,m(φ)), and m(φ) is the set of objects satisfying φ,
i.e. the extension of concept (φ,m(φ)). We say a formula has meaning if it has
an associated subset of objects; we also say a subset of objects is definable if
it is associated with at least one formula.

Definition 5. A subset X ⊆ U is called a definable granule in an information
table S if there exists at least one formula φ such that m(φ) = X.

By using the language L, we can define various granules. For an atomic
formula a = v, we obtain a granule m(a = v). If m(φ) and m(ψ) are granules
corresponding to formulas φ and ψ, we obtain granules m(φ)∩m(ψ) = m(φ∧ψ)
and m(φ) ∪ m(ψ) = m(φ ∨ ψ).

Object height hair eyes class

o1 short blond blue +
o2 short blond brown -
o3 tall red blue +
o4 tall dark blue -
o5 tall dark blue -
o6 tall blond blue +
o7 tall dark brown -
o8 short blond brown -

Table 1. An information table

To illustrate the idea developed so far, consider an information table given
by Table 1, which is adopted from Quinlan [15]. The following expressions are
some of the formulas of the language L:
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height = tall,
hair = dark,

height = tall ∧ hair = dark,

height = tall ∨ hair = dark.

The meanings of the above formulas are given by:

m(height = tall) = {o3, o4, o5, o6, o7},
m(hair = dark) = {o4, o5, o7},
m(height = tall ∧ hair = dark) = {o4, o5, o7},
m(height = tall ∨ hair = dark) = {o3, o4, o5, o6, o7}.

By pairing intensions and extensions, we can obtain formal concepts, such
as (height = tall, {o3, o4, o5, o6, o7}), (hair = dark, {o4, o5, o7}), (height =
tall∧hair = dark, {o4, o5, o7}) and (height = tall∨hair = dark, {o3, o4, o5, o6, o7}).
The involved granules such as {o3, o4, o5, o6, o7}, {o4, o5, o7} and {o3, o4, o5, o6, o7})
are definable granules.

In the case where we can precisely describe a subset of objects X, the
description may not be unique. That is, there may exist two formulas such
that m(φ) = m(ψ) = X. For example,

hair = dark,

height = tall ∧ hair = dark,

have the same meaning set {o4, o5, o7}. Another two formulas

class = +,

hair = red ∨ (hair = blond ∧ eyes = blue),

have the same meaning set {o1, o3, o6}.
In many classification algorithms, one is only interested in formulas of a

certain form. Suppose we restrict the connectives of language L to only the
conjunction connective ∧. Each formula is a conjunction of atomic formulas
and such a formula is referred to as a conjunctor.

Definition 6. A subset X ⊆ U is a conjunctively definable granule in an
information table S if there exists a conjunctor φ such that m(φ) = X.

The notion of definability of subsets in an information table is essential to
data analysis. In fact, definable granules are the basic logic units that can be
described and discussed, upon which other notions can be developed.

2.3 Granulations as partitions and coverings

Partitions and coverings are two simple and commonly used granulations of
the universe.
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Definition 7. A partition of a finite universe U is a collection of non-empty,
and pairwise disjoint subsets of U whose union is U . Each subset in a partition
is also called a block or an equivalence class.

When U is a finite set, a partition π = {Xi | 1 ≤ i ≤ m} of U consists of a
finite number m of blocks. In this case, the conditions for a partition can be
simply stated by:

(i). for all i, Xi 	= ∅,
(ii). for all i 	= j, Xi ∩ Xj = ∅,
(iii).

⋃
{Xi | 1 ≤ i ≤ m} = U.

There is a one-to-one correspondence between the partitions of U and the
equivalence relations (i.e., reflexive, symmetric, and transitive relations) on
U . Each equivalence class of the equivalence relation is a block of the corre-
sponding partition. In this paper, we use partitions and equivalence relations,
and blocks and equivalence classes interchangeably.

Definition 8. A covering of a finite universe U is a collection of non-empty
subsets of U whose union is U . The subsets in a covering are called covering
granules.

When U is a finite set, a covering τ = {Xi | 1 ≤ i ≤ m} of U consists
of a finite number m of covering granules. In this case, the conditions for a
covering can be simply stated by:

(i). for all i, Xi 	= ∅,
(ii).

⋃
{Xi | 1 ≤ i ≤ m} = U.

According to the definition, a partition consists of disjoint subsets of the
universe, and a covering consists of possibly overlapping subsets. Partitions
are a special case of coverings.

Definition 9. A covering τ of U is said to be a non-redundant covering if the
collection of subsets derived by deleting any one of the granules from τ is not
a covering.

One can obtain a finer partition by further dividing the equivalence classes
of a partition. Similarly, one can obtain a finer covering by further decompos-
ing the granules of the covering.

Definition 10. A partition π1 is a refinement of another partition π2, or
equivalently, π2 is a coarsening of π1, denoted by π1 � π2, if every block of
π1 is contained in some block of π2. A covering τ1 is a refinement of another
covering τ2, or equivalently, τ2 is a coarsening of τ1, denoted by τ1 � τ2, if
every granule of τ1 is contained in some granule of τ2.
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The refinement relation is a partial ordering of the set of all partitions,
namely, it is reflexive, antisymmetric and transitive. This naturally defines a
refinement order on the set of all partitions, and thus form a partition lattice,
denoted as Π(U). Likewise, a refinement order on the set of all covering forms
a covering lattice, denoted as T (U).

Based on the refinement relation, we can construct multi-level granulations
of the universe [29]. Given two partitions π1 and π2, their meet, π1∧π2, is the
finest partition of π1 and π2, their join, π1 ∨π2, is the coarsest partition of π1

and π2. The equivalence classes of a meet are all nonempty intersections of an
equivalence class from π1 and an equivalence class from π2. The equivalence
classes of a join are all nonempty unions of an equivalence class from π1 and
an equivalence class from π2.

Since a partition is a covering, we use the same symbol to denote the
refinement relation on partitions and refinement relation on covering. For a
covering τ and a partition π, if τ � π, we say that τ is a refinement of π,
which indicates that every granule of τ is contained in some granule of π.

Definition 11. A partition is called a definable partition (πD) in an infor-
mation table S if every equivalence class is a definable granule. A covering is
called a definable covering (τD) in an information table S if every covering
granule is a definable granule.

For example, in information Table 1 {{o1, o2, o6, o8}, {o3, o4, o5, o7}} is a
definable partition/covering, since the granule {o1, o2, o6, o8} can be defined
by the formula hair=blond, and the granule {o3, o4, o5, o7} can be defined
by the formula ¬hair=blond. We can also justify that another partition
{{o1, o2, o3, o4}, {o5, o6, o7, o8}} is not a definable partition.

If partitions π1 and π2 are definable, π1∧π2 and π1∨π2 are definable par-
titions. The family of all definable partitions forms a partition lattice ΠD(U),
which is a sub-lattice of Π(U). Likewise, if two coverings τ1 and τ2 are defin-
able, τ1 ∧ τ2 and τ1 ∨ τ2 are definable coverings. The family of all definable
coverings forms a covering lattice TD(U), which is a sub-lattice of T (U).

Definition 12. A partition is called a conjunctively definable partition (πCD)
if every equivalence class is a conjunctively definable granule. A covering is
called a conjunctively definable covering (τCD) if every covering granule is a
conjunctively definable granule.

For example, in Table 1 {{o1, o2, o8}, {o3, o4, o5, o6}, {o7}} is a conjunc-
tively definable partition or covering since the granule {o1, o2, o8} can be
defined by the conjunctor height=short, the granule {o3, o4, o5, o6} can be
defined by the conjunctor height=tall∧eyes=blue, and the granule {o7} can
be defined by the conjunctor hair=dark∧eyes=brown. Note, the join of these
three formulas cannot form a tree structure.

The family of conjunctively definable partitions forms a definable partition
lattice ΠCD(U), which is a sub-lattice of ΠD(U). The family of conjunctively
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definable coverings forms a definable covering lattice TCD(U), which is a sub-
lattice of TD(U).

Definition 13. A partition is called a tree definable partition (πAD) if every
equivalence class is a conjunctively definable granule, and all the equivalence
classes form a tree structure.

A partition ΠAD(U) is defined by At, or a subset of At. For a subset A of
attributes, we can define an equivalence relation EA as follows:

xEAy ⇐⇒
∧

a ∈ A, Ia(x) = Ia(y)

⇐⇒ IA(x) = IA(y). (2)

For the empty set, we obtain the coarsest partition {U}. For a nonempty sub-
set of attributes, the induced partition is conjunctively definable. The family
of partitions defined by all subsets of attributes forms a definable partition
lattice ΠAD(U), which is a sub-lattice of ΠCD(U).

For the information in Table 1, we obtain the following partitions with
respect to subsets of the attributes:

π∅ = {U},
πheight = {{o1, o2, o8}, {o3, o4, o5, o6, o7}},

πhair = {{o1, o2, o6, o8}, {o3}, {o4, o5, o7}},
πeyes = {{o1, o3, o4, o5, o6}, {o2, o7, o8}},

πheight∧hair = {{o1, o2, o8}, {o3}, {o4, o5, o7}, {o6}},
πheight∧eyes = {{o1}, {o2, o8}, {o3, o4, o5, o6}, {o7}},

πhair∧eyes = {{o1, o6}, {o2, o8}, {o3}, {o4, o5}, {o7}},
πheight∧hair∧eyes = {{o1}, {o2, o8}, {o3}, {o4, o5}, {o6}, {o7}}.

Since each subset defines a different partition, the partition lattice has the
same structure as the lattice defined by the power set of the three attributes
height,hair, and eyes.

All the notions developed in this section can be defined relative to a par-
ticular subset A ⊆ At of attributes. A subset X ⊆ U is called a definable
granule with respect to a subset of attributes A ⊆ At if there exists at least
one formula φ over A such that m(φ) = X. A partition π is called a defin-
able partition with respect to a subset of attributes A if every equivalence
class is a definable granule with respect to A. Let ΠD(A)(U), ΠCD(A)(U), and
ΠAD(A)(U) denote the partition (semi-) lattices with respect to a subset of
attributes A ⊆ At, respectively. We have the following connection between
partition (semi-) partition lattices and they provide a formal framework of
classification problems.
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ΠAD(U) ⊆ ΠCD(U) ⊆ ΠD(U) ⊆ Π(U),
ΠAD(A)(U) ⊆ ΠCD(A)(U) ⊆ ΠD(A)(U) ⊆ Π(U),

TCD(U) ⊆ TD(U) ⊆ T (U),
TCD(A)(U) ⊆ TD(A)(U) ⊆ T (U).

3 Measures associated with granules

We introduce and review three types of quantitative measures associated with
granules, measures of a single granule, measures of relationships between a pair
of granules [28, 32], and measures of relationships between a granule and a
family of granules, as well as a pair of family of granules.

The only measure of a single granule m(φ) of a formula φ is the generality,
defined as:

G(φ) =
|m(φ)|
|U | , (3)

which indicates the relative size of the granule m(φ). A concept defined by
the formula φ is more general if it covers more instances of the universe.
The quantity may be viewed as the probability of a randomly selected object
satisfying φ.

Given two formulas φ and ψ, we introduce a symbol ⇒ to connect φ and
ψ in the form of φ ⇒ ψ. It may be intuitively interpreted as a rule which
enables us to infer information about ψ from φ. The strength of φ ⇒ ψ can
be quantified by two related measures [20, 28].

The confidence or absolute support of ψ provided by φ is the quantity:

AS(φ ⇒ ψ) =
|m(φ ∧ ψ)|
|m(φ)| =

|m(φ) ∩ m(ψ)|
|m(φ)| . (4)

It may be viewed as the conditional probability of a randomly selected object
satisfying ψ given that the object satisfies φ. In set-theoretic terms, it is
the degree to which m(φ) is included in m(ψ). Thus, AS is a measure of
the correctness or the precision of the inference. A rule with the maximum
absolute support 1 is a certain rule. The coverage ψ provided by φ is the
quantity:

CV (φ ⇒ ψ) =
|m(φ ∧ ψ)|
|m(ψ)| =

|m(φ) ∩ m(ψ)|
|m(ψ)| . (5)

It may be viewed as the conditional probability of a randomly selected object
satisfying φ given that the object satisfies ψ. Thus, CV is a measure of the ap-
plicability or recall of the inference. Obviously, we can infer more information
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about ψ from φ if we have both a high absolute support and a high coverage.
In general, there is a trade-off between support and coverage.

Consider now a family of formulas Ψ = {ψ1, . . . , ψn} which induces a
partition π(Ψ) = {m(ψ1), . . . , m(ψn)} of the universe. Let φ ⇒ Ψ denote
the inference relation between φ and Ψ . In this case, we obtain the following
probability distribution in terms of φ ⇒ ψi’s:

P (Ψ | φ) =
(

P (ψ1 | φ) =
|m(φ) ∩ m(ψ1)|

|m(φ)| , . . . , P (ψn | φ) =
|m(φ) ∩ m(ψn)|

|m(φ)|

)

.

The conditional entropy H(Ψ | φ) defined by:

H(Ψ | φ) = −
n∑

i=1

P (ψi | φ) log P (ψi | φ), (6)

provides a measure that is inversely related to the strength of the inference
φ ⇒ Ψ . If P (ψi0 | φ) = 1 for one formula ψi0 and P (ψi | φ) = 0 for all
i 	= i0, the entropy reaches the minimum value 0. In this case, if an object
satisfies φ, one can identify one equivalence class of π(Ψ) to which the object
belongs without uncertainty. When P (ψ1 | φ) = . . . = (ψn | φ) = 1/n, the
entropy reaches the maximum value log n. In this case, we are in a state of
total uncertainty. Knowing that an object satisfies the formula φ does not
help in identifying an equivalence class of π(Ψ) to which the object belongs.

Suppose another family of formulas Φ = {φ1, . . . , φm} define a partition
π(Φ) = {m(φ1), . . . , m(φm)}. The same symbol ⇒ is also used to connect two
families of formulas that define two partitions of the universe, namely, Φ ⇒ Ψ .
The strength of this connection can be measured by the conditional entropy:

H(Ψ | Φ) =
m∑

j=1

P (φj)H(Ψ | φj)

= −
m∑

j=1

n∑

i=1

P (ψi ∧ φj) log P (ψi | φj), (7)

where P (φj) = G(φj). In fact, this is the most commonly used measure for
selecting attributes in the construction of decision tree for classification [15].

The measures discussed so far quantified two levels of relationships, i.e.,
granule level and granulation level. As we will show in the following section, by
focusing on different levels, one may obtain different methods for the induction
of classification rules.

4 Induction of Classification Rules by Searching
Granules

For classification tasks, it is assumed that each object is associated with a
unique class label. Objects can be divided into classes which form a granula-
tion of the universe. We further assume that information about objects are
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given by an information table as defined in Section 2. Without loss of general-
ity, we assume that there is a unique attribute class taking class labels as its
value. The set of attributes is expressed as At = C ∪ {class}, where C is the
set of attributes used to describe the objects. The goal is to find classification
rules of the form, φ =⇒ class = ci, where φ is a formula over C and ci is a
class label.

Let πclass ∈ Π(U) denote the partition induced by the attribute class. An
information table with a set of attributes At = C ∪ {class} is said to provide
a consistent classification if all objects with the same description over C have
the same class label, namely, if IC(x) = IC(y), then Iclass(x) = Iclass(y).
Using the concept of a partition lattice, we define the consistent classification
problem as follows.

Definition 14. An information table with a set of attributes At = C∪{class}
is a consistent classification problem if and only if there exists a partition
π ∈ ΠD(C)(U) such that π � πclass, or a covering τ ∈ TD(C)(U) such that
τ � πclass.

It can be easily verified that a consistent classification problem can be
considered as a search for a definable partition π ∈ ΠD(U), or more generally,
a conjunctively definable partition π ∈ ΠCD(U), or a tree definable partition
π ∈ ΠAD(U) such that π � πclass. For the induction of classification rules, the
partition πAD(C)(U) is not very interesting. In fact, one is more interested in
finding a subset A ⊂ C of attributes such that πAD(A)(U) that also produces
the correct classification. Similarly, a consistent classification problem can
also be considered as a search for a conjunctively definable covering τ such
that τ � πclass. This leads to different kinds of solutions to the classification
problem.

Definition 15. A partition solution to a consistent classification problem is
a conjunctively definable partition π such that π � πclass. A covering solution
to a consistent classification problem is a conjunctively definable covering τ
such that τ � πclass.

Let X denote a block in a partition or a covering granule of the universe,
and let des(X) denote its description using language L. If X ⊆ m(class = ci),
we can construct a classification rule: des(X) ⇒ class = ci. For a partition
or a covering, we can construct a family of classification rules. The main
difference between a partition solution and a covering solution is that an
object is only classified by one rule in a partition-based solution, while an
object may be classified by more than one rule in a covering-based solution.

Consider the consistent classification problem of Table 1. We have the
partition by class, a conjunctively defined partition π, and a conjunctively
defined covering τ :



86 J. T. Yao Y. Y. Yao and Y. Zhao

πclass : {{o1, o3, o6}, {o2, o4, o5, o7, o8}},
π : {{o1, o6}, {o2, o8}, {o3}, {o4, o5, o7}},
τ : {{o1, o6}, {o2, o7, o8}, {o3}, {o4, o5, o7}}.

Clearly, π � πclass and τ � πclass. So π � πclass and τ � πclass are solutions
of consistent classification problem of Table 1. A set of classification rules of
π is:

(r1) hair = blond ∧ eyes = blue =⇒ class = +,

(r2) hair = blond ∧ eyes = brown =⇒ class = −,

(r3) hair = red =⇒ class = +,

(r4) hair = dark =⇒ class = −.

A set of classification rules of τ consists of (r1), (r3), (r4) and part of (r2):

(r2′) eyes = brown =⇒ class = −.

The first set of rules is in fact obtained by the ID3 learning algorithm [16],
and the second set is by the PRISM algorithm [2]. In comparison, rule (r2′)
is shorter than (r2). Object o7 is classified by (r4) in the partition solution,
while it is classified by two rules (r2′) and (r4) in the covering solution.

The left hand side of a rule is a formula whose meaning is a block of the
solution. For example, for the first rule, we have m(hair = blond ∧ eyes =
blue) = {o1, o6}.

We can re-express many fundamental notions of classification in terms of
partitions.

Depending on the particular lattice used, one can easily establish proper-
ties of the family of solutions. Let Πα(U), where α = AD(C), CD(C), D(C),
denote a (semi-) lattice of definable partitions. Let ΠS

α (U) be the correspond-
ing set of all solution partitions. We have:

(i) For α = AD(C),CD(C), D(C), if π′ ∈ Πα(U), π ∈ ΠS
α (U) and π′ � π,

then π′ ∈ ΠS
α (U);

(ii) For α = AD(C), CD(C), D(C), if π′, π ∈ ΠS
α (U), then π′ ∧ π ∈ ΠS

α (U);
(iii)For α = D(C), if π′, π ∈ ΠS

α (U), then π′ ∨ π ∈ ΠS
α (U);

It follows that the set of all solution partitions forms a definable lattice, a
conjunctively definable lattice, or a tree definable lattice.

Mining classification rules can be formulated as a search for a partition
from a partition lattice. A definable lattice provides the search space of po-
tential solutions, and the partial order of the lattice provides the search direc-
tion. The standard search methods, such as depth-first search, breadth-first
search, bounded depth-first search, and heuristic search, can be used to find
a solution to the consistent classification problem. Depending on the required
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properties of rules, one may use different definable lattices that are introduced
earlier. For example, by searching the conjunctively definable partition lattice
ΠCD(C)(U), we can obtain classification rules whose left hand sides are only
conjunctions of atomic formulas. By searching the lattice ΠAD(C)(U), one can
obtain a similar solution that can form a tree structure. The well-known ID3
learning algorithm in fact searches ΠAD(C)(U) for classification rules [15].

Definition 16. For two solutions π1, π2 ∈ Πα of a consistent classification
problem, namely, π1 � πclass and π2 � πclass, if π1 � π2, we say that π1 is a
more specific solution than π2, or equivalently, π2 is a more general solution
than π1.

Definition 17. A solution π ∈ Πα of a consistent classification problem is
called the most general solution if there does not exist another solution π′ ∈
Πα, π 	= π′, such that π � π′ � πclass.

For a consistent classification problem, the partition defined by all at-
tributes in C is the finest partition in Πα. Thus, the most general solution
always exists. However, the most general solution may not be unique. There
may exist more than one the most general solutions.

In the information Table 1, consider three partitions from the lattice
ΠCD(C)(U):

π1 : {{o1}, {o2, o8}, {o3}, {o4, o5}, {o6}, {o7}},
π2 : {{o1, o6}, {o2, o8}, {o3}, {o4, o5, o7}},
π3 : {{o1, o6}, {o2, o7, o8}, {o3}, {o4, o5}}.

We have π1 � π2 � πclass and π1 � π3 � πclass. Thus, π1 is the more specific
solution than both π2 and π3. In fact, both π2 and π3 are the most general
solutions.

The roles of attributes are well-studied in the theory of rough sets [14],
and can be re-expressed as follows:

Definition 18. An attribute a ∈ C is called a core attribute if πC−{a} is not
a solution to the consistent classification problem.

Definition 19. An attribute a ∈ C is called a superfluous attribute if πC−{a}
is a solution to the consistent classification problem, namely, πC−{a} � πclass.

Definition 20. A subset A ⊆ C is called a reduct if πA is a solution to the
consistent classification problem and πB is not a solution for any proper subset
B ⊂ A.

For a given consistent classification problem, there may exist more than
one reduct.

In the information Table 1, attributes hair and eyes are core attributes.
Attribute height is a superfluous attribute. The only reduct is the set of
attributes {hair, eyes}.
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5 The Studies on Classification Algorithms

With the concepts introduced so far, we can remodel some popular classifi-
cation algorithms. We study various algorithms from a granular computing
view and propose a more general and flexible granulation algorithm.

5.1 ID3

The ID3 [15] algorithm is probably the most popular algorithm in data mining.
Many efforts have been made to extend the ID3 algorithm in order to get a
better classification result. The C4.5 algorithm [17] is proposed by Quinlan
himself and generates fuzzy decision tree [8].

The ID3-like learning algorithms can be formulated as a heuristic search
of the semi- conjunctively definable lattice ΠAD(C)(U). The heuristic used
for the ID3-like algorithms is based on an information-theoretic measure of
dependency between the partition defined by class and another conjunctively
definable partition with respect to the set of attributes C. Roughly speaking,
the measure quantifies the degree to which a partition π ∈ ΠAD(C)(U) satisfies
the condition π � πclass of a solution partition.

Specifically, the direction of ID3 search is from the coarsest partitions of
ΠAD(C)(U) to more refined partitions. The largest partitions in ΠAD(C)(U)
are the partitions defined by single attributes in C. Using the information-
theoretic measure, ID3 first selects a partition defined by a single attribute. If
an equivalence class in the partition is not a conjunctively definable granule
with respect to class, the equivalence class is further divided into smaller
granules by using an additional attribute. The same information-theoretic
measure is used for the selection of the new attribute. The smaller granules
are conjunctively definable granules with respect to C. The search process
continues until a partition π ∈ ΠAD(C)(U) is obtained such that π � πclass.

Figure 1 shows the learning algorithm of ID3.

Fig. 1. The learning algorithm of ID3

IF all cases in the training set belong to the same class

THEN Return the value of the class

ELSE

(1) Select an attribute a to split the universe, which is with the

maximum information gain.

(3) Divide the training set into non empty subsets, one for each

value of attribute a.
(3) Return a tree with one branch for each subset, each branch

having a descendant subtree or a class value produced by

applying the algorithm recursively for each subset in turn.
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Following the algorithm we start with the selection of the attribute hair.
The first step of granulation is to partition the universe with values of hair
as it is with the largest information gain. Since there are three values for
hair, we obtain three granules for this partition. Elements of (hair=dark)
and (hair=red) granules belong to the same class, we do not need to fur-
ther decompose these two granules. As elements in granule (hair=blond) do
not belong to same class, we granulate the new universe (hair=blond) with
attribute eyes. We stop granulation when elements in the two new granules
(eyes=blue) and (eyes=brown) are in the same class. The partition tree is
shown in Figure 2 which is the familiar ID3 decision tree.

ID3 is a granulation oriented search algorithm. It searches a partition
of a problem at one time. The top-down construction of a decision tree for
classification searches for a partition solution to a consistent classification
problem. The induction process can be briefly described as follows. Based on
a measure of connection between two partitions, one selects an attribute to
divide the universe into a partition [15]. If an equivalence class is not a subset
of a user defined class, it is further divided by using another attribute. The
process continues until one finds a decision tree that correctly classifies all
objects. Each node of the decision tree is labelled by an attribute, and each
branch is labelled by a value of the parent attribute.

Fig. 2. An example partition generated by ID3

Universe
{o1,o2,o3,o4,o5,o6,o7,o8}

hair=blond
{o1,o2,o6,o8}

+/-

eyes=blue
{o1,o6}

+

eyes=brown
{o2,o8}

-

hair=dark
{o4,o5,o7}

-

hair=red
{o3}
+

5.2 kLR

Algorithms for finding a reduct in the theory of rough sets can also be viewed
as heuristic search of the partition lattice ΠAD(C)(U). Two directions of search
can be carried, either from coarsening partitions to refinement partitions or
from refinement partitions to coarsening partitions.
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The smallest partition in ΠAD(C)(U) is πC . By dropping an attribute a
from C, one obtains a coarsening partition πC−{a}. Typically, a certain fitness
measure is used for the selection of the attribute. The process continues until
no further attributes can be dropped. That is, we find a subset A ⊆ C such
that πA � πclass and ¬(πB � πclass) for all proper subsets B ⊂ A. The
resulting set of attributes A is a reduct.

Fig. 3. The learning algorithm of kLR

Let k = 0.
The k-level, k > 0, of the classification tree is built based on the

(k − 1)th level described as follows:

if there is a node in (k − 1)th level that does not consist of only

elements of the same class then
(1) Choose an attribute based on a certain criterion γ : At −→ �;
(2) Divide all the inconsistent nodes based on the selected

attribute and produce the kth level nodes, which are subsets

of the inconsistent nodes;

(3) Label the inconsistent nodes by the attribute name, and label

the branches coming out from the inconsistent nodes by the

values of the attribute.

The largest partition in ΠAD(C)(U) is π∅. By adding an attribute a, one
obtains a refined partition πa. The process continues until we have a partition
satisfying the condition πA � πclass. The resulting set of attributes A is a
reduct.

The kLR algorithm [31] is proposed as one of the rough set-type search
algorithms to find a reduct, which is a set of individually necessary and jointly
sufficient attributes that correctly classify the objects. kLR is described in
Figure 3.

Comparing the kLR algorithm with ID3-like algorithms, we note that an
important feature of ID3-like algorithms is that when partitioning an inconsis-
tent granule, a formula is chosen based on only information about the current
granule. The criteria used by ID3-like methods is based on local optimization.
In the decision tree, different granules at the same level may use different for-
mulas, and moreover the same attribute may be used at different levels. The
use of local optimal criteria makes it difficult to judge the overall quality of the
partial decision tree during its construction process. The kLR algorithm may
solve this difficulty by partitioning the inconsistent granules at the same level
at the same time using the same formula. One can construct a kLR decision
tree and evaluate its quality level by level. Normally, a kLR decision tree is
different from the corresponding ID3 tree. However, the running example in
Table 1 is too small to show the different resulting trees generated by ID3 and
kLR.
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5.3 PRISM

PRISM [2] is an algorithm proposed by Cendrowska in 1987. Instead of using
the principle of generating decision trees which can be converted to decision
rules, PRISM generates rules from the training set directly. More importantly,
PRISM is a covering-based method. The PRISM algorithm can be formulated
as a heuristic search of the conjunctively definable covering lattice TCD(C)(U).
The heuristic used for PRISM is the conditional probability of a given class
value given a formula. The algorithm is described in Figure 4.

Fig. 4. The learning algorithm of PRISM

For i=1 to n

repeat until all instances of class i have been removed

(1) Calculate the probability of occurrence of class i for each

attribute-value pair.

(2) Select the attribute-value pair with maximum probability and

create a subset of the training set comprising all instances

with the selected combination.

(3) Repeat (1) and (2) for this subset until it contains only

instances of class i. The induced rule is then the conjunction

of all the attribute-value pairs selected in creating this

subset.

(4) Remove all instances covered by this rule from training set.

Fig. 5. An example covering generated by PRISM

(a) +
{o1,o3,o6}

hair=red
{o3}
+

eyes=blue
{o1,o3,o4,o5,o6}

+/-

hair=blond
{o1,o6}

+

(b) -
{o2,o4,o5,o7,o8}

eyes=brown
{o2,o7,o8}

-

hair=dark
{o4,o5,o7}

-

¿From granular computing point of view, PRISM is actually finding a
covering of the universe. Let’s still use the example of Table 1. There are
two classes, + and -. For (class = +), the meaning set is {o1, o3, o6}. The
largest conditional probability of class + given all the attribute-value pairs
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is P (+|hair= red). We use this attribute-value pair to form a granule {o3}.
The second largest probability is P (+|eyes= blue). We use this attribute-
value pair to form a second granule {o1, o3, o4, o5, o6}, and further refine it
by combining eyes= blue ∧ hair= blond. The granule {o1, o6} contains only
(class = +). So far these two granules cover (class = +). We do the same
for (class = −) and find two granules {o2, o7, o8} and {o4, o5, o7} which cover
(class = −). The covering of universe has four granules. The covering is shown
in Figure 5. For this particular example, PRISM provide shorter rules than
ID3. This is consistent with Cendrowska’s results and a recent review [1].

5.4 Granular computing approach

A granular computing approach [25, 26] is proposed as a granule network to
extend the existing classification algorithms. In a granule network, each node
is labelled by a subset of objects. The arc leading from a larger granule to a
smaller granule is labelled by an atomic formula. In addition, a smaller granule
is obtained by selecting those objects of the larger granule that satisfy the
atomic formula. The family of the smallest granules thus forms a conjunctively
definable covering of the universe.

We need to introduce the concepts of inactive and active granules for the
implementation of this approach.

Definition 21. A granule X is inactive if it meets one of the following two
conditions:

(i). X ⊆ m(class = ci) where ci is one possilbe value of Vclass,

(ii). X =
⋃

Y, where each Y is a child node of X.

A granule X is active if it does not meet any of the above conditions.

Atomic formulas define basic granules, which serve as the basis for the
granule network. The pair (a = v, m(a = v)) is called a basic concept. Each
node in the granule network is a conjunction of some basic granules, and thus a
conjunctively definable granule. The induction process of the granule network
can be briefly described as follows. The whole universe U is selected as the
root node at the initial stage. Evaluate and set the activity status of U . If U is
active with respect to the conditions (i) and (ii), based on a measure of fitness,
one selects a basic concept bc to cover a subset of the universe. Set the status
for both the root node U and the new node. Based on a measure of activity, one
of the active node is selected for further classification. This iterative process
stops when a non-redundant covering solution is found. Figure 6 outlines an
algorithm for the construction of a granule network [26].

The two importance issues of the algorithm is the evaluation of the fit-
ness of each basic concept, and the the evaluation of the activity status of
each active node. The algorithm is basically a heuristic search algorithm.
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Fig. 6. An Algorithm for constructing a granule network

Construct the family of basic concepts with respect to atomic

formulas:

BC(U) = {(a = v, m(a = v)) | a ∈ C, v ∈ Va}.
Set the granule network to GN = ({U}, ∅), which is a graph consisting

of only one node and no arc.

Set the activity status of U.

While the set of inactive nodes is not a non-redundant covering

solution of the consistent classification problem, do:

(1) Select the active node N with the maximum value of activity.

(2) Select the basic concept bc = (a = v, m(a = v)) with maximum value

of fitness with respect to N.

(3) Modify the granule network GN by adding the granule

N ∩ m(a = v) as a new node, connecting it to N by arc, and

labelling it by a = v.
(4) Set the activity status of the new node.

(5) Update the activity status of N.

The measures discussed in the last section can be used to define different
fitness/activity functions. User can also use a measure or some measures to
choose the basic concept and active node. The measure does not need to
be fixed. In other words, in the process of granular computing classification,
user can interactively decide what measure to be used. As a result, different
measures can be used at the different levels of construction. In the rest of this
section, we will use the running example, Table 1, to illustrate the basic ideas.

The initial node U is an active granule with respect to condition (i). Table 2
summarizes the measures of basic concepts with respect to U . There are three
granules which are a subset of one of class values, i.e., {o3} ⊆ (class = +),
{o4, o5, o7} ⊆ (class = −) and {o2, o7, o8} ⊆ (class = −). The values of
entropy of these granules are minimum, i.e., 0. Therefore, these three granules

Confidence Coverage
Formula Granule Generality + - + - Entropy

height = short {o1, o2, o8} 3/8 1/3 2/3 1/3 2/5 0.92
height = tall {o3, o4, o5, o6, o7} 5/8 2/5 3/5 2/3 3/5 0.97
hair = blond {o1, o2, o6, o8} 4/8 2/4 2/4 2/3 2/5 1.00
hair = red {o3} 1/8 1/1 0/1 1/3 0/5 0.00
hair = dark {o4, o5, o7} 3/8 0/3 3/3 0/3 3/5 0.00
eyes = blue {o1, o3, o4, o5, o6} 5/8 3/5 2/5 3/3 2/5 0.97
eyes = brown {o2, o7, o8} 3/8 0/3 3/3 0/3 3/5 0.00

Table 2. Basic granules and their measures for the selected active node U
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are inactive. The generality of latter two granules are higher than the first
granule. These three granules are added to the granule network one by one.

The union of the inactive granules {{o4, o5, o7}, {o2, o7, o8}, {o3} cannot
cover the universe. After adding these three granules to the granule network,
the universe U is still the only active node (with respect to condition (i)
and (ii)), therefore, it is selected. With the consideration of a non-redundant
covering, we will not choose a granule that will not cover the universe even
if other measures are in favor of this granule. Based on the fitness measures
summarized in Table 3, hair = blond and eyes = blue contain the objects
{o1, o6} that can possibly form a non-redundant covering solution. height =
tall and eyes = blue have the highest generality, confidence and coverage.
height = short has the smallest entropy. One can make a comprehensive
decision based on all these measures. For example, the basic concept (eyes =
blue, {o1, o3, o4, o5, o6}) is selected. The granule {o1, o3, o4, o5, o6} is added to
the granule network, labelled by eyes = blue. The new node is active (with
respect to condition (i)). By adding it to the granule network, U is no longer
active (with respect to condition (ii)).

Confidence Coverage
Formula Granule Generality + - + - Entropy

height = short {o1, o2, o8} 3/8 1/3 2/3 1/3 2/5 0.92
height = tall {o3, o4, o5, o6, o7} 5/8 2/5 3/5 2/3 3/5 0.97
hair = blond {o1, o2, o6, o8} 4/8 2/4 2/4 2/3 2/5 1.00
eyes = blue {o1, o3, o4, o5, o6} 5/8 3/5 2/5 3/3 2/5 0.97

Table 3. Basic granules and their measures for the selected active node U

The new node is the only active granule at this stage (with respect to
condition (i)). Table 4 summarizes the measures of basic concepts with re-
spect to it. Based on the fitness measures again, hair = blond contains all
the objects of {o1, o6} that can possibly form a non-redundant covering so-
lution, it is also in favour of confidence, coverage and entropy. By adding

Confidence Coverage
Formula Granule Generality + - + - Entropy

∧height = short {o1} 1/5 1/1 0/1 1/3 0/2 0.00
∧height = tall {o3, o4, o5, o6} 4/5 2/4 2/4 2/3 2/2 1.00
∧hair = blond {o1, o6} 2/5 2/2 0/2 2/3 0/2 0.00
∧hair = red {o3} 1/5 1/1 0/1 1/3 0/2 0.00
∧hair = dark {o4, o5} 2/5 0/2 2/2 0/3 2/2 0.00

Table 4. Basic granules and their measures for the selected active node m(eye =
blue)
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the concept (hair = blond, {o1, o6}) to the granule network, we can get an-
other inactive granule, and the union of all inactive granules forms a non-
redundant covering solution of the consistent classification problem. It is
τ = {{o4, o5, o7}, {o2, o7, o8}, {o3}, {o1, o6}}. The results are also shown as
the granule network in Figure 7.

Fig. 7. An example of granule network

Universe
{o1,o2,o3,o4,o5,o6,o7,o8}

hair=dark
{o4,o5,o7}

-

eyes=brown
{o2,o7,o8}

-

hair=red
{o3}
+

eye=blue
{o1,o3,o4,o5,o6}

+/-

hair=blond
{o1,o6}

+

{redundant granule}

6 Conclusion

A consistent classification problem can be modelled as a search for a partition
or a covering defined by a set of attribute values. In this chapter, we apply a
granular computing model for solving classification problems. We explore the
structures of classification of a universe. The consistent classification problems
are expressed as the relationships between granules of the universe. Different
classification lattices are introduced. Depending on the properties of classi-
fication rules, solutions to a consistent classification problem are definable
granules in one of the lattices. Such a solution can be obtained by searching
the lattice. The notion of a granule network is used to represent the classifi-
cation knowledge. Our formulation is similar to the well established version
space search method for machine learning [11].

The ID3, kLR and PRISM algorithms are examples of partition and cover-
ing search algorithms. As suggested by the No Free Lunch theorem [24], there
is no algorithm which performs better than any other algorithms for all kinds
of possible problems. It is useless to judge an algorithm irrespectively of the
optimization problem. For some data sets, partition algorithm may be better
than covering algorithm, for some other sets, the situation is vice versa. The
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new formulation enables us to precisely and concisely define many notions,
and to present a more general framework for classification.

The granular computing classification approach discussed in this chapter
provides more freedom of choice on heuristic and measures according to the
user needs. The process is penetrated with the idea that the classification task
can be more useful if it carries with the user preference and user interaction.
In the future research, we will study various heuristics defined by the measures
suggested in this chapter, and the evaluation of the proposed algorithm using
real world data sets.
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Summary. The model we present here formalizes the definition of Data Mining as
the process of information generalization. In the model the Data Mining algorithms
are defined as generalization operators. We show that only three generalizations
operators: classification operator, clustering operator, and association operator are
needed to express all Data Mining algorithms for classification, clustering, and as-
sociation, respectively. The framework of the model allows to describe formally the
hybrid systems; combination of classifiers into multi-classifiers, and combination of
clustering with classification.

We use our framework to show that classification, clustering and association
analysis fall into three different generalization categories.

1 Introduction

During the past several years researches and practitioners in Data Mining and
Machine Learning have created a number of complex systems that combine
Data Mining or Machine Learning algorithms. The most common, successful
and longstanding ([9]) is combination of classifiers. For example, a protein
secondary structure prediction system SSPro ([1, 2]), combines 11 bidirec-
tional recurrent neural networks. The final predictions are obtained averaging
the network outputs for each residue. Another system, named Prof ([17])
combines (in multiple stages) different types of neural network classifiers with
linear discrimination methods ([20]).

The most recent system for protein secondary structure prediction pre-
sented in [21] uses an approach of stacked generalization([?]). It builds layers
of classifiers such that each layer is used to combine the predictions of the
classifiers of its preceding layer. A single classifier at the top-most level out-
puts the ultimate prediction. Predictive accuracy of [21] system outperforms
six of the best secondary structure predictors by about 2%.
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Natural questions arise: which methods can be combined and which can
not, and if one combines them how to interpret the results in a correct and
consistent manner.

In attempt to address these questions we build a Formal Model in which
basic Data Mining and Machine Learning algorithms and methods can be
defined and discussed.

2 The General Model Framework

One of the main goals of Data Mining is to provide a comprehensible descrip-
tion of information we extract from the data bases. The description comes in
different forms. In case of classification problems it might be a set of character-
istic or discriminant rules, it might be a decision tree or a neural network with
fixed set of weights. In case of association analysis it is a set of associations,
or association rules (with accuracy parameters). In case of cluster analysis it
is a set of clusters, each of which has its own description and a cluster name
(class name) that can be written in a form of a set of discriminant rules. In
case of approximate classification by the Rough Set analysis ([19],[22], [25],
[26], [27]) it is usually a set of discriminant or characteristic rules (with or
without accuracy parameters) or set of decision tables.

Of course any data table, or database can be always re-written as a set
of rules, or some descriptive formulas by re-writing each record tuple (in at-
tribute=value convention) as a1 = v1 ∩ a2 = v2.... ∩ an = vn or as
a1 = v1 ∩ a2 = v2....∩ an = vn ⇒ c = ck, where ai, vi are attributes and their
values defining the record and c is the classification (class) attribute with
corresponding value ci, if applicable. But by doing so we just choose another
form of knowledge representation or syntactic form of the record (data base)
and there is no generalization involved. The cardinality of the set of descrip-
tions might be less then the number of records (some records might have the
same descriptions once the key attribute is removed) but it is still far from
our goal to have a short, comprehensible description of our information. In
data mining methods we also look for shortening the length of descriptions. A
database with for example 100 attributes would naturally ”produce” descrip-
tions of uncomprehensible length. The ”goodness” of data mining algorithm
is being judged, in between, by these two factors: number of descriptions and
their length. If these two conditions are met we say that we generalized our
knowledge from the initial database, that we ”mined” a more comprehensive,
more general information. If we for example would reduce a 100,000 descrip-
tions (records of the database) of size 500 (number of attributes of the initial
database) to 5 descriptions of size 4 we surely would say that we generalized
our information, but the question would arise of the quality of such general-
ization and hence the validity of our method.

The formal model we present here addresses all problems described above.
It also provides framework for a formal definitions of intuitive notion of gener-
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alization and generalization process. We build the model on two levels: syntac-
tic and semantic. On syntactic level we define what does it mean for example
that one set of rules is more general then another. This is being established
in the model by a notion of descriptive generality relation.The quality of de-
scriptive generalization (set of rules) is defined by its connection with semantic
model. The generalization process is described in terms of generalization op-
erators on both, syntactic and semantic levels.

The syntactic view of Data Mining as information generalization is mod-
elled in our General Model by a Descriptive Generalization Model defined
below. The definition of a Semantic Generalization Model follows.

Definition 1. A Descriptive Generalization Model is a system

DM = ( L, DK, DG, ≺D )

where

L = ( A, E ) is called a descriptive language.
A is a countably infinite set called the alphabet .
E �= ∅ and E ⊆ A∗ is the set of descriptive expressions of L.
DK �= ∅ and DK ⊆ P(E) is a set of descriptions of knowledge states.
≺D ⊆ DK ×DK is called a descriptive generalization relation.
We say that DS’ is more general then DS when DS ≺D DS′.
DG �= ∅ is a set of descriptive generalization operators and for each

Gd ∈ DG,DS,DS′ ∈ DK,

Gd(DS) = DS′ iff DS ≺D DS′

In above definition we assume that the generalization operators transform
sets of descriptive expressions into a more general sets of descriptions, as
defined by generalization relation. For a given Data Mining application or
method one defines in detail all the components of the model (and how to
do it will be a subject of a separate paper) but in the general model we only
assume existence and a form of such definitions.

For example we can say that a set S1 of rules (descriptions of knowledge
states) is more general then a set S2 (of descriptions of knowledge states)
if it contains some rules that have shorter length (i.e. when the rules use
less attributes) then any rule in the set S2, or if it has a smaller number
of elements (rules) for example contains 40% less rules then the set S2, or
both, or some other conditions. All this must happen while the sets S1 and
S2 describe semantically the same set of objects (records). This relationship
between syntactic (definition 1) and semantic (definition 2) models is being
described in our General Model (definition4) by a satisfaction relation.

The generalization operators would then would transform one set of de-
scriptions of knowledge states into the other, more general one and by com-
posing them we can describe the generalization process, which always stops
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at the certain generalization level. The structure of levels of generalization
depends of methods used and will be discussed in a separate paper.

We usually view Data Mining results and present them to the user in
their syntactic form as it is the most natural form of communication. The
algorithms process records finding similarities which are then presented in a
corresponding descriptive i.e. syntactic form. But the Data Mining process is
deeply semantical in its nature and in order to capture this fact we not only de-
fine a semantic model but also its relationship with the syntactic descriptions.
It means that we have to assign a semantic meaning to descriptive general-
ization operators and this is done in the General Model by the satisfiability
relation.

Definition 2. A Semantic Generalization Model is a system

SM = (U, K, G, �)

where

U �= ∅ is the universe,
K �= ∅ is the set of knowledge states,
≺ ⊆ K×K is the weak information generalization relation; (K, K ′) ∈

≺ iff K ′ is more or equally general then K, i.e. we assume that the relation
� is reflexive.

G �= ∅ is the set of generalizations operators such that for every G ∈ G,
for every K, K ′ ∈ K,

G(K) = K ′ iff K�K ′.

Definition 3. A Strong Semantic Generalization Model is the semantic
generalization model (definition 2) in which the information generalization
relation is not reflexive.

We denote �=≺ and call ≺ a strong information generalization re-
lation.

We write the resulting system as

SSM = (U, K, G, ≺).

Let DM, SSM be descriptive (definition 1) and strong semantic general-
ization models (definition 3). We define our General Model as follows.

Definition 4. A General Model is a system

M = ( DM, SSM, |= )

where
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DM is a descriptive generalization model,
SSM is the strong semantic generalization model, and
|= ⊆ E × U is a satisfaction relation that establishes the relationship

between the descriptive model DM, and the strong semantic model SSM.

Let |= be the satisfaction relation. For any x ∈ U , any d ∈ E such that
(d, x) ∈|= we write x |= d and say: x satisfies d. We denote, after [19].

e(d) = {x ∈ U : x |= d}.

Let DS ⊆ E , we consider

(DS)∗ = {e(s) : s ∈ DS}.

By definition ⋃
(DS)∗ ⊆ U.

When
⋃

(DS)∗ = U we say that the descriptions from DS cover the universe,
i.e. they are sufficient to describe all of the universe U. What is really the
universe U?? Following the Rough Set theory we take as U the set of record
identifiers for all records in our database (in the Rough Set community they
are called objects) and treat them as records names. For a given record prac-
tically it is the key attribute, theoretically, it is just any name. When we
perform the data mining procedures the first step in any of them is to drop
the key attribute. This step let allows to examine similarities in the database
as without it each record has a unique identification. For a record x (after
dropping the key attribute) with attributes a1, ..an with corresponding values
v1, ..vn, the formula s: a1 = v1 ∩ a2 = v2.... ∩ an = vn would be an element
of the set descriptors, i.e. s ∈ E , and the name ”x” of this record would be an
element of our model universe, i.e. x ∈ U . The set e(d) = {x ∈ U : x |= d}
contains all records (i.e. their identifiers) with the same description. The de-
scription does not need to utilize all attributes, as it is often the case, and one
of ultimate goals of data mining is to find descriptions with as few attributes
as possible.

In association analysis the description can be for example a frequent three
itemset, i.e. s is i1i2i3 and e(s) represents all all transactions that contain
items i1, i2, i3.

Both components of our General Model contain sets of generalization op-
erators. We define the relationship between the syntactic and semantic gener-
alization operators in terms of correspondence relation |=∗ ⊆ G × Gd and we
assume that ∀G ∈ G∃F ∈ Gd(F |=∗

G).
We use in our definition of the General Model the strong semantic gener-
alization model as its component because our goal here is to build the full
model (i.e. syntax and semantics) of Data Mining proper stage of data mining
process.
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The semantic generalization model is more general and we introduce it as
it will allow us to describe in it the preprocessing part of data mining process
as well. The preprocessing model will be a subject of a separate paper.

The details of the semantical model are presented in the next section. The
details of descriptive generalization model and their relationship within the
general model will be published in the next paper.

3 Semantic Generalization Model

In this section we define in detail and discuss the component of the semantic
model SM. The model was defined (definition 2) as

SM = (U, K, G, �).

The universe U and the set K are defined in terms of Knowledge General-
ization Systems which are discussed in next subsection 3.1.

The the set K of knowledge states, the generalization relation ≺ are dis-
cussed the subsection ?? and the set G of generalization operators id defined
in subsection ??).

The model presented here follows and generalizes ideas developed during
years of investigations; first in the development of Rough Sets Theory (to
include only few recent publications [25], [11], [?], [13], [27], [12]); then in
building Rough Sets inspired foundations of information generalization ([7],
[15], [16],[14]).

3.1 Knowledge Generalization System

The knowledge generalization system is a generalization of the notion of an
information system. The information system was introduced in [18] as a
database model. The information system represents the relational table with
key attribute acting as object attribute and is defined as follows.

Definition 5. Pawlak’s Information System is a system

I = (U, A, VA, f),

where

U �= ∅ is called a set of objects
A �= ∅, VA �= ∅ are called the set of attributes and values of of attributes,

respectively,
f is called an information function and

f : U × A −→ VA
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In the data analysis, preprocessing and data mining although we start the
process with the information table (i.e. we define the lowest level of informa-
tion generalization as the relational table) the meaning of the intermediate
and final results are considered to be of a higher level of generalization. We
represent those levels of generalization by a sets of objects of the given (data
mining) universe U , as in [7], [15].

This approach follows the granular view of the data mining and is formal-
ized within a notion of knowledge generalization system, defined as follows.

Definition 6. A knowledge generalization system based on the informa-
tion system I = (U, A, VA, f) is a system

KI = (P(U), A, E, VA, VE , g)

where

E is a finite set of knowledge attributes (k-attributes) such that A∩E = ∅.
VE is a finite set of values of k- attributes.
g is a partial function called knowledge information function(k-function)

g : P(U) × (A ∪ E) −→ (VA ∪ VE)

such that
(i) g | (

⋃
x∈U{x} × A) = f

(ii) ∀S∈P(U)∀a∈A((S, a) ∈ dom(g) ⇒ g(S, a) ∈ VA)
(iii) ∀S∈P(U)∀e∈E((S, a) ∈ dom(g) ⇒ g(S, e) ∈ VE)

Any set S ∈ P(U) i.e. S ⊆ U is often called a granule or a group of
objects.

Definition 7. The set

GK = {S ∈ P(U) : ∃b ∈ (E ∪ A)((S, b) ∈ dom(g))}

is called a granule universe of KI .

Observe that g is a total function on GK .

The condition (i) of definition 6 says that when E = ∅ the k-function g
is total on the set {{x} : x ∈ U} × A and ∀x ∈ U∀a ∈ A(g({x}, a) = f(x, a)).
Denote

Pone(U) = {{x} : x ∈ U}.
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Lemma 1. For any information system

I = (U, A, VA, f),

the knowledge generalization system

Kone
I = (Pone(U), A, ∅, VA, ∅, g) = (Pone(U), A, VA, g)

is isomorphic with I. We denote it by

I 
 Kone
I .

The function
F : U −→ Pone(U), F (x) = {x}

establishes (by condition (i) of definition 6) the required isomorphism of Kone
I

and I.

Given a knowledge generalization system KI = (P(U), A, E, VA, VE , g)
based on I = (U, A, VA, f).

Definition 8. We call Kone
I 
 I the object knowledge generalization

system, and the system K = (GK , E, VE , g) is called a granule knowledge
generalization system.

The following examples are adapted from examples on pages 260 and 261
of [6].

Example 1. The input Information System in the paper contains 6650 medical
records of patients who were submitted to three medical tests t1, t2, t3 and
were diagnosed, or not with the disease d. We represent it as

I = (U, A, VA, f)

for |U | = 6650, A = {t1, t2, t3, d}, VA = {+,−}, where +,− denotes the
presence or absence of the test/disease, respectively. The function f can be
reconstructed from the table for g in the next example.

The first step of the data mining process described in the paper unifies all
records that have the same values for all attributes.

Example 2. As the result of the first step we get a knowledge generalization
system:

K1 = (P(U), A, E, VA, VE , g)

with E = ∅ = VE and g given by the table (Gn:k denotes the fact that the
granule (group) n contains k objects; we don’t list them explicitly):
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GK t1 t2 t3 d
G1:300 - - - -
G2:20 - - - +
G3:40 + - - -
G4:850 + - - +
G5:10 - + - -
G6:350 - + - +
G7:500 + + - -
G8:250 + + - +
G9:50 - - + -
G10:150 - - + +
G11:150 + - + -
G12:500 + - + +
G13:150 - + + -
G14:300 - + + +
G15:30 + + + -
G16:3000 + + + +

Data Mining process presented in the paper ([6]) is a classification pro-
cess with extra measures: confidence, cooperative game theory Shapley and
Banzhaf values, and interaction fuzzy measures incorporated in Möbius rep-
resentation.

Example 3. The final results of [6] can be presented as the following knowledge
generalization system.

K2 = (P(U), A, E, VA, VE , g)

where A = {t1, t2, t3, d}, VA = {+,−}, E = {Conf, Möbius, Shapley, Banzhaf}, VE ∈
[−1, 1] and g is given by the table below.(Gk denotes a granule (group) k; we
don’t list them explicitly.)

GK t1 t2 t3 d Conf Möbius Shapley Banzhaf
G1 - - - + .815 0 0 0
G2 + - - + .865 .050 .039 .058
G3 - + - + .850 .035 .030 .049
G4 + + - + .860 -.039 -.018 -.018
G5 - - + + .912 .097 .107 .103
G6 + - + + .951 -.018 .010 .011
G7 + + - + .860 -.039 -.018 -.018
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3.2 Model Components: Universe and Knowledge States

Any Data Mining process starts with a certain initial set of data. The model
of such a process depends on representation of this data, i.e. it starts with an
initial information system

I0 = (U0, A0, VA0 , f0)

and we adopt the universe U0 as the universe of the model, i.e.

SM = (U0, K, G, �).

In preprocessing stage of data mining process we might perform the fol-
lowing standard operations:

1. eliminate some records, obtaining as result a new information system
with an universe U ⊆ U0, or

2. eliminate some attributes, obtaining as result the information system I
with the set of attributes A ⊂ A0, or

3. perform some operations on values of attributes: normalization, clus-
tering, application of concept hierarchy on, etc..., obtaining some set VA of
values of attributes that is similar, or equivalent to V0. We denote it by

VA ∼ V0.

Given an attribute value va ∈ VA and a corresponding attribute v0
a ∈ V0 (for

example va being a normalized form of v0
a or va being a more general form as

defined by concept hierarchy of v0
a) we denote this correspondence by

va ∼ v0
a.

We call any information system I obtained by any of the above operation
a subsystem of I0. We put it formally in the following definition.

Definition 9. Given two information systems I0 = (U0, A0, VA0 , f0) and
I = (U, A, VA, f), we say that I is a subsystem of I0 and denote it as

I ⊆ I0

if and only if the following conditions are satisfied

U ⊆ U0,
A ⊆ A0, VA ∼ V0, and
the information functions f and f0 are such that

∀x ∈ U∀a ∈ A(f(x, a) = va iff ∃v0
a ∈ V0(f0(x, a) = v0

a ∩ v0
a ∼ va)).
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Given initial information system I0 = (U0, A0, VA0 , f0), the object knowl-
edge generalization system (definition 8)

Kone
I0

= (Pone(U0), A0, ∅, VA0 , ∅, g) = (Pone(U0), A, VA, g)

isomorphic with I0 i.e.
Kone

I0

 I0

is also called the initial knowledge generalization system.

Data Mining process in the preprocessing stage consists of transformations
the initial I0 into some of I ⊆ I0 and subsequently, in the data mining proper
stage, of transformations of knowledge generalizations systems KI based on
I ⊆ I0. The transformations in practice are defined by different Data Mining
algorithms, and in our model by appropriate generalization operators. Any
data mining transformation starts, for unification purposes with correspond-
ing initial knowledge generalization systems Kone

I 
 I. We hence adopt the
following definition of the set K of knowledge states.

Definition 10. We adopt the set

K = {KI : I ⊆ I0}

of all knowledge generalization systems based on the initial information
system (input data) I0 as the set of knowledge states of SM.

The set Kprep ⊆ K such that

Kprep = {Kone
I : Kone

I 
 I and I ⊆ I0}

is called a set of preprocessing knowledge states, or preprocessing knowl-
edge systems of SM.

3.3 Model Components: Information Generalization Relations

Data Mining, as it is commonly said, is a process of generalization. In order
to model this process we have first b define what does it mean that one stage
(knowledge system) is more general then the other.The idea behind is very
simple. It is the same as saying that (a + b)2 = a2 + 2ab + b2 is a more gen-
eral formula then the formula (2 + 3)2 = 22 + 2 · 2 · 3 + 32. This means that
one description (formula) is more general then the other if it describes more
objects. From semantical point of view it means that generalization consists
in putting objects (records) in sets of objects. From syntactical point of view
generalization consists of building descriptions (in terms of attribute, values of
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attributes pairs) of these sets of objects, with some extra parameters (group
attributes), if needed. Hence the definition of our knowledge generalization
system. The generalization process starts with the input data I0 i.e. with the
initial knowledge generalization systemK1

I0

 I0 and produces systems which

we call more general, with universes containing S ∈ P1(U0) with more then
one element i.e. such that |S| > 1, still based on I0 or any I ⊆ I0. Formally
we describe this in terms of generalization relation.

Definition 11. Given set K of knowledge states (definition 10) based on the
input data I0 and K, K ′ ∈ K i.e.

K = (P(U0), A, E, VA, VE , g), K ′ = (P(U0), A′, E′, VA′ , VE′ , g′).

Let GK , GK′ be granule universes (definition 7) of K, K ′ respectively. We
define a weak generalization relation

� ⊆ K ×K
as follows:

K � K ′ iff

i |GK′ | ≤ |GK |,
ii A′ ⊆ A.

If K � K ′ we say that the system K ′ is more or equally general as K.

Observe that the relation � is reflexive and transitive, but is not antisym-
metric, as systems K and K ′ such that K � K ′ may have different sets of
knowledge attributes and knowledge functions.

Definition 12. Let � ⊆ K ×K be relation defined in the definition 11.
A relation

≺dm ⊆�
such that it satisfies additional conditions:

iii |GK′ | < |GK |,
iv ∃S ∈ GK′(|S| > 1)

is called a data mining generalization relation.

Lemma 2. The relation ≺dm is not reflexive, and the following properties
hold.

(1) The weak generalization relation of definition 11 is the weak information
generalization relation of the semantic generalization model (definition 2),
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(2) ≺dm ⊂�,
(3) ≺dm is a strong information generalization of the definition 3 and if

K ≺dm K ′ we say that the system K ′ is more general then K.

Consider the system K2I from example 3. K2I is more general then
the system K1I from example 2 as GK1 = {G1, G2, ..., G16} and GK2 =
{G1, G2, ..., G7} what proves condition ii of definition 11 and condition iii of
definition 12. In this case the sets of attributes of K1 and K2 are the same.
Moreover, any Gi ∈ GK2I

has more then one element, so condition iv of
definition 12 is also satisfied and � is a data mining generalization relation.

Similarly we get that the systems K1, K2 are more general with respect
to ≺dm then a system K0 
 I for I the initial system from example 1. I.e we
have the following properties.

Lemma 3. Let system K0 
 I for I the initial system from example 1,
K1, K2 be systems from examples 2and 3, respectively. The following re-
lationships hold.

K1 � K2,

K1≺dmK2,

KO≺dmK1≺dmK2.

The preprocessing of data is the initial (an crucial) step of the data mining
process. We show now that we can talk about preprocessing operations within
our generalization model. The detailed analysis of preprocessing methods and
techniques within it will be a subject of separate paper.

Definition 13. Let Kprep ⊆ K be a the set of preprocessing states (defini-
tion 10). A relation �prep ⊆� defined as follows:

�prep = {(K, K ′) ∈�: K, K ′ ∈ Kprep}

is called a preprocessing generalization relation.

Lemma 4. The preprocessing generalization relation is a weak generalization
relation and is not a data mining generalization relation i.e.

�prep ∩ ≺dm = ∅.
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Within our framework the systems K, K ′ such that K�prepK
′ are, in fact,

equally general. So why do we call some preprocessing operations a ”general-
ization”? There are two reasons. One is that traditionally some preprocessing
operations have been always called by this name. For example we usually state
that we ”generalize” attributes by clustering, by introducing attributes hier-
archy, by aggregation, etc. as stated on page 114 of the most comprehensive,
as far, Data Mining book ([8]).

....”Data transformation (preprocessing stage) can involve the follow-
ing .....
Generalization of the data , where low-level or ”primitive” (raw)
data are replaced by higher -level concepts through the use of concept
hierarchies. For example, categorical attributes ..... can be generalized
to higher level concepts. Similarly, values for numeric attributes,like
... may be mapped to higher level concepts.” ....

The second, more important reason to call some preprocessing operations
a (weak) generalization is that they lead to the ”strong” information general-
ization in the next, data mining proper stage and we perform them in order
to improve the quality (granularity) of the generalization.

We present the case of attributes values generalization is presented below
in the examples 4, 5 and the data ming stage based on this preprocessing in
the example 6.

Example 4. Let the input data be an information system

I1 = (U1, A1, VA1, f1),

where A1 = {a1 = size, a2 = lenght, a3 = hight, a4 = color} , with Va1 =
{small, medium, big}, Va2 = {1.0, 1.5, 2.2, 2.4, 3.1, 3.5, 3.6},
Va3 = {4.1, 4.6, 5.6, 5.7, 6.0, 6.1}, Va4 = {blue}. The set VA1 =

⋃i=4
i=1Vai. The

function f1 is such that

∀x ∈ U1∀a ∈ A1(f1(x, a) = g1({x}, a),

where the function g1 is defined by the table below.
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P1(U1) a1 a2 a3 a4
{x1} small 1.5 5.6 blue
{x2} medium 2.2 5.7 blue
{x3} small 1.0 5.7 blue
{x4} big 2.2 4.6 blue
{x5} medium 3.1 6.0 blue
{x6} small 2.4 5.7 blue
{x7} big 1.5 4.1 blue
{x8} medium 3.6 6.1 blue
{x9} small 2.2 5.7 blue
{x10} big 1.0 4.6 blue
{x11} medium 3.1 4.1 blue
{x12} small 1.0 5.7 blue
{x13} big 1.5 6.1 blue
{x14} medium 2.4 4.6 blue
{x15} medium 2.2 4.1 blue
{x16} small 1.0 5.6 blue

Observe that by Fact 1 the function g1 defines a knowledge system

K1
I1 == (P1(U1), A1, VA1, g1)

isomorphic with I1 i.e.
K1

I1 
 I1.

Assume now that in the preprocessing stage we generalize our data by
applying the concept hierarchy on values of attributes a2 and a3 as follows.
For Va2 = {1.0 = 1.5 = small, 2.2 = 2.4 = medium, 3.1 = 3.5 = 3.6 =
big}, Va3 = {4.1 = 4.6 = small, 5.6 = 5.7 = medium, 6.0 = 6.1 = big}.
We also dismiss the attribute a4, as it has the same value for all records
considered.The resulting system is called I2. Obviously, I2 ⊆ I1 and the
system

K1
I2 == (P1(U2), A2, VA2, g2)

presented below is isomorphic with I2 i.e.

K1
I2 
 I2.

Example 5. Let K1
I2 == (P1(U2), A2, VA2, g2), where A2 = {a1 = size, a2 =

lenght, a3 = hight}, VA2 = {small, medium, big}, U2 = U1 and the function
g1 is defined by the table below.
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U(K1
I2) a1 a2 a3

{x1} small small medium
{x2} medium small medium
{x3} small small medium
{x4} big small small
{x5} medium medium big
{x6} small small medium
{x7} big small small
{x8} medium medium big
{x9} small small medium
{x10} big small medium
{x11} medium medium small
{x12} small small medium
{x13} big small big
{x14} medium medium small
{x15} medium small small
{x16} small small medium

Let K2 = K1
I2 be the system defined in the example 5. Assume now that

in the first step of our Data Mining process we unify all records that have the
same values of attributes for all attributes involved. The result is a knowledge
generalization system K3 defined below.

Example 6. The system K3 function g given by the following table.

GK3 a1 a2 a3
{x1,x3,x6,x9,x12,x16} small small medium
{x2} medium small medium
{x4,x7} big small small
{x5,x8} medium medium big
{x10} big small medium
{x11, x14} medium medium small
{x13} big small big
{x15} medium small small

Lemma 5. Let K1 = K1
I1, K2 = K1

I2 and K3 be systems defined in exam-
ples 4, 5, 5, respectively.The following relationships hold.

(1) K1 � K2, K1�≺dmK2, but the weak generalization relation � on
{K1, K2} is a preprocessing generalization and

(2) K1≺prepK2,
(3) K1 � K2 � K3,
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(4) K1�prepK2≺dmK3, but K1�≺dmK3.

The above examples show that preprocessing stage and data mining stage
”generalize” data in a different way and that in fact, the generalization proper
(i.e. strong generalization in our model) occurs only at the data mining stage.

3.4 Data Preprocessing, Data Mining, and Data Mining Process
Semantic Models

It is natural that when building a model of the data mining process one has
to include data preprocessing methods and algorithms, i.e. one has to model
within it preprocessing stage as well as the data mining proper stage. In order
to achieve this task we choose the notion of weak information generalization
relation as a component of our (the most general) notion of the semantic gen-
eralization model (definition 2). We have then introduced the preprocessing
and the data mining generalization relations (definitions 13, 12, respectively)
and proved (lemma 4) that the preprocessing relation is a special case of
the weak information generalization relation and it is disjoint with our data
mining generalization relation. This means that within the framework of our
general model we were able to distinguish (as we should have) the preprocess-
ing generalization from the data mining proper stage generalization.

Consequently we define here the semantic models of data preprocessing,
data mining, and data mining precess. They are all particular cases of our
semantic generalization model (definition 2).

Definition 14. When we adopt the preprocessing generalization relation �prep

(definition 13) as the information generalization relation of the semantic gen-
eralization model (definition 2) we call the model thus obtained a Semantic
Preprocessing Model and denote it SPM, i.e.

SPM = (U, Kprep, Gprep, ≺prep)

where

Kprep is the set of preprocessing knowledge states (definition 10),
Gprep ⊆ G called a set of preprocessing generalization operators (to be
defined separately).

The data mining proper stage is determined by the data mining general-
ization relation and is defied formally as follows.

Definition 15. Let ≺dm be the data mining generalization relation (defini-
tion 12). A Semantic Data Mining Model is a system

SDM = (U, K, Gdm, ≺dm)
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where
Gdm ⊆ G

for Gdm �= ∅ being a set of data mining generalization operators defined in the
next section.

Now, we express the whole data mining process within our semantic general-
ization model as follows.

Definition 16. A Semantic Data Mining Process Model is a system

SDMP = (U, K, Gp, �p)

where

�p = �prep ∪ ≺dm,
Gp = Gprep ∪ Gdm.

We have already defined all components of our respective semantic models
except for the most important one: the set of generalization operators. This
subject is introduced and discussed in the next section.

4 Generalization Operators

The main idea behind the concept of generalization operator is to capture not
only the fact that data mining techniques generalize the data but also to cate-
gorize the possible existing methods. We want to do it in as exlusive/inclusive
sense as possible. It means that we want to make sure that our categorization
will to distinguish as it should, for example clustering from classification mak-
ing at the same time all classification methods fell into one category, called
classification operator while all clustering methods would fall into the cate-
gory called clustering operator. The third category is the association analysis
described in our framework by association operator. We don’t include in our
analysis purely statistical methods like regression, etc... This gives us only
three data mining generalization operators to consider: classification, cluster-
ing, and association.

As we have already observed the preprocessing and data mining are also
disjoint , inclusive/exlusive categories and can be

described as such in our framework. Hence if we use for example clustering
in the preprocessing stage it should (and will be) described by a different clus-
tering operator then the data mining clustering operator. The preprocessing
is an integral and most important stage of the data mining process and needs
as careful analysis and the data mining itself. We have already included some
of basic definitions and the language in which we plan to further develop it
analysis, but its full analysis will be a subject of future investigations.
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4.1 Classification Operator

In the classification process we are given a data set (set of records) with a
special attribute C, called a class attribute. The values c1, c2, ...cn of the class
attribute C are called class labels. We call such data set a classification data.
An algorithm (method) is called a classification algorithm if it uses the clas-
sification data to build a set of patters: discriminant and/or characterization
rules or other pattern descriptions that then can be used to classify unknown
sets of records (objects). For that reason, and because of the goal, the clas-
sification algorithm is often called shortly a classifier. The name classifier
implies more then just the classification algorithm. The classifier is in fact a
final product of the classification data set and a set of patterns created by
a classification algorithm. Building a classifier (as a product ready for future
use) involves two major phases called training and testing. In both phases we
use our given classification data set in which the class labels for all records
are known. We split it into two or more subsets called training and testing
sets, respectively. We use the training data set and the classification algorithm
to build our sets of patterns (rules, trees, Neural or Bayesian Network). We
use the test data to evaluate created patterns. The measure of goodness of
the classification process is called a predictive accuracy. The classifier is build
i.e. we terminate the process if it has been trained and tested and predictive
accuracy is on an acceptable level.

As we can see the classification process is both semantical (grouping ob-
jects in sets that would fit the classes) and syntactical (finding the descrip-
tions of those sets in order to use them for testing and future classification).
In fact all data mining techniques share the same characteristics of semanti-
cal/syntactical duality. We have expressed this duality (and its importance)
in our notion of General Model (definition 4). We also included it in the no-
tion of Knowledge Generalization System (definition 6). The duality in the
General Model is explicit, the duality included in the Knowledge Generaliza-
tion System is more implicit. The knowledge generalization system is a basic
component of the Semantic Generalization Model (definition 2. We illustrate
these points in the following simple examples.

Example 7. Let K1 == (P1({x1, ..., x16}), A = {a1, a2} ∪ {C}, VA, g), where
a1 = size, a2 = lenght,C = hight, VA = {small, medium, big}. The attribute
C is the classification attribute. We denote the values c1, c2, c3 of the classi-
fication attribute C by c1 = s for small, c2 = m for medium and c3 = b for
big. The function g given by the table below.
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U(K1) a1 a2 C
{x1} small small m
{x2} medium small m
{x3} small small m
{x4} big small s
{x5} medium medium b
{x6} small small m
{x7} big small s
{x8} medium medium b
{x9} small small m
{x10} big small m
{x11} medium medium s
{x12} small small m
{x13} big small b
{x14} medium medium s
{x15} medium small s
{x16} small small m

The classification attribute C classifiers the records (objects) in the fol-
lowing classes C1, C2, C3 (sets, groups, granules):
C1 = {x4, x7, x11, x14, x15} with description C = s,
C2 = {x1, x2, x3, x6, x9, x10, x12, x16} with description C = m, and
C3 = {x5, x8, x13} with description C = b.
We also say that the semantics (meaning) of the description (syntax) C = c
with respect to the given the data set K1 is the class (set) C1 = {x4, x7, x11, x14, x15}.
The corresponding semantics of descriptions C = m, C = b are the sets
C2, C3, respectively. The above is also an example and motivation for the
need of the descriptive and semantic components together with the satisfac-
tion relation in out General Model (definition 4.

Assume now that we run a classification algorithm and we get the following
system as result.

Example 8. Let K ′ be a system obtained from K. The function g of K ′ is
given by the following table.

GK′ a1 a2 C
G1 = {x1,x3,x6,x9,x12,x16} small small m
G2 = {x2} medium small m
G3 = {x4,x7} big small s
G4 = {x5,x8} medium medium b
G5 = {x10} big small m
G6 = {x11, x14} medium medium s
G7 = {x13} big small b
G8 = {x15} medium small s
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Of course, it is obvious that

K≺dmK ′.

The correctness of the final result of our algorithm is semantically verified
by the fact that the following is true.

Lemma 6. Let K, K ′, C1, C2, C3 be defined in and by the above exam-
ples 7, 8. The following set inclusions hold.

(1) G3 ⊆ C1, G6 ⊆ C1, G8 ⊆ C1.
(2) G1 ⊆ C1, G2 ⊆ C1, G5 ⊆ C1. C
(3) G4 ⊆ C1, G7 ⊆ C1.

Observe that the sets G3, G6, G8 provide semantics for the following de-
scriptions which we read from the system K ′. (a1 = big ∩ a2 = small),
(a1 = medium ∩ a2 = medium), and (a1 = medium ∩ a2 = small), for
G3, G6, G8, respectively.
The sets G1, G2, G5 are semantics for (a1 = small ∩ a2 = small), (a1 =
medium ∩ a2 = small), and (a1 = big ∩ a2 = small), respectively.
And the sets G4, G7 are semantics for (a1 = medium ∩ a2 = medium) and
(a1 = big ∩ a2 = small), respectively.

The set inclusions of the lemma 6 prove the correctness of the following
classification discriminant rules, and hence the correctness of the syntactic
output of the classification algorithm used to obtain the system K ′ from the
input K.

(1) ((a1 = small∩ a2 = small) ⇒ C = s), ((a1 = medium∩ a2 = small) ⇒
C = s), and ((a1 = big ∩ a2 = small) ⇒ C = s).

(2) ((a1 = small∩a2 = small) ⇒ C = m), ((a1 = medium∩a2 = small) ⇒
C = m), and (a1 = big ∩ a2 = small) ⇒ C = m).

(3) ((a1 = medium ∩ a2 = medium) ⇒ C = b) and (a1 = big ∩ a2 =
small) ⇒ C = b).

We call our model a semantic model even if it does carry all syntactic
information we need, because we consider in it, on this stage, only a seman-
tic notion of information generalization. The similar investigations into the
descriptive part will be a subject of next paper.

The formal definitions of all ideas presented intuitively above follow.

Definition 17. Any information system I = (U, A, VA, f) with a distin-
guished class attribute is called a classification information system, or
classification system for short. We represent A in this case as A = A′∪{C},
VA = VA−{C} ∪ V{C} . We call C the class attribute and assume that the
set of values of the class attribute C has at least two element (represents at
least two distinguished classes). We write the resulting system as
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CI = (U, A′ ∪ {C}, VA−{C} ∪ V{C}, f).

The classification information system is called in the Rough Set community
and literature ([26], [19], [22], [11], [27]) a decision information system with
the decision attribute C. We adopted our definition from the Rough Set
literature for our more general framework.

We assume here, as it is the case in usual classification problems, that
we have only one classification attribute. It is possible, as the Rough Set
community does, to consider the decision information systems with any non
empty set C ⊂ A of decision attributes.

Definition 18. The corresponding set K of knowledge systems based on the
initial classification information system CI0 as in definition 10 is called the
set of classification knowledge systems and denoted by CK.

Let SDM = (U, K, Gdm, ≺dm) be the Semantic Data Mining Model
(definition 15).

Definition 19. An operator G ∈ Gdm is called a classification operator iff
G is a partial function that maps CK into CK, i.e.

G : CK −→ CK.

We denote the set of classification operators by Gclass.

Example 9. Let G be a function with the domain {K}, such that G(K) =
K ′, where K is the system defined in example 7 and K ′ is the system from
example 8. Obviously G is a classification operator.

Lemma 7. By definition
Gclas ⊆ Gdm

and for any G ∈ Gclass, for any K ∈ CK such that K ∈ domG,

G(K) = K ′ iff K≺dmK ′.

Observe that our definition of the classification operators gives us freedom
of choosing the level of generality (granularity) with which we want to describe
our data mining technique, in this case the classification process. We illustrate
this in the following example.
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Example 10. Let K be a classification generalization system isomorphic with
the classification information system (decision system) I, i.e. K 
 I, and
I is defined in the example 1. The classification (decision) attribute is the
attribute d.

Let K1, K2 be classification systems defined in examples 2, and 3, respec-
tively.

Consider G, G′ ∈ Gclas such that K, K1 ∈ domG and G(K) = K1, G(K1) =
K2 and K ∈ domG′ but K1 �∈ domG′ and G′(K) = K2.

Obviously the classification operator G describes steps in obtaining the
final result K2 from the input data K with more detail then the operator G′.

4.2 Clustering Operator

In intuitive sense the term clustering refers to the process of grouping physical
or abstract objets into classes of similar objects. It is also called unsupervised
learning or unsupervised classification. A cluster is a collection of data objects
that are similar to one another within the collection and are dissimilar to the
objects in other clusters ([3]). Clustering analysis constructs hence meaningful
partitioning of large sets of objects into smaller components. Our approach
to the definition of clustering operator is semantical and we are not express-
ing explicitly in our semantical model the second, syntactical, property of
the clusters: their measures of similarity and dissimilarity. Nevertheless these
measures must be present in our definition of the knowledge generalization
system applied to clustering analysis. We define hence a notion of clustering
knowledge system as follows.

Definition 20. A knowledge generalization system K ∈ K,

K = (P(U), A, E, VA, VE , g)

is called a clustering knowledge system iff E �= ∅ and there are two
knowledge attributes s, ds ∈ E such that for any S ∈ GK (definition 7)

g(S,s) is a measure of similarity of objects in S,
g(S,ds) is a measure of similarity of objects in S.

We put

Kcluster = {K ∈ K : K is a clustering system}.

Definition 21. We denote ¬CKone the set of all object knowledge general-
ization systems that are not classification systems, i.e.

¬CKone = Kone ∩ ¬CK.
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Definition 22. An operator G ∈ Gdm is called a clustering operator iff G
is a partial function that maps ¬CKone into Kcluster, i.e.

G : ¬CKone −→ Kcluster

and for any K ∈ domG such that

G(K) = K ′

the granule universe (definition 7) of K ′ is a partition of U .

Elements of the granule universe GK′ of K ′ are called clusters defined
(generated) by the operator G.
We denote the set of all clustering operators by Gcluster.

To include clustering method that return not always disjoint clusters (with for
example some measure of overlapping) we introduce a cover cluster operator.

Definition 23. An operator G ∈ Gdm is called a cover clustering operator
iff G is a partial function that maps ¬CKone into Kcluster, i.e.

G : ¬CKone −→ Kcluster

and for any K ∈ domG such that

G(K) = K ′

the granule universe of K ′ is a cover of U and K ′ contains a knowledge
attribute describing the measure of overlapping of not disjoint elements of the
granule universe.
We denote the set of all cover clustering operators by Gccluster.

Observe that we allow the cluster knowledge system be a classification system.
It allows the cluster operator to return not only clusters it has generated, their
descriptions (with similarity measures) but their names, if needed.

In order to incorporate the notion of classification by clustering (for ex-
ample k-nearest neighbor algorithm) we need only to change the domain of
the cluster operator to allow the use of training examples.

Definition 24. The clustering operator G (definition 24) is a classification
clustering operator if the domain of G is CKone instead of ¬CKone.
We denote the set of all classification clustering operators by Gclcluster.
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The most general clustering operator, from which all other clustering opera-
tors can be obtained as particular cases is the following.

Definition 25. An operator G ∈ Gdm is called a general clustering oper-
ator iff G is a partial function that maps Kone into Kcluster, i.e.

G : Kone −→ Kcluster

and for any K ∈ domG such that

G(K) = K ′

the granule universe of K ′ is a cover of U and K ′ contains a knowledge
attribute describing the measure of overlapping of not disjoint elements of the
granule universe.
We denote the set of all cover clustering operators by Ggcluster.

Observe that the domain of the general cluster operator is Kone and G is
a partial function, so if we G is defined (partially) only on ¬CKone we get the
domain of the clustering operator. If G is defined (partially) only on CKone

we get the domain of the classification clustering operator. The partition is a
particular case of the cover and when the measure of overlapping sets is 0 for
all sets involved. We have hence proved the following.

Lemma 8. Let Ggcluster,Gclcluster,Gccluster and Gcluster be the sets of general
clustering, classification clustering, cover clustering, and clustering operators.
The following relationships hold.

(1) Gclcluster ⊆ Ggcluster, Gccluster ⊆ Ggcluster and Gcluster ⊆ Ggcluster.
(2) Gccluster ⊆ Gcluster.
(3) Gclcluster ∩ Gccluster = ∅.
(4) Gclcluster ∩ Gcluster = ∅.

4.3 Association Operator

The association analysis is yet another important subject and will be treated
in a separate paper. We present here a short overview of main ideas and
describe how they fit into our framework. We start with few observations.

1. In all of the association analysis computation of association rules follow
directly from the computed associations and it is done after the set of
associations (frequent itemsets in basket analysis) had been found. We do
not concern us here with rule computation part of the process which is
syntactic in its nature and will be treated in the descriptive model. Our
association operator computes the associations only.
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2. Transactional ”buy items” database can be represented as a relational
database with ”buy item i” (or just ”item i”) as the attributes with val-
ues 1 (buy=yes) and 0 (buy=no). The rules thus generated are called
single-dimensional ([8]).

3. A multidimensional association rules extend the original single-dimensional
analysis. For example they allow to produce rules that say: Rich and young
people buy fancy cars. This statement had been re-written from the follow-
ing attribute-value description (income = rich ∩ age = young) ⇒ buy =
fancycar. This rule had been produced from a frequent 3 − association
(of attribute-values pairs): income = rich, age = young, buy = fancycar.
Of course, single-dimensional rule is a particular case of the multidimen-
sional and an one dimensional frequent 1 − association: buy = i1, buy =
i2, ..., buy = ik represents a frequent k-itemset i1, i2, ..., ik.

We define a special knowledge generalization system system AK, called an
association system. All frequent k−associations are represented in it (with
the support count), as well as all information needed to compute association
rules that follow from them.

We put

Kassoc = {K ∈ K : K is an association system}.
Definition 26. An operator G ∈ Gdm is called an association operator iff
G is a partial function that maps Kone into Kassoc, i.e.

G : Kone −→ Kassoc
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ABSTRACT

Outlier detection is an important task in data mining because outliers can be 
either useful knowledge or noise. Many statistical methods have been applied 
to detect outliers, but they usually assume a given distribution of data and it is 
difficult to deal with high dimensional data. The Statistical Learning Theory 
(SLT) established by Vapnik et al. provides a new way to overcome these 
drawbacks. According to SLT Schölkopf et al. proposed a v-Support Vector 
Machine (v-SVM) and applied it to detect outliers. However, it is still difficult 
for data mining users to decide one key parameter in v-SVM. This paper pro-
poses a new SVM method to detect outliers, SVM-OD, which can avoid this 
parameter. We provide the theoretical analysis based on SLT as well as ex-
periments to verify the effectiveness of our method. Moreover, an experiment 
on synthetic data shows that SVM-OD can detect some local outliers near the 
cluster with some distribution while v-SVM cannot do that. 

                                                     
1 This research is partly supported by the National Key Project for Basic Research in 
China (G1998030508).
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1   Introduction 

Outliers are abnormal observations from the main group, and are either noise 
or new knowledge hidden in the data. Researchers always wish to remove 
noise in the data during the pre-processing of data mining because noise may 
prevent many data mining tasks. In addition, data mining users are interested 
in new knowledge or unusual behaviors hidden behind data such as the fraud 
behavior of credit cards. Therefore, outlier detection is one of the important 
data mining tasks. 

Statistics has been an important tool for outlier detection [1], and many 
researchers have tried to define outliers using statistical terms. Ferguson 
pointed out [4] that, “In a sample of moderate size taken from a certain popu-
lation it appears that one or two values are surprisingly far away from the 
main group.” Barnett et al. gave another definition [1], “An outlier in a set of 
data is an observation (or a subset of observations) which appears to be in-
consistent with the remainder of that set of data.” Hawkins characterized an 
outlier in a quite intuitive way [7], “An outlier is an observation that deviates 
so much from other observations as to arouse suspicion that it was generated 
by a different mechanism.” 

All these definitions imply that outliers in a given data set are events with a 
very low probability or even those generated by the different distribution from 
most data. Although statistical methods have been applied to detect outliers, 
usually they need to assume some distribution of data. It is also difficult for 
statistical methods to deal with high dimensional data [3, 6]. 

To some extent, the Statistical Learning Theory (SLT) established by Vap-
nik et al. and the corresponding algorithms can overcome these drawbacks 
[12]. According to this theory Schölkopf et al. proposed a v-Support Vector 
Machine (v-SVM) to estimate the support of a high dimensional distribution 
of data and applied it to detect outliers [11]. As pointed out by Schölkopf et 
al., a practical method has not been provided to decide the key parameter v in 
v-SVM though Theorem 7 in [11] gives the confidence that v is a proper pa-
rameter to adjust. Therefore, it is still difficult for data mining users to decide 
this parameter.  

In fact, we find in some experiments that this parameter can be avoided if 
another strategy is adopted. This strategy consists of two components: (1) a 
geometric method is applied to solve v-SVM without the penalty term and (2) 
the support vector with the maximal coefficient is selected as the outlier. This 
method is called SVM-OD in this paper. 

Vapnik et al. originally provided a standard SVM without the penalty term 
to solve the classification problem and then added the penalty term to deal 
with noise and nonlinear separability in the feature space [12]. In this paper, 
SVM-OD tries to detect outliers by solving v-SVM without the penalty term. 
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Although removing the penalty term from v-SVM may drastically change the 
classification model, we can theoretically analyze why the strategy adopted in
SVM-OD is reasonable for outlier detection based on SLT and the popular 
definition of outliers. 

Some experiments on toy and real-world data show the effectiveness of 
SVM-OD. The experiment on a synthetic data set shows that when the kernel 
parameter is given, SVM-OD can detect some local outliers near the cluster 
with some distribution (e.g. O1 and O2 in Fig. 1) while v-SVM cannot do that. 
The details about local outliers can be found in [3]. Another interesting phe-
nomenon is found in the experiment on stock data that SVM-OD is insensitive 
for some values of the kernel parameter compared with v-SVM though this 
still needs to be verified by the theoretical analysis and more experiments.

Fig. 1. Four clusters with different distributions and two local outliers (bigger points
O1, O2)

The other sections in this paper are organized as follows. SVM-OD and v-
SVM are introduced in Section 2 and the theoretical analysis of SVM-OD is 
given in Section 3. Experiments are provided to illustrate the effectiveness of 
SVM-OD in Section 4. A discussion and conclusions are given in Sections 5 
and 6. The notations used in this paper are shown in Table 1. 

Table 1. Notations and their meanings

Notations Meaning Notations Meaning
Sample space  (x) Points in kernel space 

X Sample set of size l (•) Inner product
xo Outlier Index set of sample
K (xi,xj ) Kernel function Index set of SV 
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2   SVM-OD for Outlier Detection 

In 2001, Schölkopf et al. presented v-SVM to estimate the support of a high 
dimensional distribution of data and applied it to detect outliers [11]. v-SVM
solves the following optimization problem in the kernel space: 

min 0.5×||w||2- + i  i /vl    s.t. (w• (xi)) -  i ,  i 0, i=1…l. (1)

The geometric description of v-SVM is shown in Fig. 2: 

o

h

Fig. 2. o is the origin,  is the sample set, h is the hyper-plane. h separates  and o

Sequential Minimization Optimization (SMO), an optimization method
proposed by Platt to solve classification problems [10], is extended to solve 
the optimization problem in (1). After the decision function f is obtained by
solving (1), v-SVM selects the samples xi whose function value f(xi)<0 as 
outliers. A key parameter v in v-SVM needs to be decided. However, it is not
easy for data mining users to decide this parameter as implied in [11]. Thus 
SVM-OD, which can avoid v, is introduced as follows. 

Firstly, the Gaussian Radius Basis Function (RBF) K(x,y) = exp{-||x-
y||2/2 2} is used as the kernel function in SVM-OD. The three properties of the 
RBF kernel, which are implied in [11] and will lead to the theorems in this 
paper, are discussed here. 

Property 1 x X, K(x,x)=1.
Property 2 For any x,y X and x y, 0<K(x,y)<1.
Property 3 In the kernel space spanned by RBF, the origin o and the 

mapped point set  are linearly separable. 
Proof According to Properties 1 and 2, 

xi X, w= (xi), xj X, (w• (xj))>0 . 
Let 0< <min(w• (xj)) (xj X), then xj X, (w• (xj)) -  > 0 and (w•o)- <0,
where o is the origin in the kernel space. Therefore the hyperplane (w• (x))-
>0 can separate  and the origin o in the kernel space. 

Secondly, SVM-OD solves the following optimization problem in the ker-
nel space: 

min 0.5×||w||2–     s.t. (w• (xi)) , i=1…l. (2)

Although the optimization problem in (2) removes the penalty term in (1),
the solution of (2) always exists for any given data because Property 3 guaran-



                    SVM-OD: SVM Method to Detect Outliers    133 

tees that the mapped point set  and the origin o in the kernel space are line-
arly separable. It can be proved that the optimization problem in (2) is equiva-
lent to finding the shortest distance from the origin o to the convex hull C (see 
Fig. 3). This is the special case of the nearest point problem of two convex 
hulls and the proof can be found in [8].

     C

Fig. 3. Minimal normal problem (the shortest distance from the origin o to the convex 
hull C)

o

The corresponding optimization problem is as follows: 

min || l
i=1 i xi||2 s.t. i i = 1, i 0, i=1…l. (3)

Many geometric methods have been designed to solve (3), e.g. the Gilbert 
algorithm [5], and the MDM algorithm [9]. Since program developers can 
implement these geometric algorithms very easily, we combine them with the
kernel function to solve the optimization problems in (2) or (3) in the kernel 
space. In this paper, the Gilbert algorithm is used to solve the problems in (2)
or (3). 

Finally, the function obtained by solving the optimization problem in (3) in 
the kernel space is as follows: 

f(x)= i iK(x,xi)– , i . (4)

where = i, j iK(xj,xi) and i,j .
According to the function in (4), we define a decision function class as fol-

lows:

{fk| fk(x)= i iK(x,xi)– + k- , i -{k}, k }. (5)

where =mini i(1-K), i , K=maxi, jK(xi,xj), i,j , i j.
The decision region of a decision function fk(x) in the decision function 

class in (5) is Rk,0={x: fk(x) 0}. The following property holds true for the deci-
sion function class in (5). 

Property 4 For each decision function in the decision function class in (5)
fk(x),

fk(xk)<0 and i -{k}, fk(xi) 0.
Proof fk(x)= i iK(x,xi)- + k(1-K(x,xk))–  (i ) and according to Property

2, 0<  <1, 0<K<1.
(1) k , that is, xk is a support vector, therefore i iK(xk,xi)- =0 (i ). Ac-
cording to Property 1, fk(xk)= k(1-K(xk,xk))– =- <0.
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(2) j  -{k}, i iK(xj,xi)- 0 (i ). According to the definition of ,
fk(xj) k(1-K(xj,xk))- 0.

Therefore Property 4 holds true. 
Then SVM-OD selects a function fo(x) in the decision function class in (5), 

where o is the index of o and o=maxi i (i ), as the decision function and 
the support vector xo with the maximal coefficient o as the outlier. After re-
moving the outlier xo from the given data set, according to the same strategy
we re-train the data and select the other outlier. The theoretical analysis for 
this strategy will be given in the next section. 

The steps of SVM-OD are described below: 
Step 1 Use the Gilbert algorithm to solve the optimization problem in (2) or

(3) in the kernel space. 
Step 2 Select the support vector with the maximal coefficient as an outlier. 
Step 3 Remove this outlier from the given data set and go to Step 1. 

3   Theoretical Analysis

According to statistics, a sample xo will be regarded as an outlier if it falls in 
the region with a very low probability compared with other samples in the
given set. The statistical methods to detect outliers usually assume some given 
distribution of data and then detect outliers according to the estimated prob-
ability. However, the real distribution of data is often unknown. When analyz-
ing v-SVM according to SLT, Schölkopf et al. provided the bound of the
probability of the non-decision region, where outliers fall. 

Definition 1 (Definition 6 in [11]) Suppose that f is a real-valued function 
on . Fix R. For x , let d(X,f, )=max{0, -f(x)}. And for a given data set 
X, we define D(X,f, )= xd(X,f, ) (x X).

Then the following two theorems can be proved according to the results in
[11], Definition 1 and four properties discussed in Section 2. 

Theorem 2 Suppose that an independent identically distributed sample set 
X of size l is generated from an unknown distribution P that does not contain 
discrete components. For a decision function fk(x) in the decision function 
class in (5), the corresponding decision region is Rk,0={x: fk(x) 0}, k . Then 
with probability 1-  over randomly drawn training sequences X of size l, for 
all 0  and any k ,

P{x: x Rk,- } 2×(k+log(l2/2 ))/l
where c1=4c2, c2=ln(2)/c2, c=103, = /||wk||, and
||wk||=( i1,i2 i1 i2K(xi1,xi2))1/2 (i1,i2  -{k}), k=(c1 / 2 )log(c2

l 2 )+( / )log(e((2l-1) / +1))+2.
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Proof According to Property 4, fk(xk)=-  and i -{k}, fk(xi) 0. So 
D=D(X,fk ,0) = , where D is defined in Definition 1. Theorem 2 holds true
according to Theorem 17 in [11].

Theorem 3 For any decision function in the decision function class in (5)
fk(x), (k ), ||wk||2= i,j i jK(xi,xj), (i,j -{k}, k ). Then 

||wo||2=mink||wk||2 iff o=maxk k (k ).
Proof For o  and any k  k o, k+ i iK(xk,xi)= o+ j jK(xo,xj)=

where i  -{k}, j -{o} and  is defined in the function in (4). So 
i iK(xk,xi)= o- k+ j j K(xo,xj) (i -{k}, j -{o}).

||wo||2= i,j i jK(xi,xj)(i,j -{o})= i,j i jK(xi,xj)(i,j )-2 o i iK(xo,xi)(i -
{o})- o

2

||wk||2= i,j i jK(xi,xj)(i,j -{k})= i,j i jK(xi,xj)(i,j )-2 k i iK(xk,xi)(i -
{k})- k

2

So ||wo||2-||wk||2=2 k i iK(xk,xi) (i -{k}) - 2 o i iK(xo,xi) (i -{o}) + k
2 – 

o
2

=2 k( o- k+ i iK(xo,xi))-2 o i iK(xo,xi))+ k
2– o

2 (i -{o})
=2 k o– k

2- o
2+2( k- o) i iK(xo,xi) (i -{o})

= -( o- k)2–2( o- k) i iK(xo,xi) (i -{o})
= -( o- k)( o- k+2 i iK(xo,xi)) (i -{o})
= -( o- k)( i iK(xo,xi)+ j jK(xk,xj)) (i -{o}, j -{k}).

According to Properties 1 and 2 of RBF, the following inequality always
holds true: 

i,j , K(xi,xj)>0.
And i , i>0, therefore ||wo||2=mink ||wi||2 iff o=maxk k (k ).

Note that  in Theorem 2 is a constant for any decision function in the deci-
sion function class in (5). Therefore Theorem 2 shows that the smaller value 
of ||w||2, the lower bound of probability of the non-decision region decided by
the decision function. Furthermore, Theorem 3 shows that we can obtain the 
smaller value of ||w||2 if the function fo(x) in the decision function class in (5), 
where o is the index of o, is chosen as the decision function. This means that
the probability of the non-decision region decided by fo(x) is low compared
with others. In addition, according to Property 4, the following inequalities 
hold true: i -{o}, fo(xi) 0 and fo(xo)<0. This means that the support vec-
tor xo with the maximal coefficient falls in the non-decision region decided by
fo(x). Thus we select xo as an outlier. 

4   Experiments 

Experiment 1. This experiment is performed on a synthetic data set including
local outliers. There are respectively 400 and 100 points in the clusters C1 and 
C2 with the uniform distribution and respectively 300 and 200 points in the
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clusters C3 and C4 with the Gaussian distribution. In addition, there are two 
local outliers O1 and O2 near the cluster C1 (see Fig. 1). The details about 
local outliers can be found in [3]. The goal of this experiment is to test 
whether v-SVM and SVM-OD only detect these two local outliers since other 
points are regarded as the normal data from some distributions. =5 is set as 
the kernel parameter value. In Fig. 1, bigger points are two local outliers. In 
Fig. 4 and Fig. 5, bigger points are some “outliers” detected by v-SVM and 
SVM-OD. Comparing SVM-OD and v-SVM, we find that SVM-OD can de-
tect O1 and O2 after two loops. However, v-SVM either does not detect both 
O1 and O2 or detect other normal data other than these two local outliers (see 
Fig. 4 and Fig. 5) when the different values of v are tested. So in this experi-
ment SVM-OD is more effective for detecting some kinds of local outliers 
than v-SVM.

(a) first loop of SVM-OD (b) second loop of SVM-OD 

Fig. 4. (a) only O2 is detected as “outlier”, (b) only O1 is detected as “outlier”

(a) v=0.007    (b) v=0.008
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(c) v=0.0095    (d) v=0.0098

(e) v=0.01     (f) v=0.05
Fig. 5. (a) 1 “outlier” is detected (without both O1 and O2), (b) 2 “outliers” are de-
tected (without both O1 and O2), (c) 3 “outliers” are detected (without both O1 and 
O2), (d) 4 “outliers” are detected (without O1 and with O2), (e) 5 “outliers” are de-
tected (with both O1, O2 and others), (f) many “outliers” are detected (with both O1,
O2 and others)

Experiment 2. This experiment is performed on the first 5000 samples of 
the MNIST test set because there are fewer outliers in these samples than the 
last 5000. Data can be available from the website
“yann.lecun.com/exdb/mnist/”. In both SVM-OD and v-SVM, =8×256 is 
selected as the kernel parameter value. For ten hand-digits (0-9), the penalty
factor v in v-SVM is 5.57%, 5.47%, 5.9%, 5.71%, 5.88%, 7.3%, 5.41%,
6.51%, 5.84%, and 4.81%, respectively. Classes (0-9) are labeled on the left 
side of Fig. 6 and Fig. 7. From both Fig. 6 and Fig. 7, a number of samples
detected are either abnormal or mislabeled. The results of this experiment
show that SVM-OD is effective for outlier detection. What is more important
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is that SVM-OD avoids adjusting the penalty factor v, while this parameter is 
needed in v-SVM.

Fig. 6. v-SVM detects some outliers in the first 5000 examples of MNIST (0-9) test 
set

Fig. 7. SVM-OD detects some outliers in the first 5000 examples of MNIST (0-9) test 
set

Experiment 3. This experiment is conducted on the stock data including 
909 daily samples from the beginning of 1998 to the end of 2001. The name
of stock is not provided for the commercial reason. In Fig. 8 and Fig. 9, the 
horizontal coordinate refers to the stock return and the vertical coordinate the 
trading volume. The penalty factor v in v-SVM is 5.5% and the kernel pa-
rameter  in SVM-OD and v-SVM are shown in Fig. 8 and Fig. 9. Bigger
points in these two figures are outliers detected by SVM-OD and v-SVM re-
spectively. The goal of this experiment is to show that SVM-OD can also 
detect those points far away from the main group, though it is still necessary
to verify whether or not outliers detected by SVM-OD and v-SVM are un-
usual behaviors in the stock market. An interesting phenomenon is also found
that SVM-OD is more insensitive for some values of the kernel parameter
than v-SVM though more experiments and the theoretical analysis are needed
(see Fig. 8 and Fig. 9). 
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(a) =0.03    (b) =0.05

(c) =0.07    (d) =0.1
Fig. 8. Outliers (bigger points) detected by SVM-OD are shown in these four figures

(a) =0.03    (b) =0.05
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(c) =0.07    (d) =0.1
Fig. 9. Outliers (bigger points) detected by v-SVM are shown in these four figures

5   Discussion 

While Section 3 explains why it is reasonable for SVM-OD to select the sup-
port vector with the maximal coefficient as an outlier, SVM-OD does not tell 
us the number of outliers in a given data set and the stopping criteria of the
algorithm. In fact, the number of outliers depends on the user's prior knowl-
edge about the fraction of outliers. Actually, the number of outliers is a more
intuitive concept than the penalty factor v in v-SVM and the user can more
easily know the approximate ratio of outliers compared with v.

v-SVM does not provide a relationship between the fraction of outliers and 
v although v is proved to be the upper bound of the fraction of outliers [11].  It 
is still difficult for the user to decide v even if they know the fraction of out-
liers in advance. For example, Table 1 in [11] showed that when v is 4%, the 
fraction of outliers is 0.6% and when v is 5%, the fraction of outliers is 1.4%.
However, when the user knows the fraction of outliers (e.g. 1.4%) before de-
tecting outliers, which value of v (4%, 5%, or another upper bound of 1.4%)
should be selected to obtain 1.4% samples as outliers?  SVM-OD can avoid 
this problem when the user knows the approximate fraction of outliers. There
is the similar problem in another work about detecting outliers based on sup-
port vector clustering [2].

In addition, Table 1 in [11] pointed out that the training time of v-SVM in-
creases as the fraction of outliers detected becomes more. There is a similar
property for the training cost of SVM-OD. This paper does not compare the 
training costs of these two methods, which is a topic for the future work. 
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6   Conclusion 

This paper has proposed a new method to detect outliers called SVM-OD. 
Compared to v-SVM, SVM-OD can be used by data mining users more easily 
since it avoids the penalty factor v required in v-SVM. We have verified the 
effectiveness of SVM-OD according to the theoretical analysis based on SLT 
and some experiments on both toy and real-world data. The experiment on a 
synthetic data set shows that when the kernel parameter is fixed, SVM-OD 
can detect some local outliers while v-SVM cannot do that. In the experiment 
on stock data, it is found that SVM-OD is insensitive for some values of the 
kernel parameter compared with v-SVM. In the future work, we will try to 
give a theoretical explanation to this phenomenon and compare SVM-OD 
with more methods to detect outliers on more real-world data from the differ-
ent sides, e.g. the training cost and the effectiveness. 
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Summary. We present a new method for extracting rules from incomplete Infor-
mation Systems (IS) which are generalizations of information systems introduced
by Pawlak [7]. Namely, we allow to use a set of weighted attribute values instead of
a single value to describe objects in IS. The proposed strategy has some similarities
with system LERS [3]. It is a bottom-up strategy, guided by two thresholds values
(minimum support and minimum confidence) and generating sets of weighted ob-
jects with descriptions of minimal length. The algorithm starts with identifying sets
of objects having descriptions of length one (values of attributes). Some of these
sets satisfy both thresholds values and they are used for constructing rules. They
are marked as successful. All sets having a number of supporting objects below the
threshold value are marked as unsuccessful. Pairs of descriptions of all remaining sets
(unmarked) are used to construct new sets of weighted objects having descriptions
of length 2. This process is continued recursively by moving to sets of weighted ob-
jects having k-value properties. In [10], [1], ERID is used as a null value imputation
toll for knowledge discovery based chase algorithm.

1 Introduction

There is a number of strategies which can be used to extract rules describing
values of one attribute (called decision attribute) in terms of other attributes
(called classification attributes) available in the system. For instance, we can
mention here such systems like LERS [3], AQ19 [5], Rosetta [6] and, C4.5 [8].
In spite of the fact that the number of rule discovery methods is still increasing,
most of them are developed under the assumption that the information about
objects in information systems is either precisely known or not known at all.
This implies that either one value of an attribute is assigned to an object as its
property or no value is assigned to it (instead of no value we use the term null
value). Problem of inducing rules from information systems with attribute
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values represented as sets of possible values was discussed for instance by
Kryszkiewicz and Rybinski [4], Greco, Matarazzo, and Slowinski [2], and by
Ras and Joshi [9].

In this paper, we present a new strategy for discovering rules in information
systems when data are partially incomplete. Namely, we allow to use a set of
weighted attribute values as a value of an attribute. A weight assigned to
an attribute value represents user confidence in that value. For instance, by
assigning a value {(brown, 1

3 ), (black, 2
3 )} of the attribute Color of Hair to an

object x we say that the confidence in object x having brown hair is 1
3 whereas

the confidence that x has black hair is 2
3 . Similar assumption was used, for

instance, in papers by Greco [2] or Slowinski [11] but their approach to rule
extraction from incomplete information systems is different than ours.

2 Discovering Rules in Incomplete IS

In this section, we give the definition of an incomplete information system
which can be called probabilistic because of the requirement placed on values
of attributes assigned to its objects. Namely, we assume that value of an
attribute for a given object is a set of weighted attribute values and the sum
of these weights has to be equal to one. Next, we present an informal strategy
for extracting rules from incomplete information systems. Finally, we propose
a method of how to compute confidence and support of such rules.

We begin with a definition of an incomplete information system which is
a generalization of an information system given by Pawlak [7].

By an incomplete Information System we mean S = (X, A, V ), where X is
a finite set of objects, A is a finite set of attributes and V =

⋃{Va : a ∈ A} is
a finite set of values of attributes from A. The set Va is a domain of attribute
a, for any a ∈ A.

We assume that for each attribute a ∈ A and x ∈ X, a(x) = {(ai, pi) : i ∈
Ja(x) ∧ (∀i ∈ Ja(x))[ai ∈ Va] ∧ pi = 1}.

Null value is interpreted as the set all possible values of an attribute with
equal confidence assigned to all of them. Table 1 gives an example of an incom-
plete information system S = ({x1, x2, x3, x4, x5, x6, x7, x8}, {a, b, c, d, e}, V }.

Clearly, a(x1) = {(a1,
1
3 ), (a2,

2
3 )}, a(x2) = {(a2,

1
4 ), (a3,

3
4 )}, ..

Let us begin to extract rules from S describing attribute e in terms of
attributes {a, b, c, d} following a strategy similar to LERS [3]. We start with
identifying sets of objects in X having properties a1, a2, a3, b1, b2, c1, c2, c3, d1, d2

and next for each of these sets we check in what relationship it is with a set of
objects in X having property e1, next property e2, and finally property e3. At-
tribute value a1 is interpreted as a set a�

1, equal to {(x1,
1
3 ), (x3, 1), (x5,

2
3 )}.

The justification of this interpretation is quite simple. Only 3 objects in S
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may have property a1. Object x3 has it for sure. The confidence that x1 has
property a1 is 1

3 since (a1,
1
3 ) ∈ a(x1). In a similar way we justify the property

a1 for object x5.

Table 1. Incomplete Information System S

X a b c d e

x1 {(a1,
1
3
), (a2,

2
3
)} {(b1,

2
3
), (b2,

1
3
)} c1 d1 {(e1,

1
2
), (e2,

1
2
)}

x2 {(a2,
1
4
), (a3,

3
4
)} {(b1,

1
3
), (b2,

2
3
)} d2 e1

x3 a1 b2 {(c1,
1
2
), (c3,

1
2
)} d2 e3

x4 a3 c2 d1 {(e1,
2
3
), (e2,

1
3
)}

x5 {(a1,
2
3
), (a2,

1
3
)} b1 c2 e1

x6 a2 b2 c3 d2 {(e2,
1
3
), (e3,

2
3
)}

x7 a2 {(b1,
1
4
), (b2,

3
4
)} {(c1,

1
3
), (c2,

2
3
)} d2 e2

x8 a3 b2 c1 d1 e3

Values of classification attributes are seen as atomic terms or initial de-
scriptions:

a�
1 = {(x1,

1
3 ), (x3, 1), (x5,

2
3 )},

a�
2 = {(x1,

2
3 ), (x2,

1
4 ), (x5,

1
3 ), (x6, 1), (x7, 1)},

a�
3 = {(x2,

3
4 ), (x4, 1), (x8, 1)},

b�
1 = {(x1,

2
3 ), (x2,

1
3 ), (x4,

1
2 ), (x5, 1), (x7,

1
4 )},

b�
2 = {(x1,

1
3 ), (x2,

2
3 ), (x3, 1), (x4,

1
2 ), (x6, 1), (x7,

3
4 ), (x8, 1)},

c�
1 = {(x1, 1), (x2,

1
3 ), (x3,

1
2 ), (x7,

1
3 ), (x8, 1)},

c�
2 = {(x2,

1
3 ), (x4, 1), (x5, 1), (x7,

2
3 )},

c�
3 = {(x2,

1
3 ), (x3,

1
2 ), (x6, 1)},

d�
1 = {(x1, 1), (x3, 1), (x5,

1
2 ), (x6, 1), (x7, 1)}.

Values of the decision attribute represent the second group of atomic de-
scriptions:

e�
1 = {(x1,

1
2 ), (x2, 1), (x4,

2
3 ), (x5, 1)},

e�
2 = {(x1,

1
2 ), (x4,

1
3 ), (x6,

1
3 ), (x7, 1)},

e�
3 = {(x3, 1), (x6,

2
3 ), (x8, 1)}.

Now, we will propose a new approach for checking the relationship between
classification attributes and the decision attribute. Namely, for any two sets
c�
i = {(xi, pi)}i∈N , e�

j = {(yj , qj)}j∈M , where pi > 0 and qj > 0, we say that:

{(xi, pi)}i∈N � {(yj , qj)}j∈M iff the support of the rule [ci → ej ] is above
some threshold value.
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So, the relationship between c�
i , e

�
j depends only on the support of the

corresponding rule [ci → ej ].

Coming back to our example, let us take the rule a1 → e3. How can we
calculate its confidence and support?

Let us observe that:

• object x1 supports a1 with a confidence 1
3 and it supports e3 with a con-

fidence 0.

• object x3 supports a1 with a confidence 1 and it supports e3 with a confi-
dence 1.

• object x5 supports a1 with a confidence 2
3 and it supports e3 with a con-

fidence 0.

We propose to calculate the support of the rule [a1 → e3] as: 1
3 · 0 + 1 · 1 +

2
3 · 0 = 1.

Similarly, the support of the term a1 can be calculated as 1
3 + 1 + 2

3 = 2.
Applying the standard strategy for calculating the confidence of association
rules, the confidence of a1 → e3 will be 1

2 .

Now, let us follow a procedure which has some similarity with LERS.
Relation � will be automatically marked if the confidence and support of
the rule, associated with that relation, are above two corresponding threshold
values (given by user). In the our example we take 1

2 as the threshold for
minimum confidence and 1 as the threshold for minimum support.

Assume again that c�
i = {(xi, pi)}i∈N , e�

j = {(yj , qj)}j∈M . Our algorithm,
in its first step, will calculate the support of the rule ci → cj . If it is below
the threshold value for minimum support, then the corresponding relationship
{(xi, pi)}i∈N � {(yj , qj)}j∈M does not hold (it is marked as negative) and it
is not considered in later steps. Otherwise, the confidence of the rule ci → ej

has to be checked. If it is not below the given threshold value, the rule is
acceptable and the corresponding relationship {(xi, pi)}i∈N � {(yj , qj)}j∈M

is marked positive. Otherwise this relationship remains unmarked.

In our example we take Msup = 1 as the threshold value for minimum
support and Mconf = 1

2 as the threshold for minimum confidence.

a�
1 � e�

1 (sup = 5
6 < 1) - marked negative

a�
1 � e�

2 (sup = 1
6 < 1) - marked negative

a�
1 � e�

3 (sup = 1 ≥ 1 and conf = 1
2 ) - marked positive

a�
2 � e�

1 (sup = 11
12 < 1) - marked negative

a�
2 � e�

2 (sup = 5
3 ≥ 1 and conf = 51

100 ) - marked positive

a�
2 � e�

3 (sup = 2
3 < 1) - marked negative
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a�
3 � e�

1 (sup = 17
12 ≥ 1 and conf = 51

100 ) - marked positive

a�
3 � e�

2 (sup = 1
3 < 1) - marked negative

a�
3 � e�

3 (sup = 1 ≥ 1 but conf = 36
100 ) - not marked

b�
1 � e�

1 (sup = 2 ≥ 1 and conf = 72
100 ) - marked positive

b�
1 � e�

2 (sup = 3
4 < 1) - marked negative

b�
1 � e�

3 (sup = 0 < 1) - marked negative

b�
2 � e�

1 (sup = 7
6 ≥ 1 but conf = 22

100 ) - not marked
b�
2 � e�

2 (sup = 17
12 ≥ 1 but conf = 27

100 ) - not marked
b�
2 � e�

3 (sup = 8
3 ≥ 1 and conf = 51

100 ) - marked positive

c�
1 � e�

1 (sup = 5
6 < 1) - marked negative

c�
1 � e�

2 (sup = 5
6 < 1) - marked negative

c�
1 � e�

3 (sup = 3
2 ≥ 1 but conf = 47

100 ) - not marked

c�
2 � e�

1 (sup = 2 ≥ 1 and conf = 66
100 ) - marked positive

c�
2 � e�

2 (sup = 1 ≥ 1 but conf = 33
100 ) - not marked

c�
2 � e�

3 (sup = 0 < 1) - marked negative

c�
3 � e�

1 (sup = 1
3 < 1) - marked negative

c�
3 � e�

2 (sup = 1
3 < 1) - marked negative

c�
3 � e�

3 (sup = 7
6 ≥ 1 and conf = 64

100 ) - marked positive

d�
1 � e�

1 (sup = 5
3 ≥ 1 but conf = 48

100 ) - not marked
d�
1 � e�

2 (sup = 5
6 < 1) - marked negative

d�
1 � e�

3 (sup = 1 ≥ 1 but conf = 28
100 ) - not marked

d�
2 � e�

1 (sup = 3
2 ≥ 1 but conf = 33

100 ) - not marked
d�
2 � e�

2 (sup = 1
3 < 1) - marked negative

d�
2 � e�

3 (sup = 5
3 ≥ 1 but conf = 37

100 ) - not marked

The next step is to build descriptions of length 2 from descriptions of length
1 interpreted as sets of objects having support ≥ 1, and confidence < 1

2 . We
propose the following definition for concatenating such two corresponding sets
c�
i , e

�
j :

(ci · ej)� = {(xi, pi · qi)}i∈K , where c�
i = {(xi, pi)}i∈N , e�

j = {(yj , qj)}j∈M

and K = M ∩ N .

Following this definition, we get:

(a3 · c1)� � e�
3 (sup = 1 ≥ 1 and conf = 8

10 ) - marked positive
(a3 · d1)� � e�

3 (sup = 1 ≥ 1 and conf = 1
2 ) - marked positive

(a3 · d2)� � e�
3 (sup = 0 < 1 - marked negative

(b2 · d2)� � e�
1 (sup = 2

3 < 1 - marked negative
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(b2 · c2)� � e�
2 (sup = 2

3 < 1 - marked negative
(c1 · d1)� � e�

3 (sup = 1 ≥ 1 and conf = 1
2 ) - marked positive

(c1 · d2)� � e�
3 (sup = 1

2 < 1) - marked negative

So, from the above example, we can easily see the difference between LERS
and our proposed strategy for rules induction. LERS is considering only one
type of marks. This mark in our method corresponds to positive marking.
LERS is controlled by one threshold value whereas our strategy is controlled
by two thresholds (for minimum confidence and minimum support).

3 Algorithm ERID (Extracting Rules from Incomplete
Decision Systems)

In this section, we present an algorithm for extracting rules when the data in
an information system are incomplete. Also, we evaluate its time complexity.

To simplify our presentation, new notations (only for the purpose of this
algorithm) will be introduced.

Let us assume that S = (X, A ∪ {d}, V ) is a decision system, where X is
a set of objects, A = {a[i] : 1 ≤ i ≤ I} is a set of classification attributes,
Vi = {a[i, j] : 1 ≤ j ≤ J(i)} is a set of values of attribute a[i], i ≤ I. We also
assume that d is a decision attribute, where Vd = {d[m] : 1 ≤ m ≤ M}.

Finally, we assume that a(i1, j1) · a(i2, j2) · ... · a(ir, jr) is denoted by term
[a(ik, jk)]k∈{1,2,...,r}, where all i1, i2, ..., ir are distinct integers and jp ≤ J(ip),
1 ≤ p ≤ r.

Algorithm for Extracting Rules from Incomplete Decision System S

ERID(S, λ1, λ2, L(D));
S = (X, A, V ) - incomplete decision system,
λ1 - threshold for minimum support,
λ2 - threshold for minimum confidence,
L(D) set of rules discovered from S by ERID.
begin
i := 1;
while i ≤ I do
begin
j := 1; m := 1
while j ≤ J [i] do
begin
if sup(a[i, j] → d(m)) < λ1 then mark[a[i, j]� � d(m)�] = negative;
if sup(a[i, j] → d(m)) ≥ λ1 and conf(a[i, j] → d(m)) ≥ λ2 then

begin
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mark[a[i, j]� � d(m)�] = positive;
output[a[i, j] → d(m)]
end

j := j + 1
end

end
Ik := {ik}; /ik - index randomly chosen from {1, 2, ..., I}/
for all jk ≤ J(ik) do a[(ik, jk)]ik∈Ik

:= a(ik, jk);
for all i, j such that both rules

a[(ik, jk)]ik∈Ik
→ d(m),

a[i, j] → d(m) are not marked and i 
∈ Ik do
begin
if sup(a[(ik, jk)]ik∈Ik

· a[i, j] → d(m)) < λ1

then mark[(a[(ik, jk)]ik∈Ik
· a[i, j])� � d(m)�] = negative;

if sup(a[(ik, jk)]ik∈Ik
· a[i, j] → d(m)) ≥ λ1 and

conf(a[(ik, jk)]ik∈Ik
· a[i, j] → d(m)) ≥ λ2 then

begin
mark[(a[(ik, jk)]ik∈Ik

· a[i, j])� � d(m)�] = positive;
output[a[(ik, jk)]ik∈Ik

· a[i, j] → d(m)]
end

else
begin
Ik := Ik ∪ {i};
a[(ik, jk)]ik∈Ik

:= a[(ik, jk)]ik∈Ik
· a[i, j]

end
end

Now, we will evaluate the time complexity (T-Comp) of the algorithm
ERID.

Let us assume that S = (X,A ∪ {d}, V ), N = card(X), I = card(A),
V =

⋃{Va : a ∈ A}, card(V ) = k.

T-Comp(ERID) = O[I ·N + N + [
∑I−1

i=1 [card[u(V )] · card[u(V i)] ·N ]]] =
O[

∑I−1
i=1 [card[u(V )] ·card[u(V i)] ·N ]] ≤ O[(k+k2 + ...+kI) ·N ] = O[kI+1 ·N ].

By u(V i) we mean non-marked terms built from elements in V i.

By assigning smaller values to λ2 we are significantly decreasing the num-
ber of elements in u(V i) when i is getting larger. So, the time complexity of
ERID is also decreasing when λ2 is decreasing. It means that instead of kI+1

used in O[kI+1 · N ] much smaller number is usually needed.
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4 Testing Results

In this section, we show the results obtained from testing the rule discovery
algorithm (given in Section 3) which is implemented as the main module of
ERID. The testing strategies which include fixed cross-validation, stratified
cross-validation, and bootstrap are implemented as another module in ERID.
The user can chose the number of folds in cross-validation. Also, quantization
strategy for numerical attributes (which is a bottom-up strategy based on a
nearest distance between clusters represented as cubes) is also implemented
as a module in ERID.

System ERID was tested on the data-set Adult which is available at:

http://www.cs.toronto.edu/ delve/data/adult/desc.html.

Since ERID accepts data-sets not only incomplete (with null values) but
also partially incomplete (as introduced in this paper) as its input, we decided
to modify slightly the data-set Adult by replacing its missing values by two
weighted attribute values following two steps given below:

• Randomly select two attribute values from the corresponding attribute’s
domain.

• Randomly assign a weight to the first selected attribute value and then
one minus that weight to the second attribute value.

Table 2. Cross-Validation (Fixed)

a b c d

folds sup Conf ErrorRate
10 [≥ 10] [≥ 90%] [11.25%]
10 [≥ 15] [≥ 90%] [10.22%]
5 [≥ 10] [≥ 90%] [11.18%]
4 [≥ 10] [≥ 90%] [11.49%]
3 [≥ 10] [≥ 90%] [10.69%]
3 [≥ 10] [≥ 95%] [6.59%]
3 [≥ 10] [= 100%] [4.2%]

Clearly, for each incomplete attribute, we could easily follow some null
value imputation strategy to replace its missing values by sets of weighted
attribute values. These values can be taken from the domain of that attribute
and the corresponding weights can be computed by following either one of
the probabilistic methods or one of the rule based methods. When this is
accomplished, we can run ERID on this new modified data-set. But, for
testing ERID we do not need to use any sophisticated imputation method
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for replacement of null values in the testing data-set. Partially incomplete
data-set created by using random selection of two weighted attribute values
(taken from the same attribute domain) for each missing value and using them
as a replacement for each of these missing values will work as well.

Table 3. Cross-Validation (Stratified)

a b c d

folds sup Conf ErrorRate
10 [≥ 10] [≥ 90%] [10.5%]
10 [≥ 15] [≥ 90%] [9.63%]
3 [≥ 10] [≥ 90%] [11.63%]
3 [≥ 10] [= 100%] [3.6%]
3 [≥ 20] [≥ 90%] [9.6%]
3 [≥ 20] [≥ 95%] [5.35%]
3 [≥ 20] [= 100%] [1.2%]

The results of testing ERID on the modified data-set Adult using Boot-
strap and both fixed and stratified 10-fold and 3-fold Cross Validation methods
are given in Table 2, Table 3, and Table 4. The last figure shows two snap-
shots from ERID. The first one was taken when the threshold for maximum
support was set up as 20 and the threshold for maximum confidence as 90%.
In the second one, the minimum support is equal to 10 and the minimum
confidence to 100%. In both cases, Bootstrap strategy was used for testing.

Table 4. Bootstrap

a b c

sup Conf ErrorRate
[≥ 10] [≥ 90%] [9.09%]
[≥ 10] [≥ 95%] [5.79%]
[≥ 10] [= 100%] [4.54%]
[≥ 20] [≥ 90%] [7.14%]
[≥ 20] [≥ 95%] [6.91%]
[≥ 20] [= 100%] [0.82%]
[≥ 10] [≥ 70%] [14.0%]

5 Conclusion

Missing data values cause problems both in knowledge extraction from infor-
mation systems and in query answering systems. Quite often missing data are
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Fig. 1. Snapshots from ERID Interface - Bootstrap (Testing)
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partially specified. It means that the missing value is an intermediate value
between the unknown value and the completely specified value. Clearly there
is a number of intermediate values possible for a given attribute. Algorithm
ERID presented in this paper can be used as a new tool for chasing values
in incomplete information systems with rules discovered from them. We can
keep repeating this strategy till a fix point is reached. To our knowledge, there
are no such tools available for incomplete information systems presented in
this paper.
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Summary. A new datamining procedure called KL-Miner is presented. The proce-
dure mines for various patterns based on evaluation of two–dimensional contingency
tables, including patterns of statistical or information theoretic nature. The proce-
dure is a result of continued development of the academic system LISp-Miner for
KDD.

Key words: Data mining, contingency tables, system LISp–Miner, statistical
patterns

1 Introduction

Goal of this paper is to present first experience with data mining procedure
KL-Miner. The procedure mines for patterns of the form

R ∼ C/γ .

Here R and C are categorial attributes, the attributeR has categories (possible
values) r1, . . . , rK , the attribute C has categories c1, . . . , cL. Further, γ is a
Boolean attribute.

The KL-Miner works with data matrices. We suppose that R and C cor-
respond to columns of the analyzed data matrix. We further suppose that the
Boolean attribute γ is somehow derived from other columns of the analyzed
data matrix and thus that it corresponds to a Boolean column of the analyzed
data matrix.

The intuitive meaning of the expression R ∼ C/γ is that the attributes R
and C are in relation given by the symbol ∼ when the condition given by the
derived Boolean attribute γ is satisfied.



156 Jan Rauch, Milan Šimůnek, and Václav Ĺın

The symbol ∼ is called KL-quantifier . It corresponds to a condition im-
posed by the user on the contingency table of R and C. There are several
restrictions that the user can choose to use (e.g. minimal value, sum over the
table, value of the χ2 statistic, and other).

We call the expression R ∼ C/γ a KL-hypothesis or simply hypothesis.
The KL-hypothesis R ∼ C/γ is true in the data matrix M if the condition
corresponding to the KL-quantifier ∼ is satisfied for the contingency table of
R and C on the data matrix M/γ. The data matrix M/γ consists of all rows
of data matrix M satisfying the condition γ (i.e. of all rows in which the value
of γ is TRUE).

Input of the KL-Miner consists of the analyzed data matrix and of several
parameters defining a set of potentially interesting hypotheses. Such a set can
be very large. The KL-Miner automatically generates all potentially interest-
ing hypotheses and verifies them in the analyzed data matrix. The output of
the KL-Miner consists of all hypotheses that are true in the analyzed data
matrix (i.e. supported by the analyzed data). Some details about input of the
KL-Miner procedure are given in Sect. 2. KL-quantifiers are described in Sect.
3.

The KL-Miner procedure is one of data mining procedures of the LISp-
Miner system that are implemented using bit string approach [4]. It means
that the analysed data is represented using suitable strings of bits. Software
modules for dealing with strings of bits developed for the LISp-Miner system
are used for KL-Miner implementation, see Sect. 4.

Let us remark that the KL-Miner is a GUHA procedure in the sense of
the book [1]. Therefore, we will use the terminology introduced in [1]. The
potentially interesting hypotheses will be called relevant questions, and the
hypotheses that are true in the analyzed data matrix will be called relevant
truths. Also, the use of the term quantifier for the symbol ∼ in the expression
R ∼ C/γ is inspired by [1]. The cited book contains rich enough theoretical
framework to build a formal logical theory for the KL-Miner–style data min-
ing; however, we will not do it here. Furthermore, KL-Miner is related to a
GUHA procedure from the 1980’s called CORREL, see [2]. Let us also remark
that the analysis of contingency tables by KL-Miner is similar in spirit to that
of the procedure 49er [7].

2 Input of KL-Miner

Please recall that the KL-Miner mines for hypotheses of the form R ∼ C/γ,
where R and C are categorial attributes, γ is a Boolean attribute, and ∼ is a
KL-quantifier. The attribute R is called the row attribute, the attribute C is
called the column attribute.

Input of the KL-Miner procedure consists of

• the analyzed data matrix
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• a set R = {R1, . . . , Ru} of row attributes
• a set C = {C1, . . . , Cv} of column attributes
• specification of the KL-quantifier ∼
• several parameters defining set Γ of relevant conditions (i.e. derived

Boolean attributes) γ, see below.

The KL-Miner automatically generates and verifies all relevant questions

R ∼ C/γ,

such that R ∈ R, C ∈ C and γ ∈ Γ . Conventionally, the set of all relevant
questions is denoted RQ.

Each relevant condition γ is a conjunction of partial conditions γ1, . . . , γt,
and each partial condition γi is a conjunction of literals. Literal is an expression
of the form B(ω) or ¬B(ω), where B is an attribute (derived column of the
analyzed data matrix) and ω is a proper subset of the set of all categories
(possible values) of B. The subset ω is called a coefficient of the literal B(ω)
(or ¬B(ω)). The literal B(ω) is called positive literal, ¬B(ω) is called negative
literal.

B(ω) is in fact a Boolean attribute that is true in the row o of analyzed
data matrix if, and only if, the value in the column B in the row o belongs to
the set ω. ¬B(ω) is a Boolean attribute that is a negation of B(ω).

An example of a relevant question is expression

R1 ∼ C1/A1(1, 2) ∧A2(3, 4) .

Here R1 is the row attribute, C1 is the column attribute and the condition
is A1(1, 2) ∧ A2(3, 4). This condition means that value of the attribute A1 is
either 1 or 2, and value of the attribute A2 is either 3 or 4. An example of
KL-Miner input is in Sect. 5.

The set Γ of relevant conditions to be automatically generated is given in
the same way as the set of relevant antecedents for the procedure 4ft-Miner,
see [4]. The procedure 4ft-Miner mines for association rules of the form

ϕ ≈ ψ

and for conditional association rules of the form

ϕ ≈ ψ/χ

where ϕ, ψ and χ are derived Boolean attributes (conjunctions of literals).
Intuitive meaning of ϕ ≈ ψ is that ϕ and ψ are in relation given by the
symbol ≈. Intuitive meaning of ϕ ≈ ψ/χ is that ϕ and ψ are in relation given
by the symbol ≈ when the condition χ is satisfied.

Symbol ≈ is called 4ft–quantifier. It corresponds to a condition concerning
four fold contingency table of ϕ and ψ. Various types of dependencies of ϕ
and ψ can be expressed this way. An example is the classical association rule



158 Jan Rauch, Milan Šimůnek, and Václav Ĺın

with confidence and support, another example is a relation corresponding to
the χ2-test of independence.

The left part of the association rule, ϕ, is called antecedent, the right part
of the association rule, ψ, is called succedent, and χ is called condition.

The input of the 4ft-Miner procedure consists of

• the analyzed data matrix
• several parameters defining set of relevant antecedents ϕ
• several parameters defining set of relevant succedents ψ
• several parameters defining set of relevant conditions χ
• the 4ft-quantifier ≈.

Parameters defining set of relevant antecedents, set of relevant succedents
and set of relevant conditions have the same structure as the parameters
defining the set of relevant conditions in the input of the KL-Miner procedure
(see above). This fact is very useful from the point of view of implementation
of the KL-Miner, see Sect. 4.

3 KL-quantifiers

As noted above, the KL-Miner mines for hypotheses of the form

R ∼ C/γ

where R and C are categorial attributes with admissible values r1, . . . , rK and
c1, . . . , cL, respectively. γ is a relevant condition.

Hypothesis R ∼ C/γ is true in the data matrix M if a condition corre-
sponding to the KL-quantifier ∼ is satisfied for the contingency table of R
and C on the data matrix M/γ. The data matrix M/γ consists of all rows
of M, for which the value of γ is TRUE.

We suppose that the contingency table of attributes R and C on the data
matrix M/γ has the form of Table 1, where:

• nk,l denotes the number of rows in data matrix M/γ for which R = rk
and C = cl

• nk,∗ =
∑

l nk,l denotes the number of rows in data matrix M/γ for which
R = rk

• n∗,l =
∑

k nk,l denotes the number rows in data matrix M/γ for which
C = cl

• n =
∑

k

∑
l nk,l denotes the number of all rows in data matrix M/γ

We will also use relative frequencies:

• fk,l = nk,l/n
• fk,∗ =

∑
l fk,l = nk,∗/n

• f∗,l =
∑

k fk,l = n∗,l/n
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Table 1. Contingency table of R and C on M/γ - absolute frequencies

M/γ c1 . . . cL Σl

r1 n1,1 . . . n1,L n1,∗

...
...

...
...

rK nK,1 . . . nK,L nK,∗

Σk n∗,1 . . . n∗,L n

Semantics of the KL-quantifier ∼ is determined by the user, who can
choose to set lower / upper threshold values for several functions on the table
of absolute or relative frequencies. We list some of these functions below.

Simple Aggregate Functions

min
k,l

{nk,l} , max
k,l

{nk,l} ,
∑
k,l

nk,l ,
1

KL

∑
k,l

nk,l

Simple Non-statistical Measures

For example FncS expresses the fact, that C is a function of R:

FncS =
1

n

∑
k

max
l

{nk,l} .

FncS takes values from 〈L−1, 1〉. It is FncS = 1 iff for each category rk
of R, there is exactly one category cl of C, such that nk,l is nonzero; it is
FncS = L−1 iff (∀k∀l)nk,l = maxj{nk,j} (i.e. each row’s distribution of fre-
quencies is uniform).

Statistical and Information Theoretic Functions

Information dependence [5].

ID = 1 −

∑
k fk,∗ log2 fk,∗ −

∑
k,l fk,l log2 fk,l

−
∑

l f∗,l log2 f∗,l

.

We note that ID corresponds to

1 −
−H(R) +H(C,R)

H(C)
= 1 −

H(C|R)

H(C)
,

where H(.), H(., .) and H(.|.) denote entropy, joint entropy and conditional
entropy, respectively. ID takes values from 〈0, 1〉; ID = 0 iff C is indepen-
dent of R (i.e. H(C|R) = H(C)), and ID = 1 iff C is a function of R (i.e.
H(C|R) = 0).
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The Pearson χ2 statistic [5].

χ2 =
∑
k,l

(
nk,l − nk,∗n∗,l/n

)2

nk,∗n∗,l/n
.

Kendall’s coefficient [5].

τb =
2(P −Q)√(

n2 −
∑

k n
2

k,∗

)(
n2 −

∑
l n

2

∗,l

) ,

where
P =

∑
k,l

nk,l

∑
i>k

∑
j>l

ni,j , Q =
∑
k,l

nk,l

∑
i>k

∑
j<l

ni,j .

τb takes values from 〈−1, 1〉 with the following interpretation: τb > 0 indicates
positive ordinal dependence5, τb < 0 indicates negative ordinal dependence,
τb = 0 indicates ordinal independence, |τb = 1| indicates that C is a function
of R. We note that the possibility to express ordinal dependence is rather
useful in practice.

Mutual information.

Im =

∑
k,l fk,l

(
log

2
fk,l − log

2
fk,∗f∗,l

)

min
[
−

∑
l f∗,l log

2
f∗,l,−

∑
k fk,∗ log

2
fk,∗

]

corresponds to
(
H(C) −H(C|R)

)
/min

[
H(C), H(R)

]
and has the following

properties: 0 ≤ Im ≤ 1, Im = 0 indicates independence, Im = 1 indicates that
there is a functional dependence of C on R or of R on C.

Values of χ2, ID, τb and Im have reasonable interpretation only when
working with data of statistical nature (i.e. resulting from simple random
sampling). For an example of KL-quantifier, see Sect. 5.

4 KL-Miner Implementation

The KL-Miner procedure is one of data mining procedures of the LISp-Miner
system that are implemented using bit string approach [3, 4]. Software tools
developed earlier for the LISp-Miner are utilized. We will use the data matrix
shown in Fig. 1 to explain the implementation principles.

We suppose to have only one row attribute R with categories r1, . . . , rK ,
and one column attribute C with categories c1, . . . , cL. We also suppose that
the relevant conditions will be automatically generated from attributes X , Y
and Z with categories x1, . . . , xp, y1, . . . , yq and z1, . . . , zr, respectively.

5 i.e. high values of C often coincide with high values of R and low values of C
often coincide with low values of R
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row R C X Y Z

o1 r2 cL x2 y3 z4

o2 rK c4 x7 y2 z6

...
...

...
...

...
...

om r1 c1 xp y9 z3

Fig. 1. Data matrix M

Data matrix M (see Fig. 1) has m rows o1, . . . , om; value of the attribute
R in the row o1 is r2, value of the attribute C in the row o1 is cL, etc.

The KL-Miner has to automatically generate and verify relevant questions
of the form

R ∼ C/γ

where the relevant condition γ is automatically generated from attributes X ,
Y and Z. The key problem of the KL-Miner implementation is fast compu-
tation of contingency tables of attributes R and C on the data matrix M/γ
for particular relevant conditions γ, see also Table 1.

It means that we have to compute the frequencies nk,l for k = 1, . . . ,K
and l = 1, . . . , L. Let us remember that nk,l denotes the number of rows in
data matrix M/γ for which R = rk and C = cl, see Sect. 3. In other words the
frequency nk,l is the number of rows in data matrix M for which the Boolean
attribute

R(rk) ∧ C(cl) ∧ γ

is true. Recall that R(rk) and C(cl) are Boolean attributes – literals, see Sect.
2.

We use a bit-string representation of the analyzed data matrix M. Each
attribute is represented by cards of its categories, i.e. the attribute R is rep-
resented by cards of categories r1, . . . , rK .

For k = 1, . . . ,K, the card of the category rk of the attribute R is denoted
R[rk]. R[rk] is a string of bits. Each row of M corresponds to one bit in
R[rk]. There is “1” in such a bit if, and only if, there is the value rk in the
corresponding row of the column R. Cards of the categories of the attribute
R are shown in Fig. 2. Cards of categories of attributes C, X , Y and Z are

attribute cards of categories of R
row R R[r1] R[r2] . . . R[rK ]

o1 r2 0 1 . . . 0
o2 rK 0 0 . . . 1
...

...
...

...
...

...
om r1 1 0 . . . 0

Fig. 2. Cards of categories of the attribute R
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denoted analogously.
Card C(γ) of the Boolean attribute γ is a string of bits that is analogous

to a card of category. Each row of data matrix corresponds to one bit of C(γ)
and there is “1” in this bit if and only if the Boolean attribute γ is true in
the corresponding row.

Clearly, for arbitrary Boolean attributes γ1 and γ2,

C(γ1 ∧ γ2) = C(γ1) ∧̇ C(γ2) .

Here C(γ1)∧̇C(γ2) is a bit-wise conjunction of bit-strings C(γ1) and C(γ2).
Similarly it is

C(¬ γ1) = ¬̇ C(γ1) .

It is important that the bit-wise Boolean operations ∧̇ and ∨̇ are realised by
very fast computer instructions. Very fast computer instructions are also used
to realise a bit-string function Count(ξ) returning number of values “1” in
the bit-string ξ. These bit-string operations and function are used to compute
the frequency nk,l:

nk,l = Count(R[rk] ∧̇ C[cl] ∧̇ C(γ)) .

The only task we have to solve is the task of fast computation of C(γ). It
is done in the same way as fast computation of antecedents for the 4ft-Miner
procedure, see [4].

Apart of efficient implementation, the generating algorithm employs an
optimization similar in spirit to support-based pruning known from associa-
tion rule discovery. When the quantifier ∼ contains a condition

∑
nk,l ≥ S

(S a constant), the set RQ of relevant questions can be substantially pruned.
This is due to the obvious fact that with R and C fixed and γ varying,

∑
nk,l

is non-increasing in the length of γ. Thus we may avoid generating conditions
γ that are sure to result in tables with

∑
nk,l < S. The algorithm is quite

fast, results of some experiments are in Sect. 6.

5 KL-Miner Application Example

We will present an application example concerning the STULONG data set
(see [6] for details). The data set consists of several data matrices, comprising
data from cardiology research. We will work with data matrix called Entry.
The matrix results from observing 219 attributes on 1 419 middle-aged men
upon their entry examination.

Our example task concerns relation between patients’ body mass index
(BMI) and patients’ level of cholesterol, conditioned by patients’ vices (smok-
ing, alcohol consumption, etc.). Definition of the task in KL-Miner’s GUI is
shown in Fig. 3.

The set RQ of relevant questions is given by:
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Fig. 3. Task definition in the KL-Miner

• a set of row attributes: R = {BMI},
• a set of column attributes: C = {cholesterol} ,
• a specification of KL-quantifier (see Sect. 3): we set conditions Im > 0.4

&
∑

k,l nk,l ≥ 0.02 ∗m (m is number of rows of the Entry data matrix),
• definition of the set Γ of relevant conditions, see below.

Recall (see Sect. 2) that each relevant condition is a conjunction of partial
conditions, each partial condition being a conjunctions of literals. In our task,
we have defined the following three sets of partial conditions:

• set Γ1 of conjunctions of length 0, . . . , 3 of literals defined in Table 2,
• set Γ2 of conjunctions of length 0, . . . , 2 of literals defined in Table 3,
• set Γ3 of conjunctions of length 0, . . . , 3 of literals defined in Table 4.

Only positive literals were allowed. The set Γ of all relevant conditions is
defined as

Γ = {γ1 ∧ γ2 ∧ γ3|γ1 ∈ Γ1, γ2 ∈ Γ2, γ3 ∈ Γ3} .

Table 2. Literals for the Γ1 set of partial conditions

Attribute coef. type coef. length Basic?

alcohol subset 1 yes

vine/day subset 1 no

beer/day subset 1 no
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Table 3. Literals for the Γ2 set of partial conditions

Attribute coef. type coef. length Basic?

smoking interval 1, 2 yes

sm duration interval 1, 2 yes

Table 4. Literals for the Γ3 set of partial conditions

Attribute coef. type coef. length Basic?

coffee/day subset 1 yes

tea/day interval 1, 2 yes

sugar/day interval 1, 2 yes

Let us give a brief account of cardinalities of the above defined sets: |Γ1| =
49, |Γ2| = 64, |Γ3| = 288, |RQ| = |Γ | = |Γ1|×|Γ2|×|Γ3| = 903 168. (See Table
5 to confirm these numbers). To solve the task, KL-Miner searched the set

Table 5. Numbers of admissible values of attributes

Attribute No. of admissible values

alcohol 3

vine/day 3

beer/day 3

smoking 4

sm duration 4

coffee/day 3

tea/day 3

sugar/day 6

RQ and found one relevant truth. Due to pruning, only 26 239 contingency
tables were actually evaluated. Execution of the task took 3 seconds, see Table
6. The true hypothesis is

BMI ∼ cholesterol/γ∗ ,

here γ∗ is conjunction of the following literals:

• tea/day(0 cups)
• smoking(> 14 cigarettes/day).
• sugar/day(1− 4 lumps)
• coffee/day(1 − 2 cups)
• alcohol(occasionally)
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This means that strength of the correlation between attributes BMI and
cholesterol measured by Im exceeds 0.4 among those observed patients,
who satisfy the condition γ∗ (i.e. they do not drink tea, smoke more than 14
cigarettes a day, etc.). Furthermore, the number of patients who satisfy γ∗

exceeds 0.02 ∗m. The output of this hypothesis in the procedure KL-Miner is
shown in Fig. 4. To further examine the dependence, we used the 4ft-Miner

Fig. 4. Hypothesis output in the KL-Miner

procedure (see Sect. 2) and found association rules

BMI(< 25, 30)) → cholesterol(< 260, 530 >)/γ∗ ,

with confidence = 0.83 and support = 0.48, and

BMI(< 15, 25)) → cholesterol(< 200, 260))/γ∗ ,

with confidence = 0.75 and support = 0.29. Here confidence and support
are computed with respect to the data matrix Entry/γ∗.

6 An Example on Scalability

We have conducted some preliminary experiments concerning scalability. All
the experiments were conducted on PC with Pentium III on 1133MHz, with
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256MB of operational memory. We have run the task from the preceding
section on the Entry data matrix magnified by the factor of 10, 20, etc..
Please recall that execution of this particular task consists of generation and
evaluation of more than 26 thousands of contingency tables. See Table 6 for
results. Apparently, the execution time is approximately linear in the number
of rows (see the “Difference” column). However, a more detailed examination
of KL-Miner’s performance on large data sets is yet to be done.

Table 6. Scale-up in the number of rows

Factor No. of rows Exec. time Difference

1 1419 3 sec. –

10 14190 9 sec. 6 sec.

20 28380 19 sec. 10 sec.

30 42570 28 sec. 9 sec.

40 56760 37 sec. 9 sec.

50 70950 43 sec. 6 sec.

Apart of number of rows of the input data matrix, the execution time of
a KL-Miner task depends also on the size of the contingency tables being gen-
erated. Obviously, larger tables take more time to compute. The task described
above concerns attributes BMI and cholesterol, both discretized into three
categories. For the sake of testing, we discretized these attributes also into 4,
5, . . . categories, and changed the KL-quantifier to be

∑
k,l nk,l ≥ 0.10 ∗ m.

We excluded Im, since its value tends to be greater on larger contingency
tables, and we wanted to make sure that the number of generated hypotheses
remains the same across all tasks. We run the modified tasks on the Entry

data matrix. Each time, 1 092 hypotheses were generated and tested (note the
drastic pruning!), and 332 hypotheses were returned as true. Results show a
good scale-up, see Table 7.

Table 7. Scale-up in the size of contingency table

Size of table Exec. time Difference

3 × 3 12 sec. –

4 × 4 17 sec. 5 sec.

5 × 5 21 sec. 4 sec.

6 × 6 26 sec. 5 sec.

7 × 7 34 sec. 8 sec.

8 × 8 40 sec. 6 sec.

9 × 9 48 sec. 8 sec.

10 × 10 67 sec. 9 sec.
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7 Conclusions and Further Work

We have presented a new data mining procedure called KL-Miner. Purpose of
the procedure is to mine for patterns based on evaluation of two-dimensional
contingency tables. To evaluate a contingency table, combinations of several
functions can be used – these functions range from simple conditions on fre-
quencies to information theoretic measures.

We have also outlined principles of the bit string technique used to ef-
ficiently implement the mining algorithm. Application of the procedure was
shown on a simple example.

As for the further work, we plan to apply the procedure KL-Miner to
further data sets, and to explore the possibilities of combining KL-Miner
with other data mining procedures. Also, the study of statistical properties of
KL-quantifiers is of importance.

Acknowledgement: The work described here has been supported by project
LN00B107 of the Ministry of Education of the Czech Republic and by project
IGA 17/04 of University of Economics, Prague.
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Abstract
In this paper we analyze an attribute-oriented data induction technique for 
discovery of generalized knowledge from large data repositories. We em-
ploy a fuzzy relational database as the medium carrying the original infor-
mation, where the lack of precise information about an entity can be re-
flected via multiple attribute values, and the classical equivalence relation 
is replaced with relation of the fuzzy proximity. Following a well-known 
approach for exact data generalization in the ordinary databases [1], we 
propose three ways in which the original methodology can be successfully 
implemented in the environment of fuzzy databases. During our investiga-
tion we point out both the advantages and the disadvantages of the devel-
oped tactics when applied to mine knowledge from fuzzy tuples. 

1. Introduction 
The majority of current works on data mining describes the construction or 
application of algorithms performing complex analyses of stored data. De-
spite the predominant attention on this phase of analysis, because of the 
extensive volume of data in databases, techniques allowing conversion of 
raw data into condensed representations has become a practical necessity 
in many data-mining projects [2-3]. 

Attribute-Oriented Induction (AOI) [1, 4-12] is a descriptive database 
mining technique allowing such a transformation. It is an iterative process 
of grouping of data, enabling hierarchical transformation of similar item-
sets stored originally in a database at the low (primitive) level, into more 
abstract conceptual representations. It allows compression of the original 
data set (i.e. initial relation) into a generalized relation, which provides 
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concise and summarative information about the massive set of task-
relevant data. 

To take advantage of computationally expensive analyses in practice it 
is often indispensable to start by pruning and compressing the voluminous
sets of the original data. Continuous processing of the original data is ex-
cessively time consuming and might be expendable, if we are actually in-
terested only in information on abstraction levels much higher than di-
rectly reflected by the technical details stored usually in large databases
(e.g. serial numbers, time of transactions with precision in seconds, de-
tailed GPS locations, etc.). Simultaneously, the data itself represents in-
formation at multiple levels (e.g. Tulane University represents an academic
institutions of Louisiana, the university is located in the West South, which 
is a part of the North American educational system, etc.), and is naturally 
suitable for generalization (i.e. transformation to a preferred level of ab-
straction).

Despite the attractive myth of fully automatic data-mining applications,
detailed knowledge about the analyzed areas remains indispensable in 
avoiding many fundamental pitfalls of data mining. As appropriately
pointed out in [6], there are actually three foundations of effective data
mining projects: (1) the set of data relevant to a given data mining task, (2) 
the expected form of knowledge to be discovered and (3) the background
knowledge, which usually supports the whole process of knowledge acqui-
sition.

Generalization of database records in the AOI approach is performed on 
an attribute-by-attribute basis, applying a separate concept hierarchy for 
each of the generalized attributes included in the relation of task-relevant 
data. The concept hierarchy, which in the original AOI approach is consid-
ered to be a part of background knowledge (which makes it the third ele-
ment of the above mentioned primitives), is treated as an indispensable and 
crucial element of this data mining technique. Here we investigate the
character of knowledge available in the similarity and proximity relations 
of fuzzy databases and analyze possible ways of its application to the gen-
eralization of the information originally stored in fuzzy tuples. 

In the next sections we introduce attribute-oriented induction, and
briefly characterize crisp and fuzzy approaches to the data generalization;
we will also discuss the unique features of fuzzy database schemas that
were utilized in our approach to attribute-oriented generalization. In the
third part we will present three techniques allowing convenient generaliza-
tion of records stored in fuzzy databases. The increase in efficiency of 
these methods over the originally proposed solutions is achieved by taking 
full advantage of the knowledge about generalized domains stored implic-
itly in fuzzy database models. Then we will propose a method that allows 
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multi-contextual generalization of tuples in the analyzed database envi-
ronments. Finally we will also introduce a simple algorithm allowing gen-
eralization of imprecise information stored in fuzzy tuples. 

2. Background

2.1. Attribute-Oriented Induction

AOI is a process transforming similar itemsets, stored originally in a data-
base, into more abstract conceptual representations. The transformation
has an iterative character, based on the concept hierarchies provided to 
data analysts. Each concept hierarchy reflects background knowledge
about the domain which is going to be generalized. The hierarchy permits
gradual, similarity-based, aggregation of attribute values stored in the
original tuples. Typically, the hierarchy is built in a bottom-up manner
progressively increasing the abstraction of the generalization concepts in-
troduced at each new level (ideally a 0-abstraction-level, located at the 
bottom of the hierarchy, includes all attribute values, which occurred in the 
mined dataset for the particular attribute). To guarantee the reduction of
the size of original dataset, each new level of hierarchy has a more coarse-
grained structure. In other words, at each new level, there is a smaller
number of descriptors, but they have a broaden (i.e. general) character. The 
new concepts, though reduced in number, because of their more general
meaning are still able to represent all domain values from the lower ab-
straction level. 

Typically in the AOI technique we initially retrieve a set of task-
relevant data (e.g. using a relational database query). Then, we gradually 
perform actual generalization on the dataset by replacing stored attribute 
values with more general descriptors. This replacement has an iterative 
character, where at each stage we are replacing low-level values only with 
their direct abstracts (i.e. the concepts which are placed at the next abstrac-
tion level in the concept hierarchy). After each phase of replacements we 
merge the tuples that appear identical at the particular abstraction level. To 
preserve original dependencies among the data at each stage of AOI, we 
have to accumulate a count of the merged tuples. To be able to keep track
of the number of original records that are represented by identical abstract
concept, we extend the generalized relation with a new attribute COUNT.
At each stage of induction the number stored in the field COUNT informs
us about the number of original tuples (i.e. votes), which are characterized
by the particular abstract entity.
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The AOI approach seems to be much more appropriate for detailed
analysis of datasets than commonly used simplified, non-hierarchical
summarization. The hierarchical character of induction provides analysts
with the opportunity to view the original information at multiple levels of 
abstraction, allowing them to progressively discover interesting data ag-
gregations. In contrast to the flat summarization a gradual process of AOI 
through concept hierarchies allows detailed tracking of all records and
guarantees discovering significant clusters of data at the lowest abstraction 
level of their occurrence. For that reason the analysts, who use the AOI
technique, are able to avoid unnecessary loss of information due to over-
generalization. Moreover, in this approach the tuples, which did not
achieve significant aggregation at a low abstraction level, rather than being 
removed from analysis, are gradually further aggregated and so given a 
chance to reach a meaningful count at one of higher abstraction levels. 

Originally the hierarchical grouping proposed by Han and his co-
workers [4] was based on tree-like generalization hierarchies, where each
of the concepts at the lower level of the generalization hierarchy was al-
lowed to have just one abstract concept at the level directly above it. An
example of such a concept hierarchy characterizing a generalization of stu-
dents’ status ({master of art, master of science, doctorate}  graduate,
{freshman, sophomore, junior, senior}  undergraduate, {undergraduate,
graduate}  ANY) is presented in Figure 1, which appeared in [6].

 ANY

 graduate undergraduate

 freshman  sophomore  junior  senior  M.A.  M.S. Ph.D.

Fig. 1. A concept tree for attribute STUDENT_STATUS [6].

Han [5-6] developed a few elementary guidelines (strategies), which are
the basis of effective attribute-oriented induction for knowledge discovery
purposes:
1. Generalization on the smallest decomposable components. Generaliza-

tion should be performed on the smallest decomposable components (or
attributes) of a data relation.



Knowledge Discovery in Fuzzy Databases Using AOI 173

2. Attribute removal. If there is a large set of distinct values for an attrib-
ute but there is no higher level concept provided for the attribute, the at-
tribute should be removed in the generalization process. 

3. Concept tree ascension. If there exists a higher-level concept in the 
concept tree for an attribute value of a tuple, the substitution of the value 
by its higher-level concept generalizes the tuples. Minimal generaliza-
tion should be enforced by ascending the tree one level at a time.

4. Vote propagation. The value of the vote of a tuple should be carried to
its generalized tuple and the votes should be accumulated when merging
identical tuples in generalization. 
The work initiated by Han and his co-researchers [4-8] was extended

further by Hamilton, Hilderman with their co-workers [9-11], and also by 
Hwang and Fu in [12]. The attribute-oriented induction methods have been 
implemented in commercially used systems (DBLearn/DB-Miner [10] and 
DB-Discover [11]), and applied to a number of research and commercial
databases to produce interesting and useful results [5].

Fuzzy hierarchies of concepts were applied to tuples summarization in 
late nineties by four groups of independent researchers. Lee and Kim [13]
used ISA hierarchies, from area of data modeling, to generalize database
records to more abstract concepts. Lee [14] applied fuzzy generalization
hierarchies to mine generalized fuzzy quantitative association rules. 
Cubero, Medina, Pons and Vila [15] presented fuzzy gradual rules for data 
summarization and Raschia, Ughetto and Mouaddib [16-17] implemented
SaintEtiq system for data summarization through extended concept hierar-
chies.

A fuzzy hierarchy of concepts reflects the degree with which a concept 
belongs to its direct abstract. In addition, more than one direct abstract of a 
single concept is allowed during fuzzy induction. Each link in the fuzzy
concept hierarchy is a bottom-up directed arc (edge) between two nodes
with a certain weight assigned to it. Such a structure reflects a fuzzy induc-
tion triple (ck, ck+1, 1kkcc ), where ck (i.e. an attribute value generalized to 

the kth-abstraction level), and ck+1 (one of its direct generalizers) are end-
points of , and 1kkcc , being the weight of the link , represents the

strength of conviction that the concept ck (a source of ) should be quali-
fied as concept ck+1(a target of ) when the data generalization process
moves to the next abstraction level. During attribute-oriented fuzzy induc-
tion (AOFI) the value of 1kkcc dictates actually what fraction of a vote, 

representing original attribute values generalized already to the concept ck,
is to be propagated to its higher-level representation, ck+1.
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An example of a fuzzy concept hierarchy (FCH) presented in the Fig. 2. 
comes from [13]. According to the authors, utilization of the four popular
text editors could be generalized as follows (we denote fuzzy generaliza-
tion of concept a to its direct abstract b with membership degree c as a  b 
|c):
1st level of abstraction: {emacs  editor| 1.0; emacs  documentation| 0.1;
vi  editor| 1.0; vi  documentation| 0.3; word  documentation | 1.0;
word  spreadsheet| 0.1; wright  spreadsheet| 1.0} 
2nd level of hierarchy: {editor  engineering| 1.0; documentation  engi-
neering | 1.0; documentation  business | 1.0; spreadsheet  engineering | 
0.8; spreadsheet  business| 1.0}
3rd level of hierarchy: {engineering  | 1.0; business   | 1.0}

Fuzzy hierarchies of concepts allow a more flexible representation of
real life dependencies. A significant weakness of the above-mentioned ap-
proaches is a lack of automatic preservation of exact vote propagation at
each stage of attribute-oriented fuzzy induction (AOFI). To guarantee ex-
actness of the data summarization via AOFI we need to assure that each 
record from the original database relation will be counted exactly once at 
each of the levels of the fuzzy hierarchy. 

 businessengineering

editor  documentation

emacs

 spreadsheet

vi word wright

0.8

0.1
0.3 0.11.01.0 1.0 1.0

1.0
1.01.0 1.0

1.0 1.0

Fig. 2. A fuzzy ISA hierarchy on computer programs [13].

This issue was successfully resolved by utilization of consistent fuzzy
concept hierarchies [18-19], which preserve exact vote propagation due to
their completeness and consistency. Speaking formally, to preserve com-
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pleteness and consistency of the AOFI process for all adjacent levels, Ck

and Ck+1, in fuzzy concept hierarchy the following relationship must be
satisfied:

,0.1

1k

1k
j

k

C

1j
cc

1k1k
j

kk Cc,Cc

In other words, the sum of weights assigned to the links leaving any sin-
gle node in a fuzzy concept hierarchy needs to be 1.0. Preservation of the
above property prevents any attribute value (or its abstract) from being 
counted more or less during the process of AOFI (i.e. consistency of the 
fuzzy induction model). It also guarantees that a set of abstracts concepts 
at each level of hierarchy will cover all of the attribute values that occurred
in the original dataset (i.e. completeness of the model). In effect, we are 
guaranteed to not lose count of the original tuples when performing fuzzy
induction on their attribute values. 

Formally, each non-complete fuzzy concept hierarchy can be trans-
formed to the complete generalization model via simple normalization of 
membership values in all outgoing links of the hierarchical induction
model.

Summarizing, for the purpose of formal classification, we can distin-
guish three basic types of generalization hierarchies that have been used to 
date:
1. Crisp Concept Hierarchy [1, 4-12], where each attribute variable (con-

cept) at each level of hierarchy can have only one direct abstract (its di-
rect generalization) to which it fully belongs (there is no consideration
of the degree of relationship).

2. Fuzzy Concept Hierarchy [13-17], which allows the reflection of degree
with which one concept belongs to its direct abstract and more than one 
direct abstract of a single concept is allowed. Because of the lack of 
guarantee of exact vote propagation, such a hierarchy seems to be more
appropriate for approximate summarizations of data, or to the cases 
where subjective results are to be emphasized (we purposely want to 
modify the role or influence of certain records). 

3. Consistent Fuzzy Concept Hierarchy [18-19], where each degree of 
membership is normalized to preserve an exact vote propagation of each
tuple when being generalized. 
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2.2. Similarity- and Proximity-based Fuzzy Databases

The similarity-based fuzzy model of a relational database [20-23] is actu-
ally a formal generalization of the ordinary relational database [24]. The
fuzzy model, based on the max-min composition of a fuzzy similarity rela-
tion, which replaces the classical equivalence relation coming from the
theory of crisp sets, was further extended by Shenoi and Melton [25-28]
with the concept of the proximity relation. 

Important aspects of fuzzy relational databases are: (1) allowing non-
atomic domain values, when characterizing attributes of a single entity and 
(2) generation of equivalence classes based on the specific fuzzy relations 
applied in the place of traditional identity relation. 

As mentioned above, each attribute value of the fuzzy database record is 
allowed to be a subset of the whole base set of attribute values describing a
particular domain. Formally, if we denote a set of acceptable attribute val-
ues as Dj, and we let dij to symbolize a particular (jth) attribute value, char-
acterizing the ith entity. Instead of dij Dj the more general case dij Dj is
allowed, i.e. any member of the power set of accepted domain values can
be used as an attribute value except the null set. A fuzzy database relation
is a subset of the cross product of all power sets of its constituent attrib-
utes . This allows representation of inexactness arising
from the original source of information. When a particular entity’s attrib-
ute cannot be clearly characterized by a single descriptor, this aspect of
uncertainty can be reflected by multiple attribute values. 

m21 DDD 222

Another feature characterizing proximity fuzzy databases is substitution 
of the ordinary equivalence relation, defining the notion of redundancy in
the ordinary database, with an explicitly declared proximity relation of 
which both the identity and similarity relations are actually special cases.
Since the original definition of fuzzy proximity relations (also called toler-
ance relations) was only reflexive and symmetric, which is not sufficient to 
effectively replace the classical equivalence relation, the transitivity of
proximity relation was added [27]. This was achieved by extending the
original definition of a fuzzy proximity relation to allow transitivity via
similarity paths (sequences of similarities), using Tamura chains [29]. So 
the -proximity relation used in proximity databases has the following 
structure:

If P is a proximity relation on Dj, then given an [0, 1], two elements
x, z Dj are -similar (denoted by xP z) if and only if P(x,z) , and are 
said to be -proximate (denoted by x z) if and only if they are (1) either

-similar or (2) there exists a sequence y
P

1,y2,…,ym Dj, such that 
xP y1P y2P …P ymP z.
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Table 1. Proximity table for a domain COUNTRY.

Canada USA Mexico Colombia Venezuela Australia N. Zealand

Canada 1.0 0.8 0.5 0.1 0.1 0.0 0.0
USA 0.8 1.0 0.8 0.3 0.2 0.0 0.0
Mexico 0.5 0.8 1.0 0.4 0.2 0.0 0.0
Colombia 0.1 0.3 0.4 1.0 0.8 0.0 0.0
Venezuela 0.1 0.2 0.2 0.8 1.0 0.0 0.0
Australia 0.0 0.0 0.0 0.0 0.0 1.0 0.8
N. Zealand 0.0 0.0 0.0 0.0 0.0 0.8 1.0

Each of the attributes in the fuzzy database has its own proximity table,
which includes the degrees of proximity ( -similarity) between all values
occurring for the particular attribute. A proximity table for the domain of 
COUNTRIES, which we will use as an example for our further analysis, is
presented in the Table 1. 

The proximity table can be transformed by Tamura chains to represent
such an -proximity relation. Results of this transformation are seen in 
Table 2. 

Table 2. -proximity table for a domain COUNTRY.

Canada USA Mexico Colombia Venezuela Australia N. Zealand

Canada 1.0 0.8 0.8 0.4 0.4 0.0 0.0
USA 0.8 1.0 0.8 0.4 0.4 0.0 0.0
Mexico 0.8 0.8 1.0 0.4 0.4 0.0 0.0
Colombia 0.4 0.4 0.4 1.0 0.8 0.0 0.0
Venezuela 0.4 0.4 0.4 0.8 1.0 0.0 0.0
Australia 0.0 0.0 0.0 0.0 0.0 1.0 0.8
N. Zealand 0.0 0.0 0.0 0.0 0.0 0.8 1.0

Now the disjoint classes of attribute values, considered to be equivalent 
at a specific -level, can be extracted from the table. They are marked by 
shadings in Table 2. 

Such separation of the equivalence classes arises mainly due to the se-
quential similarity proposed by Tamura. For instance, despite the fact that 
the proximity degree, presented in Table 1, between the concepts Canada
and Venezuela is 0.1, the -proximity is 0.4. Using the sequence of the
original proximity degrees: CanadaP Mexico = 0.7  MexicoP Colombia
= 0.4  ColombiaP Venezuela = 0.8, we obtain Canada Venezuela =
0.4, as presented in Table 2. 

P
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The transformation based on the sequences of proximities converts the 
original proximity table back to a similarity relation [30] as in a similarity
database model. The practical advantage of the proximity approach comes
from the lack of necessity to preserve the max-min transitivity when defin-
ing the proximity degrees. This makes a proximity table much easier for a 
user to define. The -proximity table, although based on the proximity ta-
ble, is generated dynamically only for the attribute values which were ac-
tually used in the fuzzy database.

3. Attribute-Oriented Induction in Fuzzy Databases 

In view of the fact that a fuzzy database model is an extension of the ordi-
nary relational database model, the generalization of fuzzy tuples through 
the concept hierarchies can always be performed by the same procedure as 
presented by Han [6, 8] for ordinary relational databases. In this work
however we focus on the utilization of the unique features of fuzzy data-
bases in the induction process. First of all, due to the nature of fuzzy data-
bases we have an ability to re-organize the original data to the required 
level of detail (by the merge of records, considered to be identical at a cer-
tain -cut level, according to the given similarity relation), so then we can
start attribute-oriented generalization from the desired level of detail. This 
approach, while valuable in removing unnecessary detail, must be applied 
with caution. When merging the tuples in fuzzy databases according to the
equivalence at the given similarity level (e.g. by using SELECT queries 
with a high threshold level), we are not able to keep the track of the num-
ber of original data records to be merged to a single tuple. Lack of such in-
formation may result in significant change of balance among the tuples in 
the database and lead to the erroneous (not reflecting reality) information 
presented later in the form of support and confidence of the extracted 
knowledge. This problem, which we call a count dilemma is derived from 
the principle of vote propagation and can be easily avoided by performing
extraction of initial data table at the very detailed level (i.e. =1.0), where 
only identical values are merged (e.g. values England and Great Britain
will be unified). So then no considerable number of records would be lost
as the result of such redundancy removal, which one way or another is a 
self-contained part of the data pre-processing phase in many of data min-
ing activities. 
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3.1. Extraction of multi-level concept hierarchies 

The generation of an -proximity relation for a particular domain Dj, in
addition to providing a fuzzy alternative to an equivalence relation, also al-
lows extraction of a partition tree, which can then be successfully em-
ployed by non-experts to perform attribute-oriented induction.

From the placement of shadings in the Table 2, we can easily observe 
that the equivalence classes marked in the table have a nested character. As
in [30], each -cut (where  (0, 1]) of the fuzzy binary relation (Table 
2) creates disjoint equivalence classes in the domain Dj. If we let  de-
note a single equivalence class partition induced on the domain Dj by a 
single -level-set, through the increase of the value of  to we are able
to extract the subclass of 

'
, denoted (a refinement of the previous

equivalence class partition). A nested sequence of partitions ,
,…,  , where

'
1

2 k 1< 2<…< k, may be represented in the form of a
partition tree, as in Figure 3.
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VenezuelaUSA MexicoCanada Colombia

Venezuela

Canada

Fig. 3. Partition tree of domain COUNTRY, built on the basis of Table 2.

This nested sequence of partitions in the form of a tree has a structure
identical with that of a crisp concept hierarchy applicable for AOI. Since
the AOI approach is based on the reasonable assumption that an increase
of degree of abstraction makes particular attribute values appear identical,
it seems to be appropriate to allow the increase of conceptual abstraction in
the concept hierarchy to be reflected by the decrease of  values (repre-
senting degrees of similarity between original attribute values), as long as 
the context of similarity (i.e. dimensions it is measured in) is in full agree-
ment with the context (directions) of performed generalization (e.g. Figure
4). The lack of abstraction (0-abstraction level) at the bottom of generaliza-
tion hierarchy complies with the 1-cut of the -proximity relation ( =1.0)
from the fuzzy model and can be denoted as P . In other words, it is the 0.1
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level where only those attribute values that have identical meaning (i.e. 
synonyms) are aggregated. 

Increment of
abstraction

Language

Americas

Eurasia

Localization

USA Mexico

Spain
English Spanish

Fig. 4. Example of two different contexts of generalization.

The only thing differentiating the hierarchy in the Figure 3 from the 
crisp concept hierarchies applicable for AOI is the lack of abstract con-
cepts, which are used as the labels characterizing the sets of generalized
(grouped) concepts. To create a complete set of the abstract labels it is suf-
ficient to choose only one member (the original value of the attribute) of
every equivalence class at each level of hierarchy (reflected by ), and 
assign a unique abstract descriptor to it. Sets of such definitions (original
value of attribute and value of  linked with the new abstract name) can be 
stored as a database relation (Table 3), where the first two attributes create
a natural key for this relation. 

Table 3. Table of abstract descriptors (for Figure 3).

ATTRIBUTE VALUE ABSTRACTION LEVEL ( ) ABSTRACT DESCRIPTOR

Canada 0.8 N. America
Colombia 0.8 S. America
Australia 0.8 Oceania
Canada 0.4 Americas
Australia 0.4 Oceania
Canada 0.0 Any

The combination of partition tree in Figure 3 and the relation of abstract
descriptors (Table 3) allows us to create the classical generalization hierar-
chy in the form of Figure 5. 
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Fig. 5. Crisp generalization hierarchy formed using Tables 4 and 7. 

The disjoint character of equivalence classes generated from the -
proximity (i.e. similarity) table does not allow any concept in the hierarchy
to have more than one direct abstract at every level of generalization hier-
archy. Therefore this approach can be utilized only to form a crisp gener-
alization hierarchy. Such a hierarchy, however, can be then successfully
applied as a foundation to the development of a fuzzy concept hierarchy – 
by extending it with additional edges to represent partial membership of 
the lower level concepts in their direct abstract descriptors. Depending on 
the values of assigned memberships, data-analysts can generate consistent
or inconsistent fuzzy concept hierarchies.

A partition tree generated directly from the originally defined proximity
table (without transforming it first to the -proximity table as presented in
section 2.2) has a structure much less useful for AOI than the solution dis-
cussed above. Such a graph (since it does not preserve a tree-like struc-
ture), although extractable, usually has a rather complicated structure. Due
to the lack of the max-min transitivity requirement in fuzzy proximity rela-
tion, partitions of proximity generated by -cuts (when we increment )
do not always have a nested character. Generated equivalence classes may
overlap at the same -level (e.g. Table 4). In consequence, the extracted
graph of partitions often contains the same attribute value assigned multi-
ple times to different equivalence classes at the same abstraction level ( ).
Furthermore, links between nodes (i.e. proximity partitions, i.e. equiva-
lence classes) may cross the neighboring levels of the hierarchy, which is
in contradiction with requirement of minimal tree ascension introduced by 
Han. When utilizing a partition hierarchy extracted directly from proximity
table, we are taking a risk that some tuples would not be counted at the
particular stage of induction, which in result may cancel correctness of the
obtained results. 
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Table 4. Overlapping partitions of proximity generated by 0.4-cut.

Canada USA Mexico Colombia Venezuela Australia N. Zealand

Canada 1.0 0.8 0.5 0.1 0.1 0.0 0.0
USA 0.8 1.0 0.8 0.3 0.2 0.0 0.0
Mexico 0.5 0.8 1.0 0.4 0.2 0.0 0.0
Colombia 0.1 0.3 0.4 1.0 0.8 0.0 0.0
Venezuela 0.1 0.2 0.2 0.8 1.0 0.0 0.0
Australia 0.0 0.0 0.0 0.0 0.0 1.0 0.8
N. Zealand 0.0 0.0 0.0 0.0 0.0 0.8 1.0

An original proximity table can be however successfully utilized when
applying other approaches to AOI, as presented in the remaining part of 
section 3. 

3.2. Generation of single-level concept hierarchies

Both similarity and proximity relations can be interpreted in terms of fuzzy
classes P(x) [31], where memberships of other elements (in our case other 
attribute values) in each of the fuzzy classes P(x) are derived from the
rows in the proximity (or similarity) relations. In other words the grade of
membership of attribute value y in the fuzzy class P(x) (e.g. a fuzzy repre-
sentative of attribute value x, or of the set of such values), denoted by

P(x)(y), is x y (or x y for the similarity relation). This alternative 
view on fuzzy binary relations provides motivation for development of two
other approaches. These may be more convenient for a user, who does not 
have the expertise to initiate the whole induction process from the basics 
and would like to use some support derived from existing proximity tables.
Both of the techniques to be described require some knowledge about gen-
eralized domains, but not at an expert’s level. 

P P

3.2.1. Induction based on typical elements 

In practice, when generalizing attribute values, there are usually distin-
guished subsets of lower-level concepts that can be easily assigned to the
particular abstract concepts even by users who have only ordinary knowl-
edge about the generalized domain.  At the same time the assignment of
the other lower-level values is problematic even among experts. Using the
terminology presented in [32] we will say that each attribute has a domain
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(allowed values), a range (actually occurring values) and a typical range 
(most common values). In this section we apply this approach to the gen-
eralization process. When we have an abstract concept we can often iden-
tify its typical direct specializers, which are the elements clearly belonging
to it (e.g. we all would probably agree that the country Holland can be
generalized to the concept Europe with 100% surety). This can be repre-
sented as a core of the fuzzy set (abstract concept) characterized by a
membership of 1.0. However, there are usually also lower-level concepts,
which cannot be definitely assigned to only one of their direct abstracts
(e.g. assigning the Russian Federation fully to the abstract concept Asia
would probably raise some doubts, as almost one fifth of this country lies
west of the Urals). We call such cases possible direct specializers and de-
fine them as the concepts occurring in the group of lower level concepts 
characterized by the given abstract descriptor (fuzzy set) with the member-
ship 0<  1. Such elements create the support of a fuzzy set and are to be 
interpreted as the range of the abstract concept.

In short, the idea behind this approach is to define initially the abstract
concepts via choosing their basic representative attribute values (i.e. typi-
cal representative specializers) and then to use the proximity table to ex-
tract a more precise definition of the abstract class. For such extraction we 
assume a certain level of similarity ( ), which should be interpreted as a 
level of precision reflected in our abstract concept definition. 

Using this approach we initially characterize each new abstract concept
as a set of its typical original attribute values with the level of doubt about
its other possible specializers reflected by the value of . Then we select
the fuzzy similarity class created from the -cut of similarity relation for
these pre-defined typical specializers and assess if this class fits well our 
expectations. Obviously some background knowledge about a generalized
domain is now necessary so that the data analyst could point out typical di-
rect specializers. However, there is still a significant support provided by 
the proximity table allowing smooth generalization of the most problem-
atical cases. When we characterize an abstract concept by more than one
typical element, we must also choose an intersection operator which best 
fits our preferences. This is necessary so that we would be able to extract a
unified definition in the case when the typical elements (i.e. fuzzy classes)
are overlapping. 

For instance, if we predefine the abstract concept North America by its 
two typical countries Canada and USA with the level of similarity =0.6,
and with the operator MAX to reflect our optimistic approach, we can de-
rive from Table 1 that: 
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North America = MAX (Canada0.6, USA0.6)= {MAX (Canada|1.0, USA|0.8,

Mexico|0.5; Canada|0.8; USA|1.0; Mexico|0.8} = {Canada|1.0; USA|1.0;

Mexico|0.8}.

Defining now Middle America as the cut of fuzzy class Colombia on the 
0.4-level we can extract from the proximity table: 

Middle America = Colombia0.4 =

 = {Mexico|0.4; Colombia|1.0; Venezuela|0.8}. 

As a result we can derive the fuzzy concept hierarchy and even modify
the generalization model to become consistent through the normalization
of derived memberships:

North America = {Canada|1.0; USA|1.0; Mexico|
0.40.8

0.8 } = 

    = {Canada|1.0; USA|1.0; Mexico|0.67}

Middle America = {Mexico|
0.40.8

0.4 ; Colombia|1.0; Venezuela|
0.8
0.8 } = 

      = {Mexico|0.33; Colombia|1.0; Venezuela|1.0}.

ColombiaMexicoCanada VenezuelaUSA

North America Middle America

0.330.67 1.0 1.01.0 1.0

Fig. 6. Consistent fuzzy generalization hierarchy built by extraction of partial
knowledge stored in the proximity relation for the attribute COUNTRY.

As distinct from the previous approach, here users are given much more
freedom in defining abstracts. It is totally their decision as to which lower-
level concepts will be aggregated and to what abstraction level. They can 
modify two elements to control results of the generalization process: (1) 
sets of typical elements, and (2) level of acceptable proximity between
these values ( ). Depending on the choice the extracted definitions of ab-
stract concepts may have different characteristics (Table 5). 
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Table 5. Characteristics of abstract definitions extracted from the proximity table.

Similarity
Quantity of  level ( )
typical elements

LOW
(close to 0) 

HIGH
(close to 1) 

SMALL (close to 1) Spread widely Precise
(Short)

LARGE (close to the total 
number of attribute values)

Confusing
(Error suspected)

Precise
(Confirmed)

When extracting overlapping definitions of abstract concepts from a 
proximity table, a fuzzy concept hierarchy results and one must be ex-
tremely careful to keep the definitions semantically meaningful. For in-
stance it makes no sense to pre-define two or more general concepts at a 
level of abstraction so high, that they are interpreted almost as identical. 
Some basic guidelines are necessary when utilizing this approach: 
1. We need to assure that the intuitively assumed value of  extracts the 

cut (subset) of attribute values that corresponds closely to the definition 
of the abstract descriptor we desired. The strategy for choosing the most
appropriate level of -cut when extracting the abstract concept defini-
tions comes from the principle of minimal generalization (minimal con-
cept tree ascension strategy in [6]), which translates to minimal prox-
imity level decrease in our approach. Accepting this strategy we would 
recommend always choosing the definition extracted at the highest pos-
sible level of proximity (biggest ), where all pre-defined typical com-
ponents of desired abstract descriptor are already considered (i.e. where 
they occur first time).

2. The problem of selecting appropriate representative elements without
external knowledge about a particular attribute still remains, however it 
can now be supported by the analysis of the values stored in the prox-
imity table. Choosing typical values and then extracting detailed defini-
tion from the similarity (or proximity) table will make AOFI more ac-
cessible for non-experts. By using common knowledge they may be able 
to point out a few typical elements of a generalized concept even while
lacking expert knowledge necessary to characterize a particular abstract
in detail. 

3. Moreover, we should be aware that if the low-level concepts, pre-
defined as typical components of the particular abstract descriptor, do 
not occur in the common proximity class, then the contexts of the gen-
eralized descriptor and the proximity relation may be not in agreement
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and revision of the proximity table (or the abstract concepts) is neces-
sary.
This approach allows us to place at the same level of the concept hierar-

chy, abstract concepts that were extracted with different levels of prox-
imity (different -values). As a result this achieves more effective (i.e. 
compressed) induction. However, allowing such a situation especially 
when using a similarity (i.e. -proximity) table, we must always remember
that the abstract concepts derived from the similarity relation have a nested
character. Placement of one abstract concept at the same level of abstrac-
tion with another, which is its actual refinement, may lead to the partial
overlapping of partitions. This is in contradiction with the character of a 
similarity relation. This restriction may not always appear in the case of a
proximity relation, as it has an intransitive character.

3.2.2. Induction with context oriented on the single attribute 
values

As in the previous approach, this technique also leads to the generation of 
one-level hierarchies. It is derived from a slightly different interpretation 
of the extracted fuzzy similarity (or proximity) classes. The biggest advan-
tage of this method is its ability to perform generalization of all original at-
tribute values in the context reflected in the proximity table, but from the 
point of view of the relevance of all of these attribute values with respect 
to the distinguished one (i.e. the one being used as a basis of the extracted 
fuzzy class). 

Let us use a simple example to illustrate this. From the proximity rela-
tion (Table 1) we can extract a single row, representing a fuzzy proximity
class for the attribute value Canada (as presented in Table 6). 

Table 6. Fuzzy class extracted from Table1; it represents proximity of different
countries to Canada.

Canada USA Mexico Colombia Venezuela Australia N. Zealand

Canada 1.0 0.8 0.5 0.1 0.1 0.0 0.0

Now we can generate subsets of this fuzzy class’s domain (which is ac-
tually the whole set of acceptable attribute values), defining disjoint ranges
of acceptable membership values: 
Canada-similar = {Canada [0.6, 1.0]} = {Canada, USA}
Canada -semi-similar = {Canada [0.1, 0.6)}= {Mexico, Colombia, Venezuela}
Canada -un-similar = {Canada [0.0, 0.1)} = {Australia, N. Zealand}.
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The size of the assumed ranges is dependent on the preferences of data 
analyst. Smaller ranges generate larger number of abstract classes, but may
reduce the number of lower-level concepts in each of the extracted ab-
stracts. The classes presented above provide us sufficient information to
perform generalization of all values occurring in the attribute COUNTRY
from the point of view of the similarity of these values to the country Can-
ada (Figure 7). Obviously values Canada and USA will be generalized as 
Canada-similar concepts, countries more distant as semi-similar and un-
similar. Since degrees of proximity were already utilized to extract these
three subsets, we have not inserted them in the concept hierarchy.

Colombia AustraliaMexicoCanada Venezuela N.ZealandUSA

Canada-similar Canada-
-semi-similar

Canada-
-un-similar

Fig. 7. Value-similarity based generalization.

Technically speaking, we simply sliced the single fuzzy class extracted
from the proximity relation into layers reflecting levels of the relevance of 
the attribute values to the original attribute value, which then became a 
center of our attribute-oriented induction process.

These two approaches we have discussed above allow us to form only
one-level generalization hierarchies or to derive the generalized concepts 
at the first level of abstraction in the concept hierarchy. Each of abstract 
concepts defined with this method is a generalization of original attribute
values, and therefore cannot be placed at the higher level of the concept hi-
erarchy.

The inability to derive multi-level hierarchical structures does not stop 
this approach from being appropriate and actually very convenient for
rapid data summarization or something we call – selective attribute-
oriented generalization. To quickly summarize the given data set we may
actually prefer to not perform gradual (hierarchical) generalization, but to
replace it with a one-level hierarchy covering whole domain of attribute
values. Such “flat hierarchies” still represent dependencies between the at-
tribute values which were originally characterized with the proximity rela-
tion; although these dependencies are now restricted to a certain extent, as
reflected by the user’s preferences. These flat hierarchies can also be suc-
cessfully utilized as a foundation for further hierarchical induction, as dis-
cussed in the next section. 
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3.3. Multi-context AOI

The previously discussed approaches, despite being very convenient (and 
almost automatic) to use, have one common limitation. As described both
similarity and proximity relations can be successfully utilized when build-
ing concept hierarchies. However the nature of the generalization based on 
these particular hierarchies can only reflect the context represented by the
original similarity or proximity tables. Each of the attribute values can be 
considered basically as a point in a multi-dimensional space, reflecting
multiple contexts of possible inductions (e.g. countries can be aggregated
by province, and then by continent, or by the official native language, and 
then by the linguistic groups). Utilization of the pre-defined proximity ta-
bles restricts the context of an AOFI to the dimensionality originally re-
flected by these tables. This might be limiting for any users who want to 
perform the AOFI in a different context than represented in proximity ta-
bles, or need to reduce the number of similarity dimensions (i.e. generali-
zation contexts) at a certain stage of hierarchical induction. The techniques 
presented above do not provide flexibility in allowing such modifications.
Obviously, the data-mining analysts can be allowed to modify the values 
in proximity table in their own user-views of the fuzzy database to repre-
sent the similarity between the concepts (attribute values) in the context of
their interests. The advantage of such modifications is that now these new
proximity tables can be used to merge the records that are similar in the 
context of their interests.

The last two methods presented in the previous section allowed solely
one-level generalization. To extend AOI to a higher abstraction level we 
need to simply define new similarity or proximity tables reflecting similar-
ity between the generalized concepts. There is nothing preventing users
from defining such tables in the new context, as long as they have suffi-
cient knowledge about generalized domain to be able to correctly describe
such dependencies. We can even halt the induction process performed with
the multilevel hierarchy, presented in the Figure 5, at any level and build 
new similarity (or proximity) tables reflecting the distance between ab-
stract concepts in a totally different context than those primarily repre-
sented by the original hierarchy. In Table 7 we present such a similarity re-
lation, reflecting similarities at the higher level of abstraction and in a 
context different than the one originally represented by Table 1. 
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Table 7. New similarity table reflecting relationship between concepts from 1st-
abstraction level, according to the placement on Northern and Southern hemi-
sphere of the Earth.

N. America S. America Oceania

N. America 1.0 0.5 0.5

S. America 0.5 1.0 0.7

Oceania 0.5 0.7 1.0

By cutting the hierarchy from Figure 5 after the first level of generaliza-
tion and introducing new abstract names, which better fit the relation pre-
sented in Table 7, we can generate a new concept hierarchy allowing grad-
ual induction from the 1st-abstraction level to the 3rd-level in the new 
context. Then it will be merged with layers cut from Figure 5 to perform
AOI based on the modification of generalization context at the 1st level of 
the abstraction. The hierarchy constructed in this manner is seen in Figure
8.

Colombia AustraliaMexicoCanada Venezuela N.Zealand

Any

USA

N.America S.America Oceania

S. HemisphereN.America

Fig. 8. Multi-contextual generalization hierarchy built from merge of two similar-
ity tables starting at different abstraction levels. 

4.AOI over imprecise data 

There are two actual carriers of imprecision’s representation in the fuzzy
database schema. First, as already mentioned in background section, is the 
occurrence of multiple attribute values. Obviously, the more descriptors 
we insert to characterize a particular record in the database, the more im-
precise is its depiction. The uncertainty about the description is also im-
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plicitly reflected in the similarity of values characterizing any particular
entity. When the reports received by Department of Homeland Security 
state that a particular individual was seen recently in the following coun-
tries {Iran, Germany, Australia}, they cause more doubt about the per-
son’s current location than in the case where he/she was seen in {Iran,
Iraq, Afghanistan}, since this information would be rather immediately in-
terpreted as “Middle East”. There are exactly the same number of attribute 
values in each case and they all are at the same level of abstraction, how-
ever the higher similarity of reports provided in the second set results in
the higher informativeness carried by the second example. So the impreci-
sion of the original information is actually reflected both in the number of
inserted descriptors for particular attributes and in the similarity of these 
values.

A simplified characterization of data imprecision can be provided by an
analysis of the boundary values. The range of imprecision degree ranges 
between 0 (i.e. the lack of uncertainty about stored information) and infin-
ity (maximum imprecision). Following the common opinion that even 
flawed information is better than the lack of information, we then say that 
imprecision is at a maximum when there are no data values at all. Since
our fuzzy database model does not permit empty attributes we will not 
consider this case further. A minimum (zero value) is achieved with a sin-
gle attribute value. If there are no other descriptors, we have to assume the 
value to be an exact characterization of the particular entity’s feature. The 
same minimum can be also accomplished with multiple values, in the case 
where they all have the same semantics (synonyms). Despite the fact that 
multiple, identical descriptors further confirm the initially inserted value, 
they do not lead to further reduction of imprecision, since it already has a
minimal value. Therefore the descriptors, which are so similar that they are 
considered to be identical, can be reduced to a single descriptor. Obvi-
ously, some attribute values, initially considered as different, may be
treated as identical at the higher abstraction level. Therefore we can con-
clude that the practically achievable minimum of imprecision depends on 
the abstraction level of employed descriptors, and can reach its original 
(absolute) 0 value only at the lowest level of abstraction (for = 1.0 in our
fuzzy database model).

During attribute-oriented induction we usually employ concept hierar-
chies that have single attribute values in their leaves (at the 0-abstraction 
level). Therefore the generalization of tuples with single descriptors is
straightforward. The problem arises however when there are multiple at-
tribute values describing a single entity. Where should we expect to find a
drug dealer who, as not-confirmed reports say, was seen recently in {Can-
ada, Colombia, Venezuela}? Our solution is based on partial vote propaga-



Knowledge Discovery in Fuzzy Databases Using AOI 191

tion, where a single vote, corresponding to one database tuple, is parti-
tioned before being assigned to the concepts placed in the leaves of the
concept hierarchy. Now the fractions of vote are assigned to separate 0-
level concepts to represent each of the originally inserted attribute values. 
During AOI all fractions of this vote propagate gradually through multiple
levels of generalization hierarchy, the same way as the regular (precise) re-
cords do. The only difference is that the tuple with uncertainty has multiple
entries to the generalization paths (different leaves of concept hierarchy for 
different vote’s fractions), whereas each of the precise tuples has only one
beginning of its generalization path. 

The most trivial solution would be to split the vote equally among all in-
serted descriptors: {Canada|0.(3), Colombia|0.(3), Venezuela|0.(3)}. This
approach however does not take into consideration real life dependencies, 
which are reflected not only in the number of inserted descriptors, but also 
in their similarity. We propose replacement of the even distribution of vote
with a nonlinear spread, dependent on the similarity and the number of in-
serted values. Using the partition tree built from the similarity table, we 
can extract from the set of the originally inserted values those concepts 
which are more similar to each other than to the remaining descriptors. We
call these subsets of resemblances (e.g. {Colombia, Venezuela} from the 
above-mentioned example). Then we use these as a basis for calculating a 
distribution of vote’s fractions. An important aspect of this approach is ex-
traction of these subsets of similarities at the lowest possible level of their 
occurrence, since the nested character of -proximity relation guarantees
that above this -level they are going to co-occur every time. Repetitive
extraction of such subsets could unbalance the original dependencies 
among inserted values. 

The algorithm to achieve it is straightforward. Given (1) a set of attrib-
ute values inserted as a description of particular entity, and (2) a hierarchi-
cal structure reflecting Zadeh’s partition tree for the particular attribute; we 
want to extract a table, which includes (a) the list of all subsets of resem-
blances from the given set of descriptors, with (b) the highest level of -
proximity of their common occurrence. The algorithm uses preorder recur-
sive traversal for searching the partition tree. The partition tree is searched
starting from its root and if any subset of the given set of descriptors oc-
curs at the particular node of the concept hierarchy we store the values that 
were recognized as similar, and the adequate value of . An example of
such a search for subsets of resemblances in a tuple with values {Canada,
Colombia, Venezuela} is depicted in Figure 9. Numbers on the links in the 
tree represent the order in which the particular subsets of similarities were
extracted.
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Fig. 9. Subsets of similar values extracted from the original set of descriptors.

An output with subsets of resemblance generated for this example is 
presented in Table 8. 

Table 8. Subsets of resemblances and their similarity levels for the analyzed ex-
ample.

OUTPUT Comments
{Canada, Colombia, Venezuela} | 0.0 STORED
{Canada, Colombia, Venezuela} | 0.0 0.4 UPDATED
{Canada} | 0.8 STORED
{Canada} | 0.8 1.0 UPDATED
{Colombia, Venezuela} | 0.8 STORED
{Colombia} | 1.0 STORED
{Venezuela} | 1.0 STORED

After extracting the subsets of similarities (i.e. subsets of resemblances),
we apply a summarization of  values as a measure reflecting both the fre-
quency of occurrence of the particular attribute values in the subsets of 
similarities, as well as the abstraction level of these occurrences. Since the 
country Canada was reported only twice, we assigned it a grade 1.4
(1.0+0.4). The remaining attribute values were graded as follows: 
Colombia|(1.0 + 0.8 + 0.4) = Colombia|2.2 
Venezuela|(1.0 + 0.8 + 0.4) = Venezuela|2.2 

In the next step, we added all generated grades (1.4+2.2 + 2.2 = 5.8) to 
normalize grades finally assigned to each of the participating attribute val-
ues:
Canada |(1.4/5.8) = Canada |0.24 
Colombia |(2.2/5.8) = Colombia |0.38 
Venezuela |(2.2/5.8) = Venezuela |0.38
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This leads to the new distribution of the vote’s fractions, which more
accurately reflects real life dependencies than a linear weighting approach. 
The results obtained are presented in the Figure 10. 
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Fig. 10. Partial Vote Propagation for records with uncertainty.

Normalization of the initial grades has a crucial meaning for preserva-
tion of the generalization model’s completeness. It guarantees that each of 
the records is represented as a unity, despite being variously distributed at 
each of the generalization levels. 

During an AOI process all fractions of the vote may gradually merge to 
finally become unity at a level of abstraction high enough to overcome the 
originally occurring imprecision. In such a case, we observe that there is a 
removal of imprecision from the data due to its generalization. Such con-
nection between the precision and certainty seems to be natural and has al-
ready been noted by researchers [33-34]. In general, very abstract state-
ments have a greater likelihood of being valid than more detailed ones. 

4. Conclusions 

In this paper we discussed three possible ways that similarity and prox-
imity relations, implemented as the essential parts of fuzzy databases, can
be successfully applied to knowledge discovery via attribute-oriented gen-
eralization. We proved that both of these relations, due to their basic prop-
erties, could be successfully utilized when building bottom-up oriented
concept hierarchies, assuming that both the context of an intended gener-
alization and the perspective represented in the similarity or proximity ta-
ble are in the agreement.  Moreover, we also considered how both of these 
fuzzy relations could be employed to building one-level concept hierar-
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chies, involving the generalization of original attribute values into a repre-
sentative group of concepts via single layer fuzzy hierarchies. Finally, we 
presented an algorithm allowing generalization of imprecise data. More
advanced applications of our approach in the areas where fuzzy databases 
are the most applicable (i.e. spatial databases) remain for further work to 
illustrate practical use of these approaches.
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Summary. In this paper we assume that a data set is presented in the form of the
incompletely specified decision table, i.e., some attribute values are missing. Our next
basic assumption is that some of the missing attribute values are lost (e.g., erased)
and some are ”do not care” conditions (i.e., they were redundant or not necessary
to make a decision or to classify a case). Incompletely specified decision tables are
described by characteristic relations, which for completely specified decision tables
are reduced to the indiscernibility relation. It is shown how to compute characteristic
relations using an idea of block of attribute-value pairs, used in some rule induction
algorithms, such as LEM2. Moreover, the set of all characteristic relations for a class
of congruent incompletely specified decision tables, defined in the paper, is a lattice.
Three definitions of lower and upper approximations are introduced. Finally, it is
shown that the presented approach to missing attribute values may be used for other
kind of missing attribute values than lost values and ”do not care” conditions.

Key words: Data mining, rough set theory, incomplete data, missing attribute
values

1 Introduction

Usually all ideas of rough set theory are explored using decision tables as a
starting point [10], [11]. The decision table describes cases (also called exam-
ples or objects) using attribute values and a decision. Attributes are indepen-
dent variables while the decision is a dependent variable. In the majority of
papers on rough set theory it is assumed that the information is complete, i.e.,
that for all cases all attribute values and decision values are specified. Such a
decision table is said to be completely specified.

In practice, however, input data, presented as decision tables, may have
missing attribute and decision values, i.e., decision tables are incompletely
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specified. Since our main concern is learning from examples, and an example
with a missing decision value, (i.e., not classified) is useless, we will assume
that only attribute values may be missing.

There are two main reasons why an attribute value is missing: either the
value was lost (e.g., was erased) or the value was not important. In the former
case attribute value was useful but currently we have no access to it. In the
latter case the value does not matter, so such values are also called ”do not
care” conditions. In practice it means that originally the case was classified
(the decision value was assigned) in spite of the fact that the attribute value
was not given, since the remaining attribute values were sufficient for such a
classification or to make a decision. For example, a test, represented by that
attribute, was redundant.

The first rough set approach to missing attribute values, when all missing
values were lost, was described in 1997 in [7], where two algorithms for rule
induction, LEM1 and LEM2, modified to deal with such missing attribute
values, were presented. In 1999 this approach was extensively described in
[13], together with a modification of the original idea in the form of a valued
tolerance based on a fuzzy set approach.

The second rough set approach to missing attribute values, in which the
missing attribute value is interpreted as a ”do not care” condition, was used
for the first time in 1991 [4]. A method for rule induction was introduced in
which each missing attribute value was replaced by all possible values. This
idea was further developed and furnished with theoretical properties in 1995
[8].

In this paper a more general rough set approach to missing attribute val-
ues is presented. In this approach, in the same decision table, some missing
attribute values are assumed to be lost and some are ”do not care” condi-
tions. A simple method for computing a characteristic relation describing the
decision table with missing attribute values of either of these two types is
presented. The characteristic relation for a completely specified decision ta-
ble is reduced to the ordinary indiscernibility relation. It is shown that the
set of all characteristic relations, defined by all possible decision tables with
missing attribute values being one of the two types, together with two defined
operations on relations, forms a lattice.

Furthermore, three different definitions of lower and upper approxima-
tions are introduced. Similar three definitions of approximations were studied
in [15], [16], [17]. Some of these definitions are better suited for rule induction.
Examples of rules induced from incompletely specified decision tables are pro-
vided. The paper ends up with a discussion of other approaches to missing
attribute values.

A preliminary version of this paper was presented at the Workshop on
Foundations and New Directions in Data Mining, associated with the third
IEEE International Conference on Data Mining [6].
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2 Missing attribute values and characteristic relations

In the sequel we will assume that information about any phenomena are pre-
sented by decision tables. Rows of the table are labeled by cases and columns
by variables. The set of all cases will be denoted by U . Independent variables
are called attributes and a dependent variable is called a decision and is de-
noted by d. The set of all attributes will be denoted by A. An example of such
a decision table is presented in Table 1.

Table 1. An example of a completely specified decision table

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad no no small
3 good no no medium
4 bad yes no medium
5 good no yes medium

Obviously, any decision table defines a function ρ that maps the set
of ordered pairs (case, attribute) into the set of all values. For example,
ρ(1, Location) = good.

Rough set theory is based on the idea of an indiscernibility relation. Let
B be a nonempty subset of the set A of all attributes. The indiscernibility
relation IND(B) is a relation on U defined for x, y ∈ U as follows

(x, y) ∈ IND(B) if and only if ρ(x, a) = ρ(y, a) for all a ∈ B.

For completely specified decision tables the indiscernibility relation IND(B)
is an equivalence relation. Equivalence classes of IND(B) are called elemen-
tary sets of B. For example, for Table 1, elementary sets of IND({Location,
Basement}) are {1}, {2}, {3, 5} and {4}.

Function ρ describing Table 1 is completely specified (total). In practice,
input data for data mining are frequently affected by missing attribute val-
ues. In other words, the corresponding function ρ is incompletely specified
(partial).

In the sequel we will assume that all decision values are specified, i.e.,
are not missing. Also, we will assume that all missing attribute values are
denoted either by ”?” or by ”*”, lost values will be denoted by ”?”, ”do not
care” conditions will be denoted by ”*”. Additionally, we will assume that for
each case at least one attribute value is specified.

Incompletely specified tables are described by characteristic relations in-
stead of indiscernibility relations. An example of an incompletely specified
table is presented in Table 2, where all missing attribute values are lost.
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Table 2. An example of an incompletely specified decision table, in which all missing
attribute values are lost

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad ? no small
3 good no ? medium
4 bad yes no medium
5 ? ? yes medium

For decision tables, in which all missing attribute values are lost, a special
characteristic relation was defined by J. Stefanowski and A. Tsoukias in [13],
see also [12], [14]. In this paper that characteristic relation will be denoted
by LV (B), where B is a nonempty subset of the set A of all attributes. For
x, y ∈ U characteristic relation LV (B) is defined as follows:

(x, y) ∈ LV (B) if and only if ρ(x, a) = ρ(y, a)
for all a ∈ B such that ρ(x, a) �= ?.

For any case x, the characteristic relation LV (B) may be presented by the
characteristic set IB(x), where

IB(x) = {y|(x, y) ∈ LV (B)}.
For Table 2, characteristic sets IA(x), where x ∈ U , are the following sets:

IA(1) = {1},
IA(2) = {2, 4},
IA(3) = {3},
IA(4) = {4}, and
IA(5) = {1, 5}.

For any decision table in which all missing attribute values are lost, char-
acteristic relation LV (B) is reflexive, but—in general—does not need to be
symmetric or transitive.

Another example of a decision table with all missing attribute values, this
time with only ”do not care” conditions, is presented in Table 3.

For decision tables where all missing attribute values are ”do not care” con-
ditions a special characteristic relation, in this paper denoted by DCC(B),
was defined by M. Kryszkiewicz in [8], see also, e.g., [9]. For x, y ∈ U charac-
teristic relation DCC(B) is defined as follows:

(x, y) ∈ DCC(B) if and only if ρ(x, a) = ρ(y, a)
or ρ(x, a) = ∗ or ρ(y, a) = ∗ for all a ∈ B.
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Table 3. An example of an incompletely specified decision table, in which all missing
attribute values are ”do not care” conditions

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad * no small
3 good no * medium
4 bad yes no medium
5 * * yes medium

Similarly, for a case x ∈ U , the characteristic relation DCC(B) may be
presented by the characteristic set JB(x), where

JB(x) = {y|(x, y) ∈ DCC(B)}.
For Table 3, characteristic sets JA(x), where x ∈ U , are the following sets:

JA(1) = {1, 5},
JA(2) = {2, 4},
JA(3) = {3, 5},
JA(4) = {2, 4}, and
JA(5) = {1, 3, 5}.

Relation DCC(B) is reflexive and symmetric but—in general—not tran-
sitive.

Table 4 presents a more general case, a decision table with missing at-
tribute values of both types: lost values and ”do not care” conditions.

Table 4. An example of an incompletely specified decision table, in which some
missing attribute values are lost and some are ”do not care” conditions

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad ? no small
3 good no ? medium
4 bad yes no medium
5 * * yes medium

In a similar way we may define a characteristic relation R(B) on U for
an incompletely specified decision table with both types of missing attribute
values: lost values and ”do not care” conditions:

(x, y) ∈ R(B) if and only if ρ(x, a) = ρ(y, a) or ρ(x, a) = ∗ orρ(y, a) = ∗
for all a ∈ B such that ρ(x, a) �= ?.
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where x, y ∈ U and B is a nonempty subset of the set A of all attributes.
For a case x, the characteristic relation R(B) may be also presented by its
characteristic set KB(x), where

KB(x) = {y|(x, y) ∈ R(B)}.
For Table 4, characteristic sets KA(x), where x ∈ U , are the following sets:

KA(1) = {1, 5},
KA(2) = {2, 4},
KA(3) = {3, 5},
KA(4) = {4}, and
KA(5) = {1, 5}.

Obviously, characteristic relations LV (B) and DCC(B) are special cases
of the characteristic relation R(B). For a completely specified decision table,
the characteristic relation R(B) is reduced to IND(B). The characteristic
relation R(B) is reflexive but—in general—does not need to be symmetric or
transitive.

3 Computing characteristic relations

The characteristic relation R(B) is known if we know characteristic sets K(x)
for all x ∈ U . Thus we may concentrate on computing characteristic sets K(x).
We need a few definitions. For completely specified decision tables if t = (a, v)
is an attribute-value pair then a block of t, denoted [t], is a set of all cases
from U that for attribute a have value v [1], [5]. For incompletely specified
decision tables the definition of a block of an attribute-value pair must be
modified. If for an attribute a there exists a case x such that ρ(x, a) =?,
i.e., the corresponding value is lost, then the case x is not included in the
block [(a, v)] for any value v of attribute a. If for an attribute a there exists
a case x such that the corresponding value is a ”do not care” condition, i.e.,
ρ(x, a) = ∗, then the corresponding case x should be included in blocks [(a, v)]
for all values v of attribute a. The characteristic set KB(x) is the intersection
of blocks of attribute-value pairs (a, v) for all attributes a from B for which
ρ(x, a) is specified and ρ(x, a) = v.

For decision table from Table 4,

[(Location, good)] = {1, 3, 5},
[(Location, bad)] = {2, 4, 5},
[(Basement, yes)] = {1, 4, 5},
[(Basement, no)] = {3, 5},
[(Fireplace, yes)] = {1, 5}, and
[(Fireplace, no)] = {2, 4}.
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Thus

KA(1) = {1, 3, 5} ∩ {1, 4, 5} ∩ {1, 5} = {1, 5},
KA(2) = {2, 4, 5} ∩ {2, 4} = {2, 4},
KA(3) = {1, 3, 5} ∩ {3, 5} = {3, 5},
KA(4) = {2, 4, 5} ∩ {1, 4, 5} ∩ {2, 4} = {4}, and
KA(5) = {1, 5}.

4 Lattice of characteristic relations

For the sake of simplicity, in this section all characteristic relations will be
defined for the entire set A of attributes instead of its subset B and we will
write R instead of R(A). By the same token, in characteristic sets KA(x), the
subscript A will be omitted.

Two decision tables with the same set U of all cases, the same attribute set
A, the same decision d, and the same specified attribute values will be called
congruent. Thus, two congruent decision tables may differ only by missing
attribute values * and ?. Decision tables from Tables 2, 3, and 4 are all pairwise
congruent.

Table 5. Decision table indistinguishable from decision table presented in Table 6

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad * no small
3 good no * medium
4 bad yes no medium
5 ? * yes medium

Table 6. Decision table indistinguishable from decision table presented in Table 5

Attributes Decision

Case Location Basement Fireplace Value

1 good yes yes high
2 bad * no small
3 good no * medium
4 bad yes no medium
5 * ? yes medium

Two congruent decision tables that have the same characteristic relations
will be called indistinguishable. For example, decision tables, presented in
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Tables 5 and 6 are indistinguishable, both have the same characteristic relation
with the following characteristic sets:

K(1) = {1},
K(2) = {2, 4},
K(3) = {3},
K(4) = {2, 4}, and
K(5) = {1, 3, 5}.

On the other hand, if the characteristic relations for two congruent de-
cision tables are different, the decision tables will be called distinguishable.
Obviously, there is 2n congruent decision tables, where n is the total number
of all missing attribute values in a decision table.

Let D1 and D2 be two congruent decision tables, let R1 and R2 be their
characteristic relations, and let K1(x) and K2(x) be their characteristic sets
for some x ∈ U , respectively. We say that R1 ≤ R2 if and only if K1(x) ⊆
K2(x) for all x ∈ U . We will use also notation that D1 ≤ D2.

For two congruent decision tables D1 and D2, D1 ≤ D2 if for every missing
attribute value ”?” in D2, say ρ2(x, a), the missing attribute value for D1 is
also ”?”, i.e., ρ1(x, a), where ρ1 and ρ2 are functions defined by D1 and D2,
respectively.

Two subsets of the set of all congruent decision tables are special: set E of
n decision tables such that every decision table from E has exactly one missing
attribute value ”?” and all remaining missing attribute values equal to ”*”
and the set F of n decision tables such that every decision table from E has
exactly one missing attribute value ”*” and all remaining missing attribute
values equal to ”?”. In our example, decision tables presented in Tables 5 and
6 belong to the set E.

Let G be the set of all characteristic relations associated with the set E
and let H be the set of all characteristic relations associated with the set F .
In our example, the set G has three elements, say R1, R2, and R3, defined by
the following family of characteristic sets K1, K2, and K3, respectively:

K1(1) = {1}, K2(2) = {2, 4}, K3(1) = {1, 5},
K1(2) = {2, 4}, K2(1) = {1, 5}, K3(2) = {2, 4},
K1(3) = {3}, K2(3) = {3, 5}, K3(3) = {3, 5},
K1(4) = {2, 4}, K2(4) = {4}, K3(4) = {2, 4},
K1(5) = {1, 3, 5}, K2(5) = {1, 3, 5}, K3(5) = {1, 5},

where R1 is the characteristic relation of the decision table D1 from Table
5, R2 is the characteristic relation of the decision table D2 congruent with
D1 and with ρ2(2, Basement) =? and all remaining missing attribute values
equal to ”*”, and R3 is the characteristic relation of the decision table D3
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Fig. 1. Diagram of the lattice of all characteristic relations

congruent with D1 and with ρ3(3, F ireplace) =? and all remaining missing
attribute values equal to ”*”.

Let D and D′ be two congruent decision tables with characteristic relations
R and R′, and with characteristic sets K(x) and K ′(x), respectively, where
x ∈ U . We define a characteristic relation R + R′ as defined by characteristic
sets K(x)∪K ′(x), for x ∈ U , and a characteristic relation R ·R′ as defined by
characteristic sets K(x)∩K ′(x). The set of all characteristic relations for the
set of all congruent tables, together with operations + and ·, is a lattice L (i.e.,
operations + and · satisfy the four postulates of idempotent, commutativity,
associativity, and absorption laws [2]).

Each characteristic relation from L can be represented (using the lat-
tice operations + and ·) in terms of characteristic relations from G (and,
similarly for H). Thus G and H are sets of generators of L. In our exam-
ple, set G, together with the operation · , generates all characteristic rela-
tions from L, except for DCC, which may be computed as R1 + R2, for
any two distinct characteristic relations R1 and R2 from G. Similarly, set
H = {R1 · R2, R1 · R3, R2 · R3}, together with the operation +, generates all
characteristic relations from L, except for LV , which may be computed as
R1 · R2, for any two distinct characteristic relations R1 and R2 from H.

A characteristic relation R1 covers another characteristic relation R2 if
and only if R1 �= R2, R1 ≥ R2, and there is no R with R1 �= R �= R2 and
R1 ≥ R ≥ R2. A diagram of the lattice L represents elements of L by circles;
the characteristic relation R1 will be placed higher than R2 if and only if
R1 ≥ R2, the circles represented by R1 and R2 are connected by a straight
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line if and only if R1 covers R2. The diagram of the lattice of all characteristic
relations for our example is presented by Figure 1.

5 Lower and upper approximations

For completely specified decision tables lower and upper approximations are
defined on the basis of the indiscernibility relation. An equivalence class of
IND(B) containing x is denoted by [x]B . Any finite union of elementary sets
of B is called a B-definable set. Let U be the set of all cases, called an universe.
Let X be any subset of U . The set X is called concept and is usually defined
as the set of all cases defined by specific value of the decision. In general, X
is not a B-definable set. However, set X may be approximated by two B-
definable sets, the first one is called a B-lower approximation of X, denoted
by BX and defined as follows

{x ∈ U |[x]B ⊆ X}.

The second set is called a B-upper approximation of X, denoted by BX
and defined as follows

{x ∈ U |[x]B ∩ X �= ∅}.

The B-lower approximation of X is the greatest B-definable set, contained
in X. The B-upper approximation of X is the least B-definable set containing
X.

For incompletely specified decision tables lower and upper approximations
may be defined in a few different ways. In this paper we suggest three differ-
ent definitions. Again, let X be a concept, let B be a subset of the set A of
all attributes, and let R(B) be the characteristic relation of the incompletely
specified decision table with characteristic sets K(x), where x ∈ U . Our first
definition uses a similar idea as in the previous articles on incompletely speci-
fied decision tables [8], [9], [12], [13], [14], i.e., lower and upper approximations
are sets of singletons from the universe U satisfying some properties. We will
call these definitions singleton. A singleton B-lower approximation of X is
defined as follows:

BX = {x ∈ U |KB(x) ⊆ X}.

A singleton B-upper approximation of X is

BX = {x ∈ U |KB(x) ∩ X �= ∅}.

In our example of the decision presented in Table 2 let us say that B = A,
hence R(A) = LV (A). Then the singleton A-lower and A-upper approxima-
tions are:
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A{1} = {1},

A{2} = ∅,
A{3, 4, 5} = {3, 4},

A{1} = {1, 5},
A{2} = {2},

A{3, 4, 5} = {2, 3, 4, 5}.
In our example of the decision presented in Table 3 let us say that B = A,

hence R(A) = DCC(A). Then the singleton A-lower and A-upper approxi-
mations are:

A{1} = ∅,

A{2} = ∅,
A{3, 4, 5} = {3}
A{1} = {1, 5},
A{2} = {2, 4},

A{3, 4, 5} = {1, 2, 3, 4, 5} = U.

The second definition uses another idea: lower and upper approximations
are unions of characteristic sets, subsets of U . We will call these definitions
subset. A subset B-lower approximation of X is defined as follows:

BX = ∪{KB(x)|x ∈ U,KB(x) ⊆ X}.

A subset B-upper approximation of X is

BX = ∪{KB(x)|x ∈ U,KB(x) ∩ X �= ∅}.

In our example of the decision table presented in Table 2 and R(A) =
LV (A), the subset A-lower and A-upper approximations are

A{1} = {1},

A{2} = ∅,
A{3, 4, 5} = {3, 4},

A{1} = {1, 5},
A{2} = {2, 4},

A{3, 4, 5} = {1, 2, 3, 4, 5} = U.
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In our example of the decision table presented in Table 3 and R(A) =
DCC(A), the subset A-lower and A-upper approximations are

A{1} = ∅,

A{2} = ∅,
A{3, 4, 5} = {3, 5}
A{1} = {1, 3, 5},
A{2} = {2, 4},

A{3, 4, 5} = {1, 2, 3, 4, 5} = U.

The next possibility is to modify the subset definition of upper approxi-
mation by replacing the universe U from the previous definition by a concept
X. A concept B-lower approximation of the concept X is defined as follows:

BX = ∪{KB(x)|x ∈ X, KB(x) ⊆ X}.

Obviously, the subset B-lower approximation of X is the same set as the
concept B-lower approximation of X. A concept B-upper approximation of
the concept X is defined as follows:

BX = ∪{KB(x)|x ∈ X, KB(x) ∩ X �= ∅} = ∪{KB(x)|x ∈ X}.

In our example of the decision presented in Table 2 and R(A) = LV (A),
the concept A-upper approximations are

A{1} = {1},

A{2} = {2, 4},
A{3, 4, 5} = {1, 3, 4, 5}.

In our example of the decision presented in Table 3 and R(A) = DCC(A),
the concept A-upper approximations are

A{1} = {1, 5},

A{2} = {2, 4},
A{3, 4, 5} = {1, 2, 3, 4, 5} = U.

Note that for completely specified decision tables, all three definitions of
lower approximations coalesce to the same definition. Also, for completely
specified decision tables, all three definitions of upper approximations coa-
lesce to the same definition. This is not true for incompletely specified de-
cision tables, as the example shows. Since any characteristic relation R(B)
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is reflexive, singleton lower and upper approximations are subsets of subset
lower and upper approximations, respectively.

Also, note that using characteristic relation LV (A), even if we are going
to use all three attributes to describe case 2, we cannot describe this case not
describing, at the same time, case 4. Thus, the set of rules describing only {2}
is the empty set. In some rule induction systems the expectation is that the
set of all possible rules, induced from an upper approximation cannot be the
empty set, so such a system may encounter an infinite loop. This situation
cannot happen to the subset or concept definitions of upper approximation.
Besides, the concept definition of upper approximation is a subset of the
subset definition of upper approximation, so the concept definition of upper
approximation is better suited for rule induction. Moreover, it better fits into
the idea that the upper approximation should be the smallest set containing
the concept.

Furthermore, some properties that hold for singleton lower and upper ap-
proximations do not hold—in general—for subset lower and upper approxi-
mations and for concept lower and upper approximations. For example, as
noted in [13], for singleton lower and upper approximations

{x ∈ U |IB(x) ⊆ X} ⊇ {x ∈ U |JB(x) ⊆ X}

and

{x ∈ U |IB(x) ∩ X �= ∅} ⊆ {x ∈ U |JB(x) ∩ X �= ∅},

where IB(x) is a characteristic set of LV (B) and JB(X) is a characteristic set
of DCC(B).

In our example, for the subset definition of A-lower approximation, X =
{3, 4, 5}, and the characteristic relation LV (A) (see Table 2)

∪{IB(x)|IB(x) ⊆ X} = {3, 4}

while for the subset definition of A-lower approximation, X = {3, 4, 5}, and
the characteristic relation DCC(A) (see Table 3)

∪{JB(x)|JB(x) ⊆ X} = {3, 5},

so neither the former set is a subset of the latter nor vice versa.

6 Rule induction

Since all characteristic sets K(x), where x ∈ U , are intersections of blocks of
attribute-value pairs, for attributes from B, and for subset and concept defi-
nitions of lower and upper approximations, lower and upper approximations
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are unions of sets of the type K(x), it is natural for rule induction to use an
algorithm based on blocks of attribute-value pairs, such as LEM2 [1], [5].

For example, for Table 2, i.e., for the characteristic relation LV (A), the
certain rules [3], induced from the concept lower A-approximations are

(Location, good) & (Basement, yes) -> (Value, high),
(Basement, no) -> (Value, medium),
(Location, bad) & (Basement, yes) -> (value, medium).

The possible rules [3], induced from the concept upper A-approximations,
for the same characteristic relation LV (A) are

(Location, good) & (Basement, yes) -> (Value, high),
(Location, bad) -> (Value, small),
(Location, good) -> (Value, medium),
(Basement, yes) -> (Value, medium),
(Fireplace, yes) -> (Value, medium).

7 Other approaches to missing attribute values

In this paper two basic approaches to missing attribute values, based on in-
terpretation of a missing attribute value as lost or a ”do not care” condition
were discussed. Even though the suggested definitions cover the situation in
which in the same decision table some missing attribute values are considered
to be lost and other are ”do not care” conditions, there exist many other
possibilities to interpret missing attribute values.

For example, for the attribute Basement from our example, we may intro-
duce a special, new value, say maybe, for case 2 and we may consider that the
missing attribute value for case 5 should be no. Neither of these two cases falls
into the category of lost values or ”do not care” conditions. Nevertheless, such
approaches may be studied using the same idea of blocks of attribute-value
pairs. More specifically, for attribute Basement, the blocks will be

[(Basement, maybe)] = {2},
[(Basement, yes)] = {1, 3}, and
[(Basement, no)} = {3, 5}.
Then we may compute a new characteristic relation, using the technique

from Section 3 and define lower and upper approximations using one of the
possibilities of Section 5, preferable concept lower and upper approximations,
and, eventually, induce certain and possible rules.

8 Conclusions

This paper discusses data with missing attribute values using rough set theory
as the main research tool. The existing two approaches to missing attribute
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values, interpreted as a lost value or as a ”do not care” condition are gener-
alized by interpreting every missing attribute value separately as a lost value
or as a ”do not care” condition. Characteristic relations are introduced to de-
scribe incompletely specified decision tables. For completely specified decision
tables any characteristic relation is reduced to an indiscernibility relation. It
is shown that the basic rough set idea of lower and upper approximations for
incompletely specified decision tables may be defined in a variety of different
ways. Some of these definitions should have preference of use for rule induc-
tion because there is a guarantee that all necessary cases will be described by
rules. Again, for completely specified decision tables, all of these definitions
of lower and upper approximations are reduced to the standard definition of
lower and upper approximations.
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Summary. Privacy-preserving data mining is an important issue in the areas of
data mining and security. In this paper, we study how to conduct association rule
mining, one of the core data mining techniques, on private data in the following
scenario: Multiple parties, each having a private data set, want to jointly conduct as-
sociation rule mining without disclosing their private data to other parties. Because
of the interactive nature among parties, developing a secure framework to achieve
such a computation is both challenging and desirable. In this paper, we present a
secure framework for multiple parties to conduct privacy-preserving association rule
mining.

Key Words:

privacy, security, association rule mining, secure multi-party computation.

1 INTRODUCTION

Business successes are no longer the result of an individual toiling in isola-
tion; rather successes are dependent upon collaboration, team efforts, and
partnership. In the modern business world, collaboration becomes especially
important because of the mutual benefit it brings. Sometimes, such a col-
laboration even occurs among competitors, or among companies that have
conflict of interests, but the collaborators are aware that the benefit brought
by such a collaboration will give them an advantage over other competitors.
For this kind of collaboration, data’s privacy becomes extremely important:
all the parties of the collaboration promise to provide their private data to
the collaboration, but neither of them wants each other or any third party to
learn much about their private data.

This paper studies a very specific collaboration that becomes more and
more prevalent in the business world. The problem is the collaborative data
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mining. Data mining is a technology that emerges as a means for identifying
patterns and trends from a large quantity of data. The goal of our studies
is to develop technologies to enable multiple parties to conduct data mining
collaboratively without disclosing their private data.

In recent times, the explosion in the availability of various kinds of data
has triggered tremendous opportunities for collaboration, in particular collab-
oration in data mining. The following is some realistic scenarios:

1. Multiple competing supermarkets, each having an extra large set of data
records of its customers’ buying behaviors, want to conduct data min-
ing on their joint data set for mutual benefit. Since these companies are
competitors in the market, they do not want to disclose too much about
their customers’ information to each other, but they know the results ob-
tained from this collaboration could bring them an advantage over other
competitors.

2. Several pharmaceutical companies, each have invested a significant amount
of money conducting experiments related to human genes with the goal
of discovering meaningful patterns among the genes. To reduce the cost,
the companies decide to join force, but neither wants to disclose too much
information about their raw data because they are only interested in this
collaboration; by disclosing the raw data, a company essentially enables
other parties to make discoveries that the company does not want to share
with others.

To use the existing data mining algorithms, all parties need to send their
data to a trusted central place (such as a super-computing center) to con-
duct the mining. However, in situations with privacy concerns, the parties
may not trust anyone. We call this type of problem the Privacy-preserving
Collaborative Data Mining (PCDM) problem. For each data mining problem,
there is a corresponding PCDM problem. Fig.1 shows how a traditional data
mining problem could be transformed to a PCDM problem (this paper only
focuses on the heterogeneous collaboration (Fig.1.c))(heterogeneous collabo-
ration means that each party has different sets of attributes. Homogeneous
collaboration means that each party has the same sets of attributes.)

Generic solutions for any kind of secure collaborative computing exist in
the literature [5]. These solutions are the results of the studies of the Secure
Multi-party Computation problem [10, 5], which is a more general form of
secure collaborative computing. However, none of the proposed generic solu-
tions is practical; they are not scalable and cannot handle large-scale data sets
because of the prohibitive extra cost in protecting data’s privacy. Therefore,
practical solutions need to be developed. This need underlies the rationale for
our research.

Data mining includes a number of different tasks, such as association rule
mining, classification, and clustering. This paper studies the association rule
mining problem. The goal of association rule mining is to discover meaningful
association rules among the attributes of a large quantity of data. For example,
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Fig. 1. Privacy Preserving Non-collaborative and Collaborative Data Mining

let us consider the database of a medical study, with each attribute represent-
ing a symptom found in a patient. A discovered association rule pattern could
be “70% of patients who are drug injection takers also have hepatitis”. This
information can be useful for the disease-control, medical research, etc. Based
on the existing association rule mining technologies, we study the Mining As-
sociation Rules On Private Data (MAP) problem defined as follows: multiple
parties want to conduct association rule mining on a data set that consist all
the parties’ private data, and neither party is willing to disclose its raw data
to other parties.

The existing research on association rule mining [1] provides the basis for
the collaborative association rule mining. However, none of those methods
satisfy the security requirements of MAP or can be trivially modified to sat-
isfy them. With the increasing needs of privacy-preserving data mining, more
and more people are interested in finding solutions to the MAP problem.
Vaidya and Clifton proposed a solution [7] for two parties to conduct privacy-
preserving association rule mining. However, for the general case where more
than two parties are involved, the MAP problem presents a much greater
challenge.

The paper is organized as follows: The related work is discussed in Sec-
tion 2. We describe the association rule mining procedure in Section 3. We
then formally define our proposed secure protocol in Section 4. In Section 5,
we conduct security and communication analysis. We give our conclusion in
Section 6.
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2 RELATED WORK

2.1 Secure Multi-party Computation

Briefly, a Secure Multi-party Computation (SMC) problem deals with com-
puting any function on any input, in a distributed network where each par-
ticipant holds one of the inputs, while ensuring that no more information is
revealed to a participant in the computation than can be inferred from that
participant’s input and output. The SMC problem literature was introduced
by Yao [10]. It has been proved that for any function, there is a secure multi-
party computation solution [5]. The approach used is as follows: the function
F to be computed is first represented as a combinatorial circuit, and then the
parties run a short protocol for every gate in the circuit. Every participant
gets corresponding shares of the input wires and the output wires for every
gate. This approach, although appealing in its generality and simplicity, is
highly impractical.

2.2 Privacy-preservation Data Mining

In the early work on such a privacy-preserving data mining problem, Lindell
and Pinkas [8] propose a solution to the privacy-preserving classification prob-
lem using the oblivious transfer protocol, a powerful tool developed through
the secure multi-party computation studies. Another approach for solving
the privacy-preserving classification problem was proposed by Agrawal and
Srikant [9]. In their approach, each individual data item is perturbed and
the distributions of the all data is reconstructed at an aggregate level. The
technique works for those data mining algorithms that use the probability dis-
tributions rather than individual records. In [7], a solution to the association
mining problem for the case of two parties was proposed. In [3], a procedure is
provided to build a classifier on private data, where a semi-trusted party was
employed to improve the performance of communication and computation. In
this paper, we also adopt the model of the semi-trusted party because of the
effectiveness and usefulness it brings and present a secure protocol allowing
computation to be carried out by the parties.

3 MINING ASSOCIATION RULES ON PRIVATE
DATA

Since its introduction in 1993 [1], the association rule mining has received
a great deal of attention. It is still one of most popular pattern-discovery
methods in the field of knowledge discovery. Briefly, an association rule is an
expression X ⇒ Y , where X and Y are sets of items. The meaning of such rules
is as follows: Given a database D of records, X ⇒ Y means that whenever
a record R contains X then R also contains Y with certain confidence. The
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rule confidence is defined as the percentage of records containing both X and
Y with regard to the overall number of records containing X. The fraction
of records R supporting an item X with respect to database D is called the
support of X.

3.1 Problem Definition

We consider the scenario where multiple parties, each having a private data
set (denoted by D1, D2, · · ·, and Dn respectively), want to collaboratively con-
duct association rule mining on the union of their data sets. Because they are
concerned about their data’s privacy, neither party is willing to disclose its raw
data set to others. Without loss of generality, we make the following assump-
tions on the data sets. The assumptions can be achieved by pre-processing
the data sets D1, D2, · · ·, and Dn, and such a pre-processing does not require
one party to send its data set to other parties. (In this paper, we consider
applications where the identifier of each data record is recorded. In contrast,
for transactions such as the supermarket-buying, customers’ IDs may not be
needed. The IDs and the names of attributes are known to all parties during
the joint computation. A data record used in the joint association rule mining
has the same ID in different databases.)

1. D1, D2, · · · and Dn are binary data sets, namely they only contain 0’s and
1’s, where n is the total number of parties. (Our method is applicable to
attributes that are of non-binary value. An attribute of non-binary value
will be converted to a binary representation. Detailed implementation
includes discretizing and categorizing attributes that are of continuous or
ordinal values.)

2. D1, D2, · · · and Dn contain the same number of records. Let N denote
the total number of records for each data set.

3. The identities of the ith (for i ∈ [1, N ]) record in D1, D2, · · · and Dn are
the same.

Mining Association Rules On Private Data problem:

Party 1 has a private data set D1, party 2 has a private data set D2, · · · and
party n has a private data set Dn. The data set [D1∪D2∪· · ·∪Dn] is the union
of D1, D2, · · · and Dn (by vertically putting D1, D2, · · · and Dn together so
that the concatenation of the ith row in D1, D2, · · · and Dn becomes the ith
row in [D1 ∪ D2 ∪ · · · ∪ Dn]). The n parties want to conduct association rule
mining on [D1 ∪ D2 ∪ · · · ∪ Dn] and to find the association rules with support
and confidence being greater than the given thresholds. We say an association
rule (e.g., xi ⇒ yj) has confidence c% in the data set [D1 ∪ D2 ∪ · · · ∪ Dn]
if in [D1 ∪ D2 ∪ · · · ∪ Dn] c% of the records which contain xi also contain yj

(namely, c% = P (yj | xi)). We say that the association rule has support s%
in [D1 ∪D2 ∪ · · · ∪Dn] if s% of the records in [D1 ∪D2 · · · ∪Dn] contain both
xi and yj (namely, s% = P (xi ∩ yj)).
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3.2 Association Rule Mining Procedure

The following is the procedure for mining association rules on [D1 ∪ D2 · · ·
∪ Dn].

1. L1 = large 1-itemsets
2. for (k = 2; Lk−1 �= φ; k++) do begin
3. Ck = apriori-gen(Lk−1)
4. for all candidates c ∈ Ck do begin
5. Compute c.count \ \ We will show how to compute it in

Section 3.3
6. end
7. Lk = {c ∈ Ck|c.count ≥ min-sup}
8. end
9. Return L = ∪kLk

The procedure apriori-gen is described in the following (please also see [6]
for details).

apriori-gen(Lk−1: large (k-1)-itemsets)

1. for each itemset l1 ∈ Lk−1 do begin
2. for each itemset l2 ∈ Lk−1 do begin
3. if ((l1[1] = l2[1]) ∧ (l1[2] = l2[2]) ∧ · · · ∧ (l1[k − 1] = l2[k − 1]) ∧

(l1[k − 1] < l2[k − 1])){
4. then c = l1 join l2
5. for each (k-1)-subset s of c do begin
6. if s /∈ Lk−1

7. then delete c
8. else add c to Ck

9. end
10. }
11. end
12. end
13. return Ck

3.3 How to compute c.count

If all the candidates belong to the same party, then c.count, which refers
to the frequency counts for candidates, can be computed by this party. If
the candidates belong to different parties, they then construct vectors for
their own attributes and apply our number product protocol, which will be
discussed in Section 4, to obtain the c.count. We use an example to illustrate
how to compute c.count among three parties. Party 1, party 2 and party 3
construct vectors X, Y and Z for their own attributes respectively. To obtain
c.count, they need to compute

∑N
i=1 X[i] · Y [i] · Z[i] where N is the total

number of values in each vector. For instance, if the vectors are as depicted in
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Fig.2, then
∑N

i=1 X[i] · Y [i] · Z[i] =
∑5

i=1 X[i] · Y [i] · Z[i] = 3. We provide an
efficient protocol in Section 4 for the parties to compute this value without
revealing their private data to each other.

Drug Injection Taker                        Hepatitis                               Credit Rating 

 Yes                                         Have                                        Bad

No                                          Have                                        Good

Yes                                         Have                                        Bad

Yes                                         Have                                        Bad

1                                             1                                               1

 0                                              1                                               0

X                                              Y                                              Z1                                             1                                               1

 1                                              1                                               1

1                                             0                                               0

   Alice                                       Bob                                       Carol

Yes                                        Haven’t                                     Good

Vector Construction

Fig. 2. Raw Data For Alice, Bob and Carol

4 BUILDING BLOCK

How two or multiple parties jointly compute c.count without revealing their
raw data to each other is the challenge that we want to address. The number
product protocol described in this section is the main technical tool used
to compute it. We will describe an efficient solution of the number product
protocol based on a commodity server, a semi-trusted party.

Our building blocks are two protocols: The first protocol is for two parties
to conduct the multiplication operation. This protocol differs from [3] in that
we consider the product of numbers instead of vectors. Since vector product
can only applied for two vectors, it cannot deal with the computation involved
in multiple parties where more than two vectors may participate in the com-
putation. The second protocol, with the first protocol as the basis, is designed
for the secure multi-party product operation.

4.1 Introducing The Commodity Server

For performance reasons, we use an extra server, the commodity server [2]
in our protocol. The parties could send requests to the commodity server and
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receive data (called commodities) from the server, but the commodities must
be independent of the parties’ private data. The purpose of the commodities
is to help the parties conduct the desired computations.

The commodity server is semi-trusted in the following senses: (1) It should
not be trusted; therefore it should not be possible to derive the private in-
formation of the data from the parties; it should not learn the computation
result either. (2) It should not collude with all the parties. (3) It follows the
protocol correctly. Because of these characteristics, we say that it is a semi-
trusted party. In the real world, finding such a semi-trusted party is much
easier than finding a trusted party.

As we will see from our solutions, the commodity server does not partici-
pate in the actual computation among the parties; it only supplies commodi-
ties that are independent of the parties’ private data. Therefore, the server can
generate independent data off-line beforehand, and sell them as commodities
to the prover and the verifier (hence the name “commodity server”).

4.2 Secure Number Product Protocol

Let’s first consider the case of two parties where n = 2 (more general cases
where n ≥ 3 will be discussed later). Alice has a vector X and Bob has a vector
Y . Both vectors have N elements. Alice and Bob want to compute the product
between X and Y such that Alice gets

∑N
i=1 Ux[i] and Bob gets

∑N
i=1 Uy[i],

where
∑N

i=1 Ux[i] +
∑N

i=1 Uy[i] =
∑N

i=1 X[i] · Y [i] = X ·Y . Uy[i] and Ux[i] are
random numbers. Namely, the scalar product of X and Y is divided into two
secret pieces, with one piece going to Alice and the other going to Bob. We
assume that random numbers are generated from the integer domain.

Secure Two-party Product Protocol

Protocol 1 (Secure Two-party Product Protocol)

1. The Commodity Server generates two random numbers Rx[1] and Ry[1]
, and lets rx[1] + ry[1] = Rx[1] · Ry[1], where rx[1] (or ry[1]) is a ran-
domly generated number. Then the server sends (Rx[1], rx[1]) to Alice,
and (Ry[1], ry[1]) to Bob.

2. Alice sends X̂[1] = X[1] + Rx[1] to Bob.
3. Bob sends Ŷ [1] = Y [1] + Ry[1] to Alice.
4. Bob generates a random number Uy[1], and computes X̂[1] ·Y [1]+(ry[1]−

Uy[1]), then sends the result to Alice.
5. Alice computes (X̂[1] · Y [1] + (ry[1] − Uy[1])) − (Rx[1] · Ŷ [1]) + rx[1] =

X[1]·Y [1]−Uy[1]+(ry[1]−Rx[1]·Ry[1]+rx[1]) = X[1]·Y [1]−Uy[1] = Ux[1].
6. Repeat step 1-5 to compute X[i] · Y [i] for i ∈ [2, N ]. Alice then gets

∑N
i=1 Ux[i] and Bob gets

∑N
i=1 Uy[i].
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The bit-wise communication cost of this protocol is 7 ∗ M ∗ N , where
M is the maximum bits for the values involved in our protocol. The cost is
approximately 7 times of the optimal cost of a two-party scalar product (the
optimal cost of a scalar product is defined as the cost of conducting the product
of X and Y without the privacy constraints, namely one party simply sends
its data in plain to the other party). The cost can be decreased to 3 ∗ M ∗ N
if the commodity server just sends seeds to Alice and Bob since the seeds can
be used to generate a set of random numbers.

Secure Multi-party Product Protocol

We have discussed our protocol of secure number product for two parties.
Next, we will consider the protocol for securely computing the number product
for multiple parties. For simplicity, we only describe the protocol when n = 3.
The protocols for the cases when n > 3 can be similarly derived. Our concern
is that similarly derived solution may not be efficient when the number of
parties is large, and more efficient solution is still under research. Without
loss of generality, let Alice has a private vector X and a randomly generated
vector Rx, Bob has a private vector Y and a randomly generated vector Ry

and let Ry[i] = R′
y[i] + R′′

y [i] for i ∈ [1, N ] and Carol has a private vector
Z and a randomly generated vector Rz. First, we let the parties hide these
private numbers by using their respective random numbers, then conduct the
product for the multiple numbers.

T [1] = (X[1] + Rx[1]) ∗ (Y [1] + Ry[1]) ∗ (Z[1] + Rz[1])

= X[1]Y [1]Z[1] + X[1]Ry[1]Z[1] + Rx[1]Y [1]Z[1]
+Rx[1]Ry[1]Z[1] + X[1]Y [1]Rz[1] + X[1]Ry[1]Rz[1]
+Rx[1]Y [1]Rz[1] + Rx[1]Ry[1]Rz[1]

= X[1]Y [1]Z[1] + X[1]Ry[1]Z[1] + Rx[1]Y [1]Z[1]
+Rx[1]Ry[1]Z[1] + X[1]Y [1]Rz[1] + X[1]Ry[1]Rz[1]
+Rx[1]Y [1]Rz[1] + Rx[1](R′

y[1] + R′′
y [1])Rz[1]

= X[1]Y [1]Z[1] + X[1]Ry[1]Z[1] + Rx[1]Y [1]Z[1]
+Rx[1]Ry[1]Z[1] + X[1]Y [1]Rz[1] + X[1]Ry[1]Rz[1]
+Rx[1]Y [1]Rz[1] + Rx[1]R′

y[1]Rz[1] + Rx[1]R′′
y [1]Rz[1]

= X[1]Y [1]Z[1] + (X[1]Ry[1] + Rx[1]Y [1] + Rx[1]Ry[1])Z[1]
+(X[1]Y [1] + X[1]Ry[1] + Rx[1]Y [1] + Rx[1]R′

y[1])Rz[1]
+Rx[1]R′′

y [1]Rz[1] = T0[1] + T1[1] + T2[1] + T3[1],

where



222 Justin Zhan, LiWu Chang, and Stan Matwin

T0[1] = X[1]Y [1]Z[1],
T1[1] = (X[1]Ry[1] + Rx[1]Y [1] + Rx[1]Ry[1])Z[1],
T2[1] = (X[1]Y [1] + X[1]Ry[1] + Rx[1]Y [1] + Rx[1]R′

y[1])Rz[1],
T3[1] = Rx[1]R′′

y [1]Rz[1].

T0[1] is what we want to obtain. To compute T0[1], we need to know T [1],
T1[1], T2[1] and T3[1]. In this protocol, we let Alice get T [1], Bob get T3[1]
and Carol get T1[1] and T2[1]. Bob separates Ry[1] into R′

y[1] and R′′
y [1]. If

he fails to do so, then his data might be disclosed during the computation of
these terms.

To compute T1[1] and T2[1], Alice and Bob can use Protocol 1 to compute
X[1]Ry[1], Rx[1]Y [1], Rx[1]Ry[1], X[1]Y [1] and Rx[1]R′

y[1]. Thus, according to
Protocol 1, Alice gets Ux[1], Ux[2], Ux[3], Ux[4] and Ux[5] and Bob gets Uy[1],
Uy[2], Uy[3], Uy[4] and Uy[5]. Then they compute (X[1]Ry[1] + Rx[1]Y [1] +
Rx[1]Ry[1]) and (X[1]Y [1]+X[1]Ry[1]+Rx[1]Y [1]+Rx[1]R′

y[1]) and send the
results to Carol who can then compute T1[1] and T2[1]. Note that X[1]Ry[1] =
Ux[1]+Uy[1], Rx[1]Y [1] = Ux[2]+Uy[2], Rx[1]Ry[1] = Ux[3]+Uy[3], X[1]Y [1] =
Ux[4] + Uy[4] and Rx[1]R′

y[1] = Ux[5] + Uy[5].
To compute T3[1], Alice and Carol use Protocol 1 to compute Rx[1]Rz[1],

then send the results to Bob who can then compute T3[1].
To compute T[1], Bob sends Y [1] + Ry[1] to Alice and Carol sends Z[1] +

Rz[1] to Alice.
Repeat the above process to compute T [i], T1[i], T2[i], T3[i] and T0[i] for i ∈

[2, N ]. Then, Alice has
∑N

i=1 T [i], Bob has
∑N

i=1 T3[i] and Carol has
∑N

i=1 T1[i]
and

∑N
i=1 T2[i]. Finally, we achieve the goal and obtain

∑N
i=1 X[i]Y [i]Z[i] =

∑N
i=1 T0[i] =

∑N
i=1 T [i] − ∑N

i=1 T1[i] −
∑N

i=1 T2[i] −
∑N

i=1 T3[i].

Protocol 2 (Secure Multi-party Product Protocol)
Step I: Random Number Generation

1. Alice generates a random number Rx[1].
2. Bob generates two random numbers R′

y[1] and R′′
y [1].

3. Carol generates a random number Rz[1].

Step II: Collaborative Computing
Sub-step 1: To Compute T [1]

1. Carol computes Z[1] + Rz[1] and sends it to Bob.
2. Bob computes Y [1] + Ry[1] and sends it to Alice.
3. Alice computes T [1] = (X[1] + Rx[1]) ∗ (Y [1] + Ry[1]) ∗ (Z[1] + Rz[1]).

Sub-step 2: To Compute T1[1] and T2[1]

1. Alice and Bob use Protocol 1 to compute X[1] ·Ry[1], Rx[1] · Y [1], Rx[1] ·
Ry[1], X[1] ·Y [1] and Rx[1] ·R′

y[1]. Then Alice obtains Ux[1], Ux[2], Ux[3],
Ux[4] and Ux[5] and Bob obtains Uy[1], Uy[2], Uy[3], Uy[4] and Uy[5].
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2. Alice sends (Ux[1] + Ux[2] + Ux[3]) and (Ux[4] + Ux[1] + Ux[2] + Ux[5]) to
Carol.

3. Bob sends (Uy[1] + Uy[2] + Uy[3]) and (Uy[4] + Uy[1] + Uy[2] + Uy[5]) to
Carol.

4. Carol computes
T1[1] = (X[1] · Ry[1] + Rx[1] · Y [1] + Rx[1] · Ry[1]) · Z[1], and
T2[1] = (X[1] · Y [1] + X[1] · Ry[1] + Rx[1] · Y [1] + Rx[1] · R′

y[1]) · Rz[1].

Sub-step 3: To Compute T3[1]

1. Alice and Carol use Protocol 1 to compute Rx[1] · Rz[1] and send the
values they obtained from the protocol to Bob.

2. Bob computes T3[1] = R′′
y [1] · Rx[1] · Rz[1].

Step III: Repeating

1. Repeat the Step I and Step II to compute T [i], T1[i], T2[i] and T3[i] for
i ∈ [2, N ].

2. Alice then gets
[a] =

∑N
i=1 T [i] =

∑N
i=1(X[i] + Rx[i]) ∗ (Y [i] + Ry[i]) ∗ (Z[i] + Rz[i]).

3. Bob gets
[b] =

∑N
i=1 T3[i] =

∑N
i=1(Y [i] + Ry[i]) ∗ (Z[i] + Rz[i]).

4. Carol gets
[c] =

∑N
i=1 T1[i] =

∑N
i=1(X[i] ·Ry[i] +Rx[i] ·Y [i] +Rx[i] ·Ry[i]) ·Z[i], and

[d] =
∑N

i=1 T2[i] =
∑N

i=1(X[i] · Y [i] + X[i] · Ry[i] + Rx[i] · Y [i] + Rx[i] ·
R′

y[i]) · Rz[i].
Note that

∑N
i=1 X[i] · Y [i] · Z[i] =

∑N
i=1 T0[i] = [a] − [b] − [c] − [d].

Theorem 1. Protocol 1 is secure such that Alice cannotlearn Y and Bob can-
not learn X either.

Proof. The number X̂[i] = X[i] + Rx[i] is all what Bob gets. Because of the
randomness and the secrecy of Rx[i], Bob cannot find out X[i]. According to
the protocol, Alice gets (1) Ŷ [i] = Y [i] + Ry[i], (2) Z[i] = X̂[i] ·Y [i] + (ry[i]−
Uy[i]), and (3) rx[i], Rx[i], where rx[i] + ry[i] = Rx[i] · Ry[i]. We will show
that for any arbitrary Y ′[i], there exists r′y[i], R′

y[i] and U ′
y[i] that satisfies the

above equations. Assume Y ′[i] is an arbitrary number. Let R′
y[i] = Ŷ [i]−Y ′[i],

r′y[i] = Rx[i] ·Ry[i]− rx[i], and U ′
y[i] = X̂[i] ·Y ′[i] + r′y[i]. Therefore, Alice has

(1) Ŷ [i] = Y ′[i] + R′
y[i], (2) Z[i] = X̂[i] · Y ′[i] + (r′y[i] − U ′

y[i]) and (3) rx[i],
Rx[i], where rx[i] + r′y[i] = Rx[i] · R′

y[i]. Thus, from what Alice learns, there
exists infinite possible values for Y [i]. Therefore, Alice cannot know Y and
neither can Bob know X.

Theorem 2. Protocol 2 is secure such that Alice cannot learn Y and Z, Bob
cannot learn X and Z, and Carol cannot learn X and Y .
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Proof. According to the protocol, Alice obtains
(1) (Y [i] + Ry[i]), and (2)(Z[i] + Rz[i]).
Bob gets Rx[i] · Rz[i].
Carol gets
(1) (X[i] · Ry[i] + Rx[i] · Y [i] + Rx[i] · Ry[i]) and
(2) (X[i] · Y [i] + X[i] · Ry[i] + Rx[i] · Y [i] + Rx[i] · R′

y[i]).

Since Rx[i], Ry[i](= (R′
y[i] + R′′

y [i])) and Rz[i] are arbitrary random num-
bers. From what Alice learns, there exists infinite possible values for Y [i] and
Z[i]. From what Bob learns, there also exists infinite possible values for Z[i].
From what Carol learns, there still exists infinite possible values for X[i] and
Y [i].

Therefore, Alice cannot learn Y and Z, Bob cannot learn X and Z, and
Carol cannot learn X and Y either.

5 ANALYSIS

5.1 Security analysis

Malicious Model Analysis

In this paper, our algorithm is based on the semi-honest model, where all
the parties behave honestly and cooperatively during the protocol execution.
However, in practice, one of the parties (e.g., Bob) may be malicious in that
it wants to gain true values of other parties’ data by purposely manipulating
its own data before executing the protocols. For example, in Protocol 1 Bob
wants to know whether X[i] = 1 for some i. He may make up a set of numbers
with all, but the ith, values being set to 0’s (i.e., Y [i] = 1 and Y [j] = 0 for
j �= i). According to Protocol 1, if Bob obtains

∑N
i=1 Ux[i] +

∑N
i=1 Uy[i],

indicating the total number of counts for both X and Y being 1, then Bob
can know that X[i] is 0 if the above result is 0 and X[i] is 1 if the above
result is 1. To deal with this problem, we may randomly select a party to
hold the frequency counts. For example, let’s consider the scenario of three
parties. Without loss of generality, we assume Bob is a malicious party. The
chance that Bob gets chosen to hold the frequency counts is 1

3 . We consider
the following two cases.( Assume that the probability of samples in a sample
space are equally likely.)

1. Make a correct guess of both Alice’s and Carol’s values.
If Bob is not chosen to hold the frequency counts, he then chooses to
randomly guess and the probability for him to make a correct guess is
1
4 . In case Bob is chosen, if the product result is 1 (with the probability
of 1

4 ), he then concludes that both Alice and Carol have value 1; if the
product result is 0 (with the probability of 3

4 ), he would have a chance of
1
3 to make a correct guess. Therefore, we have 2

3 ∗ 1
4 + 1

3 ( 1
4 + 3

4 ∗ 1
3 ) ≈ 33%.
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Note that the chance for Bob to make a correct guess, without his data
being purposely manipulated, is 25%.

2. Make a correct guess for only one party’s (e.g., Alice) value.
If Bob is not chosen to hold the frequency counts, the chance that his
guess is correct is 1

2 . In case Bob is chosen, if the product result is 1, he
then knows the Alice’s value with certainty; if the result is 0, there are
two possibilities that need to be considered: (1) if Alice’s value is 0, then
the chance that his guess is correct is 2

3 ; (2) if Alice’s value is 1, then the
chance that his guess is correct is 1

3 . Therefore, we have 2
3 ∗ 1

2 + 1
3 ( 1

4 +
3
4 ( 2

3 ∗ 2
3 + 1

3 ∗ 1
3 )) ≈ 56%. However, if Bob chooses to make a random guess,

he then has 50% of chance to be correct.

It can be shown that the ratio for Bob to make a correct guess with/without
manipulating his data in case 1 is (n+1)/n and in case 2 is approaching 1 with
an exponential rate of n (≈ 2−(n−1)), where n is the number of parties. The
probability for a malicious party to make a correct guess about other parties’
values decreases significantly as the number of parties increases.

How to deal with information disclosure by the inference from the
results

Assume the association rule, DrugInjection ⇒ Hepatitis, is what we get
from the collaborative association rule mining, and this rule has 99% con-
fidence level (i.e., P (Hepatitis|DrugInjection) = 0.99). Now given a data
item item1 with Alice:(Drug-Injection), Alice can figure out Bob’s data (i.e.,
Bob:(Hepatitis) is in item1) with confidence 99% (but not vice versa). Such
an inference problem exists whenever the items of the association rule is small
and its confidence measure is high. To deal with the information disclosure
through inference, we may enforce the parties to randomize their data as in
[4] with some probabilities before conducting the association rule mining.

How to deal with the repeat use of protocol

A malicious party (e.g., Bob) may ask to run the protocol multiple times
with different set of values at each time by manipulating his Uy[.] value. If
other parties respond with honest answers, then this malicious party may
have chance to obtain actual values of other parties. To avoid this type of
disclosure, constraints must be imposed on the number of repetitions.

5.2 Communication Analysis

There are three sources which contribute to the total bit-wise communication
cost for the above protocols: (1) the number of rounds of communication to
compute the number product for a single value (denoted by NumRod); (2) the
maximum number of bits for the values involved in the protocols (denoted by
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M); (2) the number of times (N) that the protocols are applied. The total cost
can be expressed by NumRod ∗M ∗N where NumRod and M are constants
for each protocol. Therefore the communication cost is O(N). N is a large
number when the number of parties is big since N exponentially increases as
the number of parties expands.

6 CONCLUDING REMARKS

In this paper, we consider the problem of privacy-preserving collaborative
data mining with inputs of binary data sets. In particular, we study how
multiple parties to jointly conduct association rule mining on private data.
We provided an efficient association rule mining procedure to carry out such
a computation. In order to securely collecting necessary statistical measures
from data of multiple parties, we have developed a secure protocol, namely
the number product protocol, for multiple-party to jointly conduct their de-
sired computations. We also discussed the malicious model and approached it
by distributing the measure of frequency counts to different parties, and sug-
gested the use of the randomization method to reduce the inference of data
disclosure.

In our future work, we will extend our method to deal with non-binary
data sets. We will also apply our technique to other data mining computations,
such as privacy-preserving clustering.
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Symbolic knowledge representation is crucial for successful knowledge 
extraction and consequently for successful data mining. Therefore decision 
trees and association rules are most commonly used symbolic knowledge 
representations. Often some sorts of purity measures are used to identify 
relevant knowledge in data. Selection of appropriate purity measure can 
have important impact on quality of extracted knowledge. In this paper a 
novel approach for combining purity measures and thereby altering 
background knowledge of extraction method is presented. An extensive 
case study on 42 UCI databases using heuristic decision tree induction as 
knowledge extraction method is also presented.  

Introduction

An important step in the successful data mining process is to select appro-
priate attributes, which may have significant impact on observed phenom-
ena, before collecting the data.  This step introduces an important part of 
knowledge about the problem in database and therefore represents back-
ground knowledge of the database. However, the knowledge extraction 
method used in the data mining process also includes some predefined 
background knowledge about the method algorithm, which in the entry 
uses the background knowledge of the database (its attributes, their types 
and definition domain) and the data collected. 

Background knowledge of knowledge extraction method is usually hard 
coded into the induction algorithm and depends on its target knowledge 
representation. 
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Generally knowledge extraction methods can be divided into search 
space methods that use some sort of non-deterministic algorithm and heu-
ristic methods that use heuristic function to accomplish goal. Heuristic 
function is therefore an important part of background knowledge of 
knowledge extraction method. For decision tree and rule induction meth-
ods this heuristics are named (im)purity measures. Since induction algo-
rithm for decision trees and rules is commonly fixed, the only tunable pa-
rameters that can adjust background knowledge are the selection of purity 
measure and discretization method. In this paper the main focus is on im-
pact of purity measures on induction method although also different dis-
cretization methods are applied.  We introduce new hybrid purity measures 
that change background knowledge of induction method. Hybrid purity 
measures are composed out of most commonly used single purity meas-
ures. In order to demonstrate the effectiveness of newly introduced hybrid 
purity measures, a comparison to its single components is performed on 42 
UCI databases. We also study the impact of boosting to hybrid and com-
monly used single purity measures as an alternative (second opinion) 
knowledge. Additionally the effect of pruning is considered. The paper is 
focused on the use of purity measures on induction of decision trees, how-
ever our findings are not limited only to decision trees and can be applied 
also in other knowledge extraction methods like rule extraction method, 
discretization method, etc.  

Heuristic induction of decision tree

Decision tree is a hierarchical knowledge representation consisting of tests 
in inner nodes and their consequences in leafs. Tests define specific attrib-
utes and values, representing the inherent knowledge hidden in a database. 
Since tests and thereafter the extracted knowledge depends mainly on a se-
lected purity measure, the relation purity measure – knowledge is very im-
portant and we study and analyze it very profoundly in the present paper. 
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Decision tree induction 

Greedy top-down decision tree induction is a commonly used method. 
Starting with an empty tree and the entire training set the following algo-
rithm is applied until no more splits are possible: 

A new sample is thus dropped down the decision tree from the root of 
the tree to a single leaf node. As a consequence, the instance space is parti-
tioned into mutually exclusive and exhaustive regions, one for each leaf. 
The number of leafs is therefore a good measure for complexity of the de-
cision tree. A quality of induced decision tree is then tested on unseen test-
ing instances and described with average total and average class accuracy. 
Since average total accuracy can be very misleading for assessing a reli-
ability of induced decision trees in our experiments we focused mostly on 
average class accuracy. 

Discretization methods 

The values of the attributes can be nominal or discrete, but all nominal 
attributes have to be mapped into discrete space.  Thereafter one of the 
most often addressed issues in building a decision tree is dealing with 

A greedy decision tree induction algorithm: 
1. If all training samples at the current node t belong to the same 

class c, create a leaf node with a class c.
2.Otherwise, for each attribute compute its purity with a respect to 

the class attribute using a purity measure. 
3.Select the attribute Ai with the highest value of purity measure 

with a respect to the discretization as the test at the current node.
4.Divide the training samples into separate sets, so that within a set 

all samples have the same value of Ai using selected discretiza-
tion. Create as many child nodes as there are distinct values of Ai.

5.Label edges between the parent and the child nodes with out-
comes of Ai and partition the training samples into the child 
nodes.

6.  A child node is said to be "pure" if all the training samples at the 
node belong to the same class.  

7.Repeat the previous steps on all impure child nodes. 
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often addressed issues in building a decision tree is dealing with continu-
ous (numeric) attributes. Continuous attributes must be replaced by dis-
crete attributes, where each of discrete values corresponds to a subinterval 
of the continuous attribute. Finding lower and upper limits of those subin-
tervals is therefore a task that must be performed before the attribute can 
be used.  Those limits have to be chosen very carefully to preserve all the 
information contained in the attribute. Consequently the very method of 
discretization we choose can have an important impact on the quality of 
induced decision tree. 

In this research nodal discretization was used. Thus in every decision 
tree node all continuous attributes are mapped into discrete values using 
only the instances that are available at that node. In each node all possible 
discretization methods are considered and the discretization method with 
the highest value of purity measure is then selected for the test. 

Following methods of nodal discretization are considered:   

Nodal equidistant discretization is the most simple way of splitting the 
interval into equidistant subintervals. This approach has proved to be 
surprisingly good when used as nodal discretization. The drawback of 
this discretization is that it does not consider the nature of the attribute, 
neither it considers the distribution of training samples. 
Nodal threshold discretization splits the interval into two subintervals by 
determining a threshold with the help of information gain function and 
training samples. The drawback of this approach is that it tries to picture 
the world just as “black or white”, since it always splits the interval into 
two subintervals.  
Nodal dynamic discretization first splits the interval into many subinter-
vals, so that every training sample’s value has its own subinterval. In the 
second step it merges together smaller subintervals that are labeled with 
the same outcome into larger subintervals. In each of the following steps 
three subintervals are merged together: two “stronger” subintervals with 
one “weak” interval, where “weak” interval lies between those two 
“strong” subintervals. Here “strong” and “weak” applies to number of 
training samples in the subinterval tree. In comparison to previous two 
approaches the dynamic discretization returns more ‘natural’ subinter-
vals, which in most instances results in better and smaller decision trees. 
For quality assessment of dynamic discretization commonly purity 
measure is used. 
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Single purity measures 

As described in a previous section purity measures have a central role in 
the heuristic knowledge extraction methods. In this section we introduce 
four of the most popular purity measures that were used in our experi-
ments. Before we proceed let us define the terminology. 

Let S be the whole training set described with A attributes and C classes. 
Let V be the number of values of a given attribute respectively. Let T de-
note available tests in specific inner node. Let n denote the number of 
training instances, ni. the number of training instances from class Ci, n.j the 
number of instances with j-th value of a given attribute and nij the number 
of instances from class Ci with a j-th value of a given attribute. Let further 
pij = nij/n.., pi. = ni./n..,  p.j = n.j/n..,  and  pi|j =nij/n.j  denote the probabilities 
from the training set. 

Information gain, information gain ratio 

One of the first and most commonly used purity measures, which was al-
ready used in Quinlan's ID3 algorithm [1], is the information gain. It is 
based on Shannon’s entropy from information theory [2], which has its 
origins in thermodynamics and statistical physics. In the latter entropy 
represents the degree of disorder in a substance or system. Similarly, en-
tropy in information theory measures the uncertainty of a message as an 
information source. The more information contains the message, the 
smaller the value of the entropy.  

Let EC, ET, ECT denote the entropy of class distribution, the entropy of 
the values of a given test and the entropy of the joint distribution class - 
test outcome:  

i
iiC ppE .2. log

j
jjT ppE .2. log      

i j
ijijCT ppE 2log       

The expected entropy of the class distribution with regard to test T is de-
fined as

TCTTC EEE | .
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When compared to the entropy EC of the class distribution, the EC|T
gives the reduction of the entropy (the gain of information) to be expected 
when the test T is selected for the inner node. Hence the information gain 
Igain is defined as  

TCCgain EETI |)( .

Therefore, in every inner node test that yields the highest value of Igain is 
selected.  

As information gain shows a strong bias towards the multi-valued test, 
Quinlan introduced the information gain ratio in C4.5, which is defined as 

T

gain
gainratio E

TI
TI

)(
)( .

Dividing the information gain by the entropy of the test outcome distri-
bution strongly reduces the bias towards the multi-valued tests [3].  

Gini index 

Another well-known purity measure is Gini index that has been also used 
for tree induction in statistics by Breiman et al. [4] (i.e. CART). It is de-
fined as: 

j i i
ijij pppTGini 2
.

2
|.)( .

The test yielding the highest value of Gini index is selected for the inner 
node. It emphasizes equal sized offspring and purity of both children. Bre-
iman et al. also pointed out that Gini index has difficulties when the class 
attribute has relatively large number of classes.  

Chi-Square goodness-of-fit 

Different types of chi-square tests [5] are frequently used for significance 
testing in statistics.
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The chi-square goodness-of-fit test is used to test if an observed distri-
bution conforms to any other distribution, such as one based on theory 
(exp. normal distribution) or one based on some known distribution.  

It compares the expected frequency eij with the observed frequency nij of 
instances from class Ci with a j-th value of a given test [6]. More specifi-
cally, 

i j ij
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Clearly a larger value of 2 indicates that the test is more pure. Just as 
for information gain and gini index the test with the highest value of 2 is 
selected for the node.

J-measure

J-measure was introduced by Smyth and Goodman [7] as an informatics 
theoretic means of quantifying the information content of the rule.  

The Jj-measure or cross-entropy is appropriate for selecting a single at-
tribute value of a give test T for rule generation and it is defined by the 
equation

i i

ji
jijj p

p
ppTJ

.

|
|. log)( .

Generalization upon all outcomes of the test gives the test purity meas-
ure:

j
j TJTJ )()( .

J-measure was also used as a basis for reducing overfitting by pre-
pruning branches during decision tree induction [8].  
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Hybrid purity measures 

Each purity measure uses a different approach for assessing the knowledge 
gain of a test respecting the outcome and in such way each purity measure 
introduces its own background knowledge. Therefore selecting the appro-
priate purity measure for a specific problem is a very demanding task. To 
combine different aspects of each single purity measure we decided to in-
troduce hybrid purity measures, shortly described in subsequent subsec-
tions.

Sum and product of pairs 

First new purity measure is constructed based on a sum of pairs of differ-
ent purity measures: 

)()(),,( 2121 TMTMTMMH

where Mi represents a single purity measure and H represents the hybrid 
measure. 

More specifically, in each node both purity measures are separately cal-
culated for each test and then summed together (i.e. H+(Igainratio, Gini, T)
represents a sum of Information gain ratio and Gini). A test with the high-
est summed value is chosen for the inner node. Thus, the whole decision 
tree is induced on the basis of a hybrid purity measure H+.

In a similar way a hybrid purity measure based on a product of pairs of 
different purity measures is defined (i.e. Information gain ratio * Chi 
square):

)()(),,( 2121 TMTMTMMH

Linear combination of purity measures 

Motivated by the basic idea of hybrid purity measures described above we 
tried to find a generalized way to combine all single purity measures. Ob-
serving the idea of base purity measures the next logical step seemed to be 
a construction of general linear combination of those. 
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where wi are randomly generated coefficients.  

Each new hybrid purity measure HL is defined with a vector w.

Voting of purity measures  

Our next idea was to use multiple purity measures in a single knowledge 
representation model. In the case of decision trees, each test node can be 
constructed using different purity measures. Therefore we constructed a 
new algorithm for classic decision tree induction where in each inner node 
a greedy search for best test using each purity measure is performed. The 
final test in the inner node is determined by voting of different purity 
measures where each purity measure gives one vote for the best test cho-
sen by it. The test with the most votes is than chosen for the inner node. In 
the case where two or more different tests have the highest vote the final 
test is determined randomly.  

Weighted voting of purity measures  

The new induction algorithm based on voting of purity measures (de-
scribed in previous subsection) was modified with the introduction of 
weighted voting. A weight is assigned to each purity measure, resulting in 
a vector w. The test in the inner node is determined by voting of different 
purity measures where each purity measure gives one weighted vote for 
the best test chosen by it. The test with the most votes is than selected for 
the inner node.    

Boosting

Boosting is a general method for improving the accuracy of any given in-
duction algorithm. It works by running the induction algorithm on the 
training set multiple times, each time focusing attention on the difficult 
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cases. At every iteration knowledge is extracted as result of the weighted 
training samples and each sample is then reweighted according to the con-
sistency of extracted knowledge with facts. After the boosting process is 
finished, the composite knowledge is obtained with its relevance factor for 
given problem. From the classification point of view a new sample will 
have a class with the greatest total vote assigned. Boosting has so far 
proved to be highly accurate on the training set and usually that also stands 
for the testing set.

From the data mining point of view, extracting alternative aspect from 
the same data can be viewed as second opinion or as council of expert 
knowledge bases that expose different aspects of single problem.  

In this section we will shortly describe the popular AdaBoost algorithm 
derived by Freund and Schapire. We used the AdaBoost algorithm to boost 
the induction algorithms. 

Algorithm AdaBoost 
As mentioned above, AdaBoost algorithm, introduced by Freund and 
Schapire, is a method for generating an ensemble of classifiers by succes-
sive reweightings of the training samples [9].  

The final composite classifier generally performs well on the training 
samples even when its constituent classifiers are weak. Each classifier (if 
appropriate method is selected) contains different aspect of knowledge 
hidden in data.  Although boosting in general increases the accuracy, it 
sometimes leads to deterioration. That can be put down to overfitting or 
very skewed class distribution across the weight vectors wt.

AdaBoost algorithm 
Given: a set of training samples i = 1,2,…,N
Trials: t = 1,2,…,T
Initialize: for every sample i initial weight w1[i] = 1/N  (wt[i]…weight 

for case i in the trial t)
For trial t = 1,2,…,T:

Train classifier Ct from the training samples using the weights wt.
Calculate the error rate t of the classifier Ct on the training sam-
ples as the sum of the weights wt[i] for each misclassified case i.
If t = 0 or t  ½, terminate the process 

otherwise update the weights wt+1[i] as follows: 

otherwise.;
)1(2
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To classify a sample x:

Choose class k to maximize the sum  
t

t1log    for 

every classifier Ct that predicts class k.
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Experiment setup 

The effectiveness of newly introduced hybrid purity measures has to be 
evaluated in practical experiment. For that reason we selected 42 databases 
from UCI repository [10] that were already divided in learning and testing 
sets. We used the following evaluation criteria:  

objectsallofnum
objectsclassifiedcorrectlyofnumaccuracy

.

cclassinobjectsallofnum
cclassinobjectsclassifiedcorrectlyofnumaccuracyc .

classesofnum

accuracy
accuracyclassaverage c

c

.

leafsofnumsize .

In the case of knowledge extracted with boosting, size is calculated as 
sum of individual knowledge representation sizes. In general there is a 
connection between generalization abilities and knowledge representation 
size.

We made four experiments where hybrid purity measures were com-
pared to single ones. First experiment included general comparison be-
tween hybrid and single purity measures without pruning and without 
boosting. In the second experiment pruning was included to reduce overfit-
ting. The third experiment included comparison of boosted hybrid and 
boosted single purity measures without pruning. In the last experiment 
boosting and pruning was included. 

Results and discussion 

In all experiments described before the results of the comparison between 
single and hybrid purity measures on all 42 was made. First, the decision 
trees induced on the basis of single and hybrid purity measures were com-
pared according to accuracy and average class accuracy achieved on the 
test set. We were interested in the number of databases on which specific 
method (single or hybrid purity measure) achieved exclusively better accu-
racy / average class accuracy (see Table 1). The results clearly show that 
hybrid purity measures achieved better results according to accuracy and 



240    Mitja Leni , Petra Povalej, Peter Kokol

average class accuracy on more databases than single purity measures. 
Nevertheless, Pearson Chi-square test of significance was made in order to 
backup our findings. The significance test showed significant difference in 
all comparisons except in two experiments: (1) the comparison of accuracy 
on unpruned single and hybrid purity measures and (2) the comparison of 
pruned single and hybrid purity measures on the basis of average class ac-
curacy. Nevertheless the results show non negligible difference that speaks 
in favor of hybrid purity measures in both cases.       

 Accuracy Average class accuracy
  Single Hybrid Single Hybrid 
Unpruned 11 19 10 23 
Pruned 3 14 7 14 
Boosted 4 26 5 28 
Pruned boosted 6 29 7 27 

Table 1. Comparison of single and hybrid purity measures based on accuracy and 
average class accuracy on the test set. Number of databases on which a specific 
method achieved better accuracy. Grey cells mark significant difference between 
single and hybrid purity measures. 

The size of induced decision trees was also one of the evaluation criteria 
for assessing the quality of hybrid purity measures. Since smaller decision 
trees are preferable the single and hybrid purity measures were compared 
according to the number of databases on which a specific method induced 
smaller decision tree. The results in the Table 2 show that in most experi-
ments the use of hybrid purity measures resulted in more decision trees 
with higher number of leaves. The exception is the comparison between 
pruned boosted single and hybrid purity measures where hybrid purity 
measures induced smaller decision trees on almost 60% of the databases.  
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Size
  Single Hybrid 
Unpruned 21 10 
Pruned 6 8 
Boosted 22 17 
Pruned
boosted 13 25 

Table 2. Comparison of single and hybrid purity measures based on the size of in-
duced decision tree(s). Number of databases on which a specific method induced 
smaller decision tree(s). 

The experiments showed that although some decision trees induced on 
the basis of hybrid purity measures are bigger in size, the test accuracy and 
average class accuracy is often higher than when single purity measures 
are used. The size of induced decision tree is certainly important evalua-
tion criteria however it can be overlooked on account of significant im-
provement in the accuracy. 

Conclusion

In this paper an extensive case study on 42 UCI databases using heuristic 
decision tree induction as knowledge extraction method was presented. A 
novel approach for combining purity measures and thereby altering back-
ground knowledge of the extraction method was introduced. 

Experiments with hybrid purity measures showed that their quality dif-
fers on different databases. It is clearly visible, that by changing the back-
ground knowledge with selection of different purity measure extracted 
knowledge can express different aspects of a specific problem. 

With weighted hybrid purity measures additional tuning of extraction 
method is possible, by changing influence weights of each purity measure 
in the hybrid purity measure. That enables smooth changing of background 
knowledge and might improve quality of extracted knowledge. 
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Abstract. In the past, incremental mining approaches usually considered
getting the newest set of knowledge consistent with the entire set of data in-
serted so far. Users can not, however, use them to obtain rules or patterns
only from their interesting portion of the data. In addition, these approaches
only focused on finding frequent patterns in a specified part of a database.
That is, although the data records are collected in under certain time, place
and category, such contexts (circumstances) have been ignored in conven-
tional mining algorithms. It will cause the lack of patterns or rules to help
users solve problems at different aspects and with diverse considerations. In
this paper, we thus attempt to extend incremental mining to online decision
support under multidimensional context considerations. We first propose the
multidimensional pattern relation to structurally and systematically retain
the additional context information and mining information for each inserted
dataset into a database. We then develop an algorithm based on the proposed
multidimensional pattern relation to correctly and efficiently fulfill diverse
on-line mining requests.

Keywords: data mining, association rule, incremental mining, multidi-
mensional mining, constraint-based mining, data warehouse.

1 Introduction

Knowledge discovery and data mining technology has recently gotten much
attention in the field of large databases and data warehouses. It attempts
to discovery non-trivial, implicit, previously unknown and potentially useful
knowledge from databases or warehouses [2][7][13], and thus aids managers
to make correct decisions. Among the various types of databases and mined
knowledge, mining association rules from transaction databases is most com-
monly seen [1][3]. It discovers relationships among items such that the presence
of certain items in a transaction tends to imply the presence of certain other
items. Since this mining process is rather time-consuming, many approaches
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have been proposed to reduce the computation time and improve the perfor-
mance. Some famous mining algorithms are Apriori [3], DHP [21], Partition
[24], DIC [5], Sampling [19], GSP [4][25], and among others. These algorithms
process data in a batch way and reprocess the entire database whenever either
the data stored in a database or the thresholds (i.e. the minimum support or
the minimum confidence) set by users are changed. They do not utilize pre-
viously mined patterns for later maintenance, and will require considerable
computation time when a database is massive in size.

Incremental mining algorithms were thus proposed, which utilized pre-
viously mining information (such as large itemsets) to reduce the cost of
re-computation [8][9][14][15][18][23][26][27][28]. These algorithms usually con-
sider getting the set of knowledge consistent with the entire set of data inserted
so far. Users can not, however, easily use them to obtain rules or patterns only
from their interesting portion of data.

In addition, data records are usually collected in blocks in different con-
texts (circumstances). The context attributes such as time, place and category
have been ignored in conventional mining algorithms [12]. If mining algorithms
can consider related context information, they could help users solve prob-
lems at different aspects and with diverse considerations. Constraint-based
and multidimensional mining techniques were thus proposed to achieve this
purpose [11][12][13][17][20][22].

In this paper, we attempt to extend the concept of effectively utilizing
previously discovered patterns in incremental mining to support online gen-
eration of association rules under multidimensional considerations. We first
propose the multidimensional pattern relation to structurally and systemat-
ically store the additional context information and mining information for
each inserted dataset. This idea is conceptually similar to the construction of
a data warehouse for OLAP [6][16][29]. Both of them preprocess the underly-
ing data in advance, integrate related information, and consequently store the
results in a centralized structural repository for later use and analysis. The
mining information in a multidimensional pattern relation is, however, unlike
the summarized information of fact attributes in a data warehouse. They can
not be easily aggregated to fulfill users’ mining requests. We thus develop
an on-line mining algorithm based on the proposed multidimensional pattern
relation to correctly and efficiently fulfill different mining requests.

2 Some Related Works

As mentioned above, most mining algorithms process data in a batch way
and must reprocess the entire database whenever either the data stored in a
database or the thresholds set by users are changed. They do not use previ-
ously mining information and may need considerable computation time to get
the newest set of rules or patterns [8]. In real-word applications, new records
may be inserted and old records may be deleted or modified along with time.
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Designing a mining algorithm that can efficiently maintain previously mined
patterns or rules as databases grow is thus important.

Recently, some researchers have developed incremental mining algorithms
for maintaining association rules and sequential patterns. Examples for asso-
ciations rules are the FUP algorithm proposed by Cheung et al. [8][9], the
adaptive algorithm proposed by Sarda and Srinivas [23], the incremental min-
ing algorithm based on the pre-large concept proposed by Hong et al. [14][15],
and the incremental updating technique based on negative borders proposed
by Thomas et al. [26]. Examples for sequential patterns are Lin and Lee’s
FASTUP algorithm for inserted records [18], and Wang et al’s maintenance
algorithms for deleted records [27] and for modified records [28]. The com-
mon idea in these approaches is that previously mining information should
be utilized as much as possible to reduce maintenance costs. Intermediate
results, such as large itemsets, are kept to save computation time for mainte-
nance, although original databases may still need to be reprocessed in some
situations.

The above maintenance algorithms usually consider getting the set of
knowledge consistent with the entire set of data inserted so far. Users can
not, however, use them to obtain rules or patterns only from their interesting
portion of the data. For example, assume the transaction data in a company
are collected and analyzed each month. The maintenance algorithms can eas-
ily obtain the up-to-date mined knowledge. But if a manager wants to know
the item association on data from all the first quarters, the above approaches
may not work out.

Venkatesh and his co-workers thus proposed an efficient algorithm [10],
called DEMON, capable of allowing users to select a temporal subset of the
database for mining desirable patterns in a dynamic environment. DEMON
assumed that real-life data did not evolve in an arbitrary way. Instead, it
assumed that data were inserted or deleted in a block during a fixed time
interval such as a month. The database was then divided into several units,
each with the data in a time interval. By this way, users could flexibly select the
blocks that they were interested in, and DEMON could combine them together
for mining interesting patterns or models. Fig. 1 exemplifies a database of
DEMON consisting of 12 blocks from 2002/1 to 2002/12.

Similar to incremental mining algorithms, DEMON also kept several mod-
els (mined patterns) which were derived from previous requests for later use
and analysis. It still needed to reprocess the data in the newly selected blocks
in a batch way when the kept models did not satisfy users’ new requests. More-
over, it considered only data division in different time intervals and could not
fully meet the diverse demands of online decision support under multidimen-
sional considerations. The following scenarios illustrate the considerations.

• Scenario 1: A marketing analyst may want to know what patterns are
significant when the minimum support increases from 5% to 10%.
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Fig. 1. An example of a database structure in DEMON

• Scenario 2: A decision-maker may have known which product combina-
tions sold in last August were popular, and wants to know which product
combinations sold in last September were also popular.

• Scenario 3: A marketing analyst may want to analyze the data collected
from the branches in Los Angeles and San Francisco in all the first quarters
in the last five years.

• Scenario 4: A decision-maker may have known that people often buy beers
and diapers together from a transaction database, and want to further
know under what contexts (e.g., place, month, or branch) this pattern
is significant or, oppositely, under what contexts this pattern becomes
insignificant.

• Scenario 5: A decision-maker may want to know what the mined patterns
this year differ from those last year, such as what new patterns appear
and what old patterns disappear.

Below, we propose a multidimensional mining framework to efficiently
solve the above scenarios.

3 A Multidimensional Mining Framework

The proposed multidimensional mining framework maintains additional con-
text information for diverse decision supports and additional mining informa-
tion for efficient on-line mining. Assume that data are inserted or deleted in a
block during a time interval such as a month. Whenever a new block of data
is inserted into the database, significant patterns are mined from this block
as the mining information based on an initial minimum support. The mining
information along with the corresponding context information will then be
stored into the predefined multidimensional pattern relation. The details of
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the multidimensional pattern relation will be described in Section 4. On the
other hand, when an old block is deleted from the database, its corresponding
context information and mining information are also removed from the multi-
dimensional pattern relation. Fig. 2 shows an example of the multidimensional
mining framework. The database consists of the blocks in different branches
from 2002/1 to 2002/12. The context information and mining information
along with each block of data form a tuple in the corresponding multidi-
mensional pattern relation. When a new block of data from the Los Angeles
branch in 2003/1 is inserted, it is first stored in the underlying database. The
significant patterns for this block are mined and then stored, with the other
context information, in the multidimensional pattern relation.

Fig. 2. An example of the multidimensional mining framework

The mining information kept for each block can be used to efficiently sup-
port on-line analysis since the overload for responding to a new mining request
may be reduced. This idea is conceptually similar to the construction of a data
warehouse for OLAP. A data warehouse is an integrated, subject-oriented,
and nonvolatile data repository used to store historical aggregated data of
an organization for supporting decision-making processes [6][16][29]. Here, a
multidimensional pattern relation acts as an integrated, subject-oriented, and
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nonvolatile knowledge repository for supporting future mining requests. Both
of them preprocess the underlying data in advance, integrate related informa-
tion, and consequently store the results in a centralized structural repository
for later use and analysis. The mining information in a multidimensional pat-
tern relation is, however, unlike the summarized information of fact attributes
in a data warehouse. They can not be easily aggregated to fulfill users’ min-
ing requests. A more sophisticated aggregation procedure thus needs to be
designed. We will describe the proposed aggregation procedure in Section 5.

4 The Multidimensional Pattern Relation

In this section, we will formally define the multidimensional pattern relation
to store context information and mining information for later analysis. First,
a relation schema R, denoted by R(A1, A2, · · · , An), is made up of a rela-
tion name R and a list of attributes A1, A2, · · · , An. Each attribute Ai is
associated with a set of attribute values, called the domain of Ai and de-
noted by dom(Ai). A relation r of the relation schema R(A1, A2, · · · , An)
is a set of tuples t1, t2, · · · , tm. Each tuple ti is an ordered list of n values
< vi1, vi2, · · · , vin >, where each value vij is an element of dom(Ai).

A multidimensional pattern relation schema MPR is a special relation
schema for storing mining information. An MPR consists of three types
of attributes, identification(ID), context, and content. There is only one
identification attribute for an MPR. It is used to uniquely label the tuples.
Context attributes describe the contexts (circumstance information) of an
individual block of data which are gathered together from a specific busi-
ness viewpoint. Examples of context attributes are region, time and branch.
Content attributes describe available mining information which is discovered
from each individual block of data by a batch mining algorithm. Examples of
content attributes include the number of transactions, the number of mined
patterns, and the set of previously mined large itemsets with their supports.

The set of all previously mined patterns with their supports for an indi-
vidual block of data is called a pattern set (ps) in this paper. Assume the
minimum support is s and there are l large itemsets discovered from an indi-
vidual block of data. A pattern set can be represented as ps = {(xi, si)|si ≥ s
and 1 ≤ i ≤ l}, where xi is a large itemset and si is its support. The pattern
set is thus a principal content attribute for an inserted block of data.

A multidimensional pattern relation schema MPR with n1 context at-
tributes and n2 content attributes can be represented as MPR(ID, CX1,
CX2, · · ·, CXn1 , CN1, CN2, · · ·, CNn2), where ID is an identification at-
tribute, CXi, 1 ≤ i ≤ n1, is a context attribute, and CNi, 1 ≤ i ≤ n2, is a
content attribute. Assume a multidimensional pattern relation mpr, which is
an instance of the given MPR, includes tuples {t1, t2, · · · , tm}. Each tuple ti
= (idi, cxi1, cxi2, · · ·, cxin1 , cni1, cni2, · · ·, cnin2 ) in mpr indicates that for
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the block of data under the contexts of cxi1, cxi2, · · ·, and cxin1 , the mining
information contains cni1, cni2, · · ·, and cnin2 .

Example 1: Table 1 shows a multidimensional pattern relation with the
initial minimum support set at 5%. ID is an identification attribute, Region,
Branch and Time are context attributes, and No Trans, No Patterns and
Pattern Sets are content attributes. The Pattern Sets attribute records the
sets of mined large itemsets from the previous data blocks. For example, the
tuple with ID = 1 shows that five large itemsets, {(A, 10%), (B, 11%), (C,
9%), (AB, 8%), (AC, 7%)}, are discovered from some 10000 transactions,
with the minimum support = 5% and under the contexts of Region = CA,
Branch = San Francisco and Time = 2002/10. The other tuples have
similar meaning.

Table 1. The mined patterns with the minimum support = 5%

ID Region Branch Time No Trans No Patterns Pattern Sets
(Itemset, Support)

1 CA San Francisco 2002/10 10000 5 (A,10%),(B,11%),(C,9%),
(AB,8%),(AC,7%)

2 CA San Francisco 2002/11 15000 3 (A,5%),(B,7%),(C,5%)
3 CA San Francisco 2002/12 12000 2 (A,5%),(C,9%)
4 CA Los Angeles 2002/10 20000 3 (A,7%),(C,7%),(AC,5%)
5 CA Los Angeles 2002/11 25000 2 (A,5%),(C,6%)
6 CA Los Angeles 2002/12 30000 4 (A,6%),(B,6%),(C,9%),

(AB,5%)
7 NY New York 2002/10 18000 3 (B,8%),(C,7%),(BC,6%)
8 NY New York 2002/11 18500 2 (B,8%),(C,6%)
9 NY New York 2002/12 19000 5 (A,5%),(B,9%),(D,6%),

(C,8%),(BC,6%)

5 Multidimensional On-line Mining

A multidimensional on-line mining algorithm based on the proposed multi-
dimensional pattern relation is developed to efficiently fulfill diverse mining
requests. The proposed algorithm can easily find large itemsets satisfying user-
concerned context constraints and minimum supports, as long as the minimum
supports are larger or equal to the initial minimum support used in the con-
struction of the multidimensional pattern relation. The proposed algorithm
first selects the tuples satisfying the context constraints in the mining request
from the multidimensional pattern relation and then generates the candi-
date itemsets. The possible maximum supports for the candidate itemsets
are also calculated. After that, according to the calculated possible maximum
supports, the number of candidate itemsets is reduced by two strategies. Fi-
nally, for the remaining candidate itemsets, the proposed algorithm utilizes
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an Apriori-like mining process to find the final large itemsets and then derives
the association rules. The details are described below.

5.1 Generation of Candidate Itemsets with Possible Maximum
Supports

When processing a new mining request, the proposed algorithm first selects
the tuples in the multidimensional pattern relation, with their contexts match-
ing the user’s requirements. All the itemsets kept in the field of the pattern
sets in the matched tuples form the set of candidate itemsets. If a candidate
itemset appears in all the matched tuples, its actual support can be easily
calculated from the kept mining information. In this case, the possible max-
imum support of a candidate itemset is its actual support. On the contrary,
if a candidate itemset does not appear in at least one matched tuple, its
actual support cannot be obtained unless the underlying blocks of data for
the matched tuples in which the candidate itemset does not appear are re-
processed. In this case, the initial minimum support used in the construction
of the multidimensional pattern relation is therefore assumed as the possible
maximum support of a candidate itemset in these matched tuples. Let Ax

be the set of matched tuples in which an itemset x appears in pattern sets
and Bx be the set of matched tuples in which x does not appear in pattern
sets.The possible maximum support smax

x of x can be thus calculated by the
following formula:

smax
x =

∑

ti∈Ax

ti.trans ∗ ti.ps.x.support +
∑

ti∈Bx

(ti.trans ∗ smin) − 1

∑

ti∈matched tuples

ti.trans
, (1)

where ti is the i-th matched tuple, ti.trans is the number of transactions
kept in ti, ti.ps is the pattern set in ti, ti.ps.x.support is the support of x
in ti, and smin is the initial minimum support in the construction of the
multidimensional pattern relation. The first term in the numerator straightly
sums up the counts of the candidate itemsets appearing in the matched tuples.
The second term sums up the possible maximum counts of the candidate
itemsets not appearing in the matched tuples.

Example 2: For the multidimensional pattern relation given in Table 1,
assume a mining request q is to get the patterns under the contexts of Region
= CA and Time = 2002/11∼2002/12 and satisfying the minimum support
= 5.5%. The matched tuples are shown in Table 2. The set of candidate item-
sets is {{A}, {B}, {C}, {AB}}, which is the union of the itemsets appearing
in the pattern sets and with their supports larger than 5.5%. The possible
maximum supports of these candidate itemsets are then calculated as follows:
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Table 2. The matched tuples in Example 2

ID Region Branch Time No Trans No Patterns Pattern Sets
(Itemset, Support)

2 CA San Francisco 2002/11 15000 3 (A,5%),(B,7%),(C,5%)
3 CA San Francisco 2002/12 12000 2 (A,5%),(C,9%)
5 CA Los Angeles 2002/11 25000 2 (A,5%),(C,6%)
6 CA Los Angeles 2002/12 30000 4 (A,6%),(B,6%),(C,9%),

(AB,5%)

smax
A = 15000∗5%+12000∗5%+25000∗5%+30000∗6%

15000+12000+25000+30000 =0.0537,

smax
B = 15000∗7%+12000∗5%−1+25000∗5%−1+30000∗6%

15000+12000+25000+30000 =0.0573,

smax
C = 15000∗5%+12000∗9%+25000∗6%+30000∗9%

15000+12000+25000+30000 =0.0735, and

smax
AB = 15000∗5%−1+12000∗5%−1+25000∗5%+30000∗5%

15000+12000+25000+30000 =0.04996.

5.2 Pruning of Candidate Itemsets

The candidate itemsets generated will be reduced by two strategies. The first
strategy removes the candidate itemsets whose possible maximum supports
are less than the minimum support given in the new mining request. This
strategy also uses the monotone property of itemsets [3][20] to increase the
pruning efficiency. That is, if an itemset x is removed, all the proper supersets
of x are also directly removed. The second strategy is used for the candidate
itemsets which appear in all the matched tuples. If a candidate itemset appears
in all the matched tuples and its possible maximum support is larger than or
equal to the minimum support in the mining request, then it is directly put
in the set of final large itemsets.

Example 3: Continuing with Examples 2, the first pruning strategy will
remove the candidate itemsets {A} and {AB} since their possible maximum
supports are less than 5.5%. The second pruning strategy will put {C} in
the set of final large itemsets since it appears in all the matched tuples and
its possible maximum support is larger than 5.5%. The remaining candidate
itemset {B} will be further processed.

5.3 Generation of Large Itemsets and Association Rules

Each remaining candidate itemset has enough possible maximum support
(larger than or equal to the minimum support given in the new mining request)
but does not appear in at least one matched tuple. The proposed algorithm
thus has to re-process the underlying blocks of data for these tuples to get
their actual supports. The support of a remaining itemset x can easily be
calculated by the following formula:
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sx =

∑

ti∈Ax

ti.trans ∗ ti.ps.x.support +
∑

ti∈Bx

ti.x.count

∑

ti∈matched tuples

ti.trans
, (2)

where ti.x.count is the actual support of x obtained by re-processing the
blocks of data indicated by ti and the other terms are the same as before. Like
the Apriori mining algorithm, this phase processes the candidate itemsets in a
level-wise way. It first processes candidate 1-itemsets. If the actual support of
a candidate 1-itemset is less than the minimum support in the mining request,
it and its proper supersets will be removed. Otherwise, the 1-itemset is a large
itemset for the mining request. This procedure is then repeated for itemsets
with more items until all the remaining itemsets have been processed. After
the final large itemsets are found, the association rules can then easily be
generated from them.

5.4 The Proposed Multidimensional On-line Mining Algorithm

The proposed multidimensional online mining algorithm is described below,
where STEPs 1 to 3 are executed for generation of candidate itemsets, STEPs
4 to 6 are executed for pruning of candidate itemsets, and STEPs 7 to 11 are
executed for generation of large itemsets and association rules.
The Proposed Multidimensional Online Mining Algorithm:

INPUT: A multidimensional pattern relation based on an initial minimum
support smin and a new mining request q with a set of contexts cxq,
a minimum support sq and a minimum confidence confq.

OUTPUT: A set of association rules satisfying the mining request q.

STEP 1: Select the set of tuples M which match cxq.
STEP 2: Set the union of the itemsets appearing in M as the set of candidate

itemsets C.
STEP 3: Calculate the possible maximum support smax

c of each candidate
itemset c by Eq.(1).

STEP 4: Set k = 1, where k is used to keep the number of items in a candidate
itemset currently being processed.

STEP 5: Do the following substeps for each ck in C:
Substep:5-1: If smax

ck
< sq, then remove the candidate itemsets including ck

from C. That is, C = C- {ch — ck ⊆ ch, ch ∈ C }.
Substep:5-2: If ck appears in all the tuples in M and smax

ck
≥ sq , then put it

in the large itemsets. That is, L = L∪{ck} and C = C −{ck}.
STEP 6: Set k = k + 1, and repeat STEPs 5 and 6 until all the candidate

itemsets are processed.
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STEP 7: Set k = 1, where k is used to keep the number of items in a candidate
itemset currently being processed.

STEP 8: For each ck in Ck, re-process each underlying block of data Di for
tuple ti in which ck does not appear to calculate the actual support
of ck by Eq.(2).

STEP 9: If sck
< sq, then remove the candidate itemsets including ck from

C, that is C = C −{ch|ck ⊆ ch, ch ∈ C}. Otherwise, L = L∪ {ck}.
STEP 10: Set k = k + 1, and repeat STEPs 8 and 10 until all the candidate

itemsets are processed.
STEP 11: Drive association rules with confidence values larger than or equal

to confq from the set of large itemsets L.

6 Experiments

Before showing the experimental results, we first describe the experimental
environments and the datasets used.

6.1 The Experimental Environments and The Datasets Used

The experiments were implemented in Java on a workstation with dual XEON
2.8GHz processors and 2048MB main memory, running RedHat 9.0 operation
system. The datasets were generated by a generator similar to that used in
[3]. The parameters listed in Table 3 were considered when generating the
datasets.

Table 3. The parameters considered when generating the datasets

Parameter Description

D The number of transactions
N The number of items
L The number of maximal potentially large itemsets
T The average size of items in a transaction
I The average size of items in a maximal potentially large itemset

The generator first generated L maximal potentially large itemsets, each
with an average size of I items. The items in a potentially large itemset
were randomly chosen from the total N items according to its actual size.
The generator then generated D transactions, each with an average size of T
items. The items in a transaction were generated according to the L maximal
potentially large itemsets in a probabilistic way. The details of the dataset
generation process can be referred to in [3].

Two groups of datasets generated in the above way and used in our ex-
periments are listed in Table 4, where the datasets in the same group had
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the same D, T and I values but different L or N values. Each dataset was
treated as a block of data in the database. For example, Group 1 in Table 4
contained ten blocks of data named from T10I8D10KL1 to T10I8D10KL10,
each of which consisted of 10000 transactions of average 10 items generated
according to 200 to 245 maximal potentially large itemsets with an average
size of 8 from totally 100 items.

Table 4. The two groups of datasets generated for the experiments

Group Size Datasets D T I L N

1 10 T10I8D10KL1 to 10000 10 8 200 to 245 100
T10I8D10KL10

2 10 T20I8D100KL1 to 100000 20 8 400 to 490 200
T20I8D100KL10

6.2 The Experimental Results

Each group of datasets in Table 4 was first used to derive its corresponding
multidimensional pattern relation. When the initial minimum support was set
at 2%, the mining results for the two groups are summarized in Table 5.

Table 5. The summarized mining information for the two groups

Initial Average length of maximal Average size of large
Group minimum large itemsets from a itemsets from a data

support dataset set

1 2% 11 90061
2 2% 9 121272

The proposed multidimensional on-line mining algorithm and the Apriori
algorithms were then run for Groups 1 to 2 along with different minimum
supports ranging from 0.022 to 0.04 in the mining requests. The execution
times spent by the two algorithms for each group are respectively shown in
Fig. 3 and Fig. 4. It is easily seen that the execution time by the proposed
algorithm was always much less than that by the Apriori algorithm.

7 Conclusion

In this paper, we have extended the concept of effectively utilizing previously
discovered patterns in incremental mining to online decision support under
the multidimensional context considerations. By structurally and systemati-
cally retain the additional circumstance and mining information in the mul-
tidimensional pattern relation, our proposed multidimensional on-line mining
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Fig. 3. The execution time spent by the two experimental algorithms for Group 1

Fig. 4. The execution time spent by the two experimental algorithms for Group 2

algorithm can easily and efficiently derive the association rules satisfying di-
verse user-concerned constraints. Therefore, the users’ on-line mining requests
can be rapidly fulfilled.
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Abstract: In the paper, the clustering is investigated under the 
concept of granular computing, i.e., the framework of quotient space 
theory. In principle, there are mainly two kinds of similarity meas-
urement used in cluster analysis: one for measuring the similarity 
among objects (data, points); the other for measuring the similarity 
between objects and clusters (sets of objects). Therefore, there are 
mainly two categories of clustering corresponding to the two meas-
urements. Furthermore, the fuzzy clustering is gained when the 
fuzzy similarity measurement is used. From the granular computing 
point of view, all these categories of clustering can be represented 
by a hierarchical structure in quotient spaces. From the hierarchical 
structures, several new characteristics of clustering can be ob-
tained. It may provide a new way for further investigating clustering. 

Keywords: Cluster analysis, granular computing, quotient space 
theory, hierarchical structure, fuzzy clustering 

1. Introduction 
In machine learning, there exist two basic problems: classifica-

tion and clustering. In classification, there are many well-known 
theories and approaches such as SVM, neural networks, etc. In 
cluster analysis, there are many successful approaches as well. For 
example, partitioning method [1][2], density-based [3][4], k-means 
[5], k-nearest neighborhood [4], neural networks [6], etc. In despite 
of the existence of different clustering approaches, the aim of the 
clustering is to group the objects (or data, points) in a space into 
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clusters such that objects within a cluster are similar to each other 
and objects in different clusters have a high degree of dissimilarity.

From granular computing viewpoint, the objects within a cluster 
can be regarded as an equivalence class. Then, a clustering of ob-
jects in space X corresponds to an equivalence relationship defined
on the space. From the quotient space theory [7][8], it’s known that 
it corresponds to constructing a quotient space of X. In each cluster-
ing algorithm, it’s needed to define a specific metric to measure the
similarity (or dissimilarity) among objects. So far various metrics
have been adopted such as Euclidean distance, Manhattan dis-
tances, inner product, fuzzy membership function, etc. No matter 
what kind of measurement is used, in principle, there are basically
two kinds: one for measuring the similarity among objects (or data,
points), the other for measuring the similarity between objects and
clusters (sets of objects).

From the above viewpoint, some clustering methods can be re-
stated below.

Partitioning clustering: Given a universe X, a similarity func-
tion s(x, y) ( 0), and a threshold s. X is assumed to be partitioned
into subsets V V  satisfying (1) V V is a partition of X,
(2)

1 2, ,..., kV
, , (

1 2, ,..., kV
, ) ,x y X if s x y s then x and y belong to the same 

cluster.
k-means method: Given a set V in a distance space, and an

integer k. V is grouped into k subsets V V . For each subset

,
1 2, ,..., kV

iV ( , ) min ( , ),i i 1,2,...,jx V s x a s x a

i

ia

j k , where a  is the

center of set V . In the method, the similarity between object x and
a cluster represented by  is used as well.

i

Density-based clustering CURD [9]: Clustering using refer-
ences and density (CURD) is a revised version of CURE [10][11]. It 
is a bottom-up hierarchical clustering algorithm. First, taking each
object (point) as a clustering center, then the most similar points are 
gradually grouped into clusters until k clusters are obtained. In this 
algorithm, the similarity function is described by two variables, so it
is a multivariate clustering. Its clustering process will be stated in
session 3. 

Furthermore, the fuzzy clustering is discussed based on the
fuzzy equivalence relation.

From the granular computing point of view, all these categories 
of clustering can be represented by a hierarchical structure in quo-
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tient spaces. From the hierarchical structures, several new charac-
teristics of clustering can be obtained. It may provide a new way for 
further investigating clustering.

2. Univariate Cluster Analysis

A clustering with univariate measure is called a univariate clustering.
Taking univariate partitioning clustering as an example, we discuss
its similarity function below 
.

Definition 2.1. Given a universe X, a similarity function s(x, y),
and a threshold s. X is assumed to be partitioned into several sub-
sets and satisfies

(1) The sufficient condition: , , ( , ) ,x y X if s x y s then x and 
y belong to the same cluster.

(2) The necessary condition: if x and y belong to the same clus-
ter, there must exist 1 2, ,..., nx x x x y  such that

.1( , )i is x x s
(3) X is partitioned into the union of mutual disjoint subsets,

1 2... , ,k i jX S S S S S i j .
A clustering with s(x, y) as its similarity function is called a uni-

variate partitioning clustering.
Given a similarity function s(x, y) and a threshold s, then we have

a clustering denoted by C(s), 0 s S . When X is finite, S is finite
either. Obviously, C(s) is a partition of X and is equivalent to an 
equivalence relation on X. An equivalence relation given on X cor-
responds to a given quotient space of X from quotient space theory 
[7][8]. Thus, the quotient space theory can be used to deal with
clustering. Some concepts and properties of quotient spaces are
shown below.

Definition 2.2. Given a universe X. R is an equivalence relation
on X. Let [ ] , , [ ] [ ]Rx y yRx y X X x x X , where [ ]RX
is called a quotient space of X corresponding to R, or denoted by 
[X] for simplicity, xRy denotes that x and y are equivalent.

R denotes all equivalence relations on X. Define a relation “<” 
on R as 1, 2R R R, 2 1 1 2, ,R R x y X if xR y then xR y .

Proposition 2.1. R composes a semi-order lattice under relation
“<”.
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We will show below that C(s), 0 s S , composes a hierarchical
structure.

Proposition 2.2. Since C(s) is a clustering on X, C(s) is a quo-
tient space of X and corresponds to an equivalence relation R(s). 
Given 0 1 2s s S , R(s1) and R(s2) are equivalence relations cor-
responding to C(s1) and C(s2), respectively. Obviously, if xR(s2)y,
from definition 2.1, there exist 1 2, ,..., nx x x x y

1s
 such that

. Since s x , xR(s1 2)i ix s( ,s x 1 2( , )i ix s 1)y, i.e., R(s2)<R(s1).

Thus, C(s2) is a quotient space of C(s1). ( ), 0C s s S is a hier-
archical structure on X.

From the hierarchical structure, we get the following interesting
geometrical view of clustering. If [X] is obtained from X by some
clustering, then [X] is a quotient space of X. [X] is coarser and has 
less information than X. Therefore, in [X] some properties of X may
lose. For example, if X is a connected set in a distance space, [X]
may not necessarily be a connected set under its corresponding
quotient topology. But only in some coarser sense, the properties
can be preserved. 

Definition 2.3. Assume X is a distance space. X is called as d-
connected (d>0), if X can’t be partitioned into the union of two sub-
sets satisfying the condition:

, ( , / 2) ( , / 2)X A B D A d D B d ,  where D is a closure of 
D,

( , ) , ( , ) / 2D A d y x A d x y d , d(x, y) the distance be-
tween x and y. 

From the definition, it’s known that an d-connected set X means
that a pair of points in X is regarded as connected if their distance is 
less than and equals to d. In clustering, the similarity function s can 
be defined as the reciprocal of distance d. From granular computing
point of view, the large the d, the bigger the d-connected set and
the coarser the quotient space C(s) obtained from clustering.

3. Multivariate Clustering

A clustering with multivariate measure is called as a multivariate 
clustering. We discuss the CURD clustering with two-variable
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measurement [9]. 

Definition 3.1. Given a set V in a distance space X, a radius r, and
a density threshold t. For p V , (p, r) is a supper-sphere with p
as its center and r as its radius. Density D(p, r) is the number of
points within (p, r) in V. The point p is called a reference point with
respect to (r, t), when D(p, r)>t.

Definition 3.2. Given r and t. If the distance d(p, q) between ref-
erence points p and q is less than and equals to 2r, p and q are
called a pair of neighboring reference points. 

Definition 3.3. If p is a reference point, the supper-sphere (p, r)
is called a representative region of p.

   CURD clustering algorithm:
Given r and t. For a set V, find all its reference points and the

connected components V V consisted of the representative
regions of the reference points. Thus, 

1 2, ,..., kV

1 2 1... /( ... )k kV V V V V V

1 2, ,..., kV

0 0,V V V , {V0} denotes a 
set of clusters, where each point in V0 is regarded as a cluster. 
Components V V  are the clusters grouped by CURD. 

CURD is a clustering with two variables r and t. By using the 
propositions presented in session 2, we have the following 
constructive theorem of CURD. 

Proposition 3.1. Given r, t, and a set V of X. We have a cluster-
ing C(r, t) from V by CURD. Fixed r, ( , ), 0C r t t k is a hierar-

chical structure of X. Similarly, fixed t, ( , ), 0C r t r b is a hier-
archical structure as well. 

Proof: Fixed r, assume t1<t2. If point p is a reference point with re-
spect to (r, t2), it is much more a reference point under (r, t1). As-
sume that x and y are equivalent in C(r, t2), i.e., x and y belong to
the same connected component in C(r, t2). There exist

1 2, ,..., nx x x x y and reference points 1 2, ,..., np p

1 1( , ),
p  such that

( ( , ) (i i , )), 1, 2,..., 1, ( , )i nx p r p r i n p rx p r y
(3.1)

 Since t1<t2, 1 2, ,..., np p p are reference points with respect to (r,
t1). From form (3.1), x and y belong to the same component in C(r,
t1), i.e., x and y are equivalent in C(r, t1) either. Thus, C(r, t1) is a 
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quotient space of C(r, t2). Finally, ( , ), 0C r t t k

1 2 1 2[ , ; , ]

is a hierarchi-
cal structure on X, where k is the cardinality of set V. 

a a b b

1 2 2y and x y

t k

1;1, ], ( ( , ))k T C s t

( )A x

[0,1]

Fixed t, given r1<r2. The reference points with respect to (r1,t)
must be the reference points with respect to (r2,t). The volume of the
representative regions of the latter is not less than the former. And
the volume of the connected components of the latter is not less 
than the former. Thus, given x and y, if they are equivalent in C(r1,
t), then they are equivalent in C(r2, t) as well. C(r2, t) is a quotient
space of C(r1, t). # 

Letting s=1/r, we have C(s, t) instead of C(r, t) in order that the
smaller the variable s the coarser the space is and we normalize
variable s such that s [0, 1]. 

Definition 3.4. Assume that B is a rectangle in a
Euclidean plane. Define a semi-order
“<”: 1 2 1 2( , ) ( , ) 1x x x y y y x . We have a set
of semi-order rectangles 

Theorem 3.1. Assume that
[0,1;1, ] ( , ) 0 1,1C k C s t s

: [0,1;1, ] [0,T C k B

is a set of clusters obtained
from CURD clustering and is a set V of a distance space X. By 
transforming , then
C[0,1; 1,k] and semi-order rectangle B[0,1; 1,k] are homomorphism.
If (s

( , )s t

1, t1)<(s2, t2) in B[0,1; 1,k], then C(s1, t1) is a quotient space of 
C(s2, t2) in B[0,1; 1,k]. 

( , ) 0 1,1C s t s t k is a hierarchical structure with two
variables.

4. Fuzzy Cluster Analysis

We first introduce some basic concepts of fuzzy set. 

Definition 4.1. X is a universe. A fuzzy set A on X is defined as:
x X, given [0,1]A , A is called a membership of x with respect

to A. Map : [A 0,1],x x

:

is called a membership function.
Let T(X) be a set of all fuzzy subsets on X. T(X) is a function space
consisted of functions X .

Definition 4.2. ( )R T X X is called a fuzzy equivalence rela-
tion on X, if 



Quotient Space Based Cluster Analysis 265

(1) x X, R(x, x)=1 
(2) x, y X, R(x, y)=R(y, x)
(3) x, y, z X, R(x, z) supy (min(R(x, y), R(y, z)) 

Note that if R(x, y) {0,1}, then R is a common equivalence rela-
tion.

Proposition 4.1. Assume R is a fuzzy equivalence relation. De-
fine . Then “~” is a common equiva-
lence relation and let [X] be the corresponding quotient space.

, , ( , )x y X x y R x y 1

Theorem 4.1. R is a fuzzy equivalence relation and [X] is a quo-
tient space defined in proposition 4.1. Define

      (4.1) , [ ], ( , ) 1 ( , ), ,a b X d a b R x y x a y b
Then d(.,.) is a distance function on [X] and called a distance

function with respect to R.
Proposition 4.2. R is a fuzzy equivalence relation on X. Let

( , ) ( , ) , 0 1R x y R x y

1

)

. R  is a common equivalence
relation and called as a cut relation of R. 

Definition 4.3. For a normalized distance space (X, d), i.e., 
, if any triangle formed by connecting any

three points on X not in a straight line is an equicrural triangle and 
its crus is the longest side of the triangle, the distance is called as 
an equicrural distance.

, [ ], ( , )a b X d a b

Proposition 4.3. If d is a normalized distance with respect to
fuzzy equivalence relation R, then d is equicrural distance.

Theorem 4.2. Assume [X] is a quotient space of X. Given a nor-
malized equicrural distance function d(.,.) on [X]. Letting 

, , ( , ) 1 ( ,x y X R x y d x y , R(x, y) is a fuzzy equivalence rela-
tion on X.

Theorem 4.3. Assume that ( ) 0 1X is a hierarchical 
structure on X. There exists a fuzzy equivalence relation R on X
such that X( ) is a quotient space with respect to R , where R  is
the cut relation of R, [0,1].
Theorem 4.4. The following three statements are equivalent, i.e., 

(1) Given a fuzzy equivalence relation on X,
(2) Given a normalized equicrural distance on some quotient space

of X,
(3) Given a hierarchical structure on X.

Definition 4.4. Cut relation R( ) of R is a common equivalence 
relation and corresponds to a clustering on X, where R is a fuzzy 
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equivalence relation on X. All possible clusters with respect to dif-
ferent R( ), [0,1] are called a cluster set of R.

From theorem 4.3, it’s known that the structure induced from
fuzzy clustering based on fuzzy equivalence relation R and the 
structure induced from common partitioning clustering are the 
same. No matter what kind of similarity functions is used, all possi-
ble clusters obtained from a partitioning clustering must compose a
hierarchical structure on X. The cluster set obtained from a fuzzy 
clustering and that obtained from a normalized equicrural distance
are equivalent. In other word, a fuzzy clustering and a clustering
based on distance function are equivalent. 

Proposition 4.4. Let d(.,.) be a normalized equicrural distance on 
X, X be a distance space. We have a hierarchical structure 

( ) 0 1C based on a partitioning clustering using =(1-d(.,.))
as its similarity function. In the structure, C(0) is the coarsest quo-
tient space. x, y, if x and y are equivalent  x and y belong to the
same (1- )-connected component. C( ) is a quotient space con-
sisted of  the (1- )-connected components in X.

From granular computing point of view, the larger the value (1-
) the bigger the (1- )-connected set, and the coarser the corre-

sponding quotient space. Therefore, different quotient space C( )
consists of the connected components with different granularity. 

Now we consider the multivariate fuzzy clustering. Under the
same symbols used in theorem 3.1, we have 

Theorem 4.5. There exist k normalized equicrural distance func-
tions on X such that x and y are equivalent on 

.
1(.,.),..., (.,.)kd d

) ( , ) 1tt d x y( ,C s s
Proof: Fixed t, from proposition 3.1, ( , ),0 1C s t s is a hierar-

chical structure. From theorem 4.4, the structure can be repre-
sented by a normalized equicrural distance dt(.,.). Letting t be
1,2,…,k, we have .#1(.,.),..., (.,.)kd d

Theorem 4.6. Assume 0 1, ,...,t t tkd d d

( , ) (tj

is a set of distance func-
tions obtained from theorem 4.5. Then,

, , ,i j ti )x y X t t have d x y d x y .

Proof: Given a hierarchical structure ( , ),0 1jC s t s with re-
spect to ti. For a pair of points x and y 
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1 inf ( , )
( , )

0, ( , )
j

tj

j

s x and y are non equivalent in C s t
d x y

x and y are equivalent in any C s t

Assume that , i.e., x and y are not equivalent in

but are equivalent in C(s, t

( , ) *tjd x y s
( *, )jC s t j), s<s*. From proposition 3.1,

fixed s<s*, ( , ),0jC s t t

( , )jt

1 * ( ,tjs d x

k

( , jt
) )y y

is a hierarchical structure in X. From 

ti<tj, when s<s*, C s is a quotient space of C s . Then, if x 

and y are equivalent in C s , they must be equivalent in C s .

So . # 

( , )it
) ( , )it

( ,tid x
Theorem 4.6 shows that distance dt(.,.) is a monotonic function

of t. The larger the distance the higher the resolution is. That is, the
larger the t the finer the grain-size of clusters is. In other word, a hi-
erarchical structure with two variables can be described by a set of
monotonic distance functions. The structure can also be repre-
sented by a set of monotonic fuzzy equivalence relations based on
theorem 4.4. Among the three representations, the hierarchical
structure representation is essential, since the distance function and
fuzzy equivalence relation representations are not unique. There-
fore, the latter two representations have some redundancy.

Conclusions

In the paper, we discuss the clustering from granular computing.
Generally, there are two kinds of similarity information: the similarity
among objects, and the similarity between objects and clusters (sets
of objects). Based on the quotient space theory, all possible clusters
obtained from a univariate clustering algorithm compose a hierar-
chical structure {C(d)} on X. {C(d)} and line-segments are homo-
morphism. For example, in clustering in order to optimized parame-
ter d, f(C(d)) may be used as an objective function. Similarly, all
possible clusters obtained from a multivariable (two variables) clus-
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size. The multi-granular view of clustering may provide a new way 
for its further investigation. 

tering algorithm compose a hierarchical structure with two variables
{C(d, t)}. {C(d, t)} are homomorphism with a set of semi-order rec-
tangles on a plan. The optimization of the clustering can also be re-
garded as that of a function with two variables. Different clustering
just corresponds to the connected components with different grain-
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Summary. Web structure mining has been a well-researched area during recent years. Based
on the observation that data on the web may change at any time in any way, some incremental
data mining algorithms have been proposed to update the mining results with the correspond-
ing changes. However, none of the existing web structure mining techniques is able to extract
useful and hidden knowledge from the sequence of historical web structural changes. While
the knowledge from snapshot is important and interesting, the knowledge behind the corre-
sponding changes may be more critical and informative in some applications. In this paper,
we propose a novel research area of web structure mining called web structural delta min-
ing. The distinct feature of our research is that our mining object is the sequence of historical
changes of web structure (also called web structural deltas). For web structural delta min-
ing, we aim to extract useful, interesting, and novel web structures and knowledge considering
their historical, dynamic, and temporal properties. We propose three major issues of web struc-
tural delta mining, identifying useful and interesting structures, discovering associations from
structural deltas, and structural change pattern based classifier. Moreover, we present a list
of potential applications where the web structural delta mining results can be used.

1 Introduction

With the progress of World Wide Web (WWW) technologies, more and more data
are now available online for web users. It can be observed that web data covers a
wide spectrum of fields from governmental data via entertaining data, commercial
data, etc. to research data. At the same time, more and more data stored in traditional
repositories are emigrating to the web. According to most predictions in 1999, the
majority of human data will be available on the web in ten years [9]. The availability
of huge amount of web data does not imply that users can get whatever they want
more easily. On the contrary, the massive amount of data on the web has already
overwhelmed our abilities to find the desired information. It has been observed that
99% of the data reachable on the web is useless to 99% of the users [10]. However,
the huge and diverse properties of web data do imply that there should be useful
knowledge hidden behind web data, which cannot be easily interpreted by human
intuition.
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Fig. 1. Two Versions of the Web Site Structure of redhat.com

Under such circumstance, web mining was initially introduced to automatically
discover and extract useful but hidden knowledge from web data and services [8].
Web mining was defined as a converging research area from several research com-
munities, such as database, information retrieval, machine learning, and natural lan-
guage processing [13]. The objects of web mining are web resources, which can be
web documents, web log files, structure of web sites, and structure of web docu-
ments themselves. Recently, many research efforts have been directed to web mining
and web mining is now widely used in different areas [13]. Search engines, such as
Google, use web mining technique to rank query results according to the importance
and relevance of these pages [18]. Web mining is also expected to create structural
summarizations for web pages [17], which can make search engines work more ef-
ficiently as well. Moreover, web mining is used to classify web pages [12], identify
web communities [4], etc.

One of the key features of web data is that it may change at any time in any
way. New data are inserted to the web; obsolete data are deleted while some others
are modified. Corresponding to the types of web data, changes can be classified into
three categories: changes of web content, changes of web structure, and changes
of web usage. Due to the autonomous nature of the web, these changes may occur
without notifying the users. We believe that the dynamic and autonomous properties
of web data pose both challenges and opportunities to the web mining community.
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Let us elaborate on this further. The knowledge and information mined from ob-
solete data may not be valid and useful any more with the changes of web data. Let us
take one of the classic web structure mining algorithms HITS [12] for example. With
the evolution of pages on the web, more and more web pages are created and linked
to some of the existing web pages; some outdated web documents are deleted along
with corresponding links while others hyperlinks may be updated due to changes of
web content. Consequently, the set of authoritative and hub pages [12] computed at
time t1 may change at time t2. That is some of the previously authoritative pages
may not be authoritative any more. Similar cases may happen to hub pages. Thus,
the mining results of the HITS algorithm may not be accurate and valid any more
with the changes of web data.

With the dynamic nature of web data, there is an opportunity to get novel, more
useful and informative knowledge from their historical changes, which cannot be
discovered using traditional web mining techniques on snapshot data. For exam-
ple, suppose we have two versions of the redhat.com web site structure as shown in
Figure 1. In this figure, we use the grey boxes to represent pages deleted from the
previous version, black boxes to denote newly inserted pages and bolded boxes to
represent updated pages. From the changes of web structure in the two versions, it
can be observed that when the information of products changes such as new products
are added or outdated products are deleted, the information on training will change
accordingly. For instance, in Figure 1(b), when a new product RH 9.0 is added, a
new training corresponding to this product RH402 is inserted. In this example, it can
be inferred that the information of Product and Service and Training may be associ-
ated. Such inference can be verified by examining the historical web structural deltas.
Then knowledge about associations of structure changes can be extracted by apply-
ing association rule mining techniques to the historical changes of web structural
data. The extracted knowledge can be rules such as changes of substructure A im-
ply changes of substructure B within certain time window with certain support and
confidence. Besides the association rules, interesting substructures, and enhanced
classifiers can also be extracted from the historical web structural changes. From the
above example, we argue that knowledge extracted from historical structural deltas
is more informative compared to the mining results from snapshot data.

Based on the above observations, in this paper, we propose a novel approach to
extract hidden knowledge from the changes of the historical web structural data (also
known as web structural delta). Firstly, this approach is expected to be more efficient
since the mining object is the sequence of deltas that is generally much smaller than
the original sequence of structural data in terms of size. Secondly, novel knowl-
edge that cannot be extracted before can be discovered by incorporating the dynamic
property of web data and temporal attributes. The intuition behind is that while the
knowledge from snapshot is important and interesting, the knowledge behind the cor-
responding changes may be more critical and informative. Such knowledge can be
extracted by using different data mining techniques such as association rule mining,
sequential pattern mining, classification, and clustering [10]. In this paper, we focus
on exploring research issues for mining knowledge from the historical changes of
web structural data.
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The organization of this paper is as following. In Section 2, we present a list of
related works. It includes web structure mining techniques and change detection sys-
tems for web data. The formal definition of web structural delta mining is presented
in Section 3. In addition, different research issues are discussed in this section. The
list of applications where the web structural delta mining results can be used is pre-
sented in Section 4. Finally, the last section concludes the paper.

2 Related Work

Our proposed web structural delta mining research is largely influenced by two re-
search communities. The web mining community has looked at developing novel
algorithms to mine snapshots of web data. The database community has focused on
detecting, representing, and querying changes to the web data. We review some of
these technologies here.

2.1 Web Structure Mining

Over the last few years, web structure mining has attracted a great deal of attention
in the web mining community. Web structure mining was initially inspired by the
study of social network and citation analysis [13]. Web structure mining was defined
to generate structural summary about web sites and web pages. It includes the study
of hyperlinked structure of the web [18], categorizing web pages into authoritative
pages and hub pages [12], and generating community information with respect to
the similarity and relations between different web pages and web sites [4]. We give
a brief review of these techniques that includes two classic web structure mining
algorithms and some algorithms for identifying web communities.

PageRank Algorithm:

One of the algorithms that analyze the hyperlink structure of the web is PageRank
[18]. PageRank is an algorithm developed in Stanford University and now employed
by the web search engine Google. PageRank is used to rank the search results of the
search engine according to the corresponding PageRank values, which is calculated
based on the structure information. In essence, PageRank interprets a link from page
A to page B as a vote, by page A, for page B. However, PageRank looks at more
than the sheer volume of votes, or links a page receives; it also analyzes the page
that casts the vote. Votes cast by pages that are themselves “important” weigh more
heavily and help to make other pages “important”. Important and high quality web
sites in the search results receive high ranks.

HITS Algorithm:

Most research efforts for classifying web pages try to categorize web pages into two
classes: authoritative pages and hub pages. The idea of authoritative and hub pages
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was initialized by Kleinberg in 1998 [12]. The authoritative page is a web page that
is linked to by most web pages that belong to this special topic, while a hub page is a
web page that links to a group of authoritative web pages. One of the basic algorithms
to detect authoritative and hub pages is named HITS [12]. The main idea is to classify
web pages into authoritative and hub pages based on the in-degree and out-degree
of corresponding pages after they have been mapped into a graph structure. This
approach is purely based on hyperlinks. Moreover, this algorithm focuses on only
web pages belonging to a specific topic.

Web Community Algorithms:

Cyber community [4] is one of the applications based on the analysis of similarity
and relationship between web sites or web pages. The main idea of web commu-
nity algorithms is to construct a community of web pages or web sites that share
a common interest. Web community algorithms are clustering algorithms. The goal
is to maximize the similarity within individual web communities and minimize the
similarity between different communities. The measures of similarity and relation-
ship between web sites or web pages are based on not only hyperlinks but also some
content information within web pages or web sites.

2.2 Change Detection for Web Data

Considering the dynamic and autonomous properties of web data, recently many ef-
forts have been directed into the research of change detection for web data [7, 16,
15, 6, 19]. According to format of web documents, web data change detection tech-
niques can be classified into two categories. One is for HTML document, which is
the dominant of current web data. Another is for XML document, which is expected
to be the dominant of web data in the near future. We briefly review some of the web
data change detection techniques now.

Change Detection for HTML Document:

Currently, most of the existing web documents are in HTML format, which is de-
signed for the displaying purpose. An HTML document consists of markup tags and
content data, where the markup tags are used to manipulate the representation of
the content data. The changes of HTML documents can be changes of the HTML
markup tags or the content data. The changes can be sub page level or page level.
The AT&T Internet Difference Engine (AIDE) [7] was proposed to find and display
changes to web pages. It can detect changes of insertion and deletion. WebCQ [16]
is a system for monitoring and delivering web information. It provides personalized
services for notifying and displaying changes and summarizations of corresponding
interested web pages. SCD algorithm [15] is a sub page level change detection al-
gorithm, which detects semantic changes of hierarchical structured data contents in
any two HTML documents.
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Change Detection for XML Document:

Recently, XML documents are becoming more and more popular to store and ex-
change data in the web. Different techniques of detecting changes for XML docu-
ments have been proposed [6, 19]. For instance, XyDiff [6] is used to detect changes
of ordered XML documents. It supports three types of changes: insertion, deletion,
and updating. X-Diff [19] is used to detect changes of unordered XML documents.
It takes the XML documents as unordered tree, which makes the change detection
process more difficult. In this case, two trees are equivalent if they are isomorphic,
which means that they are identical except for the orders among siblings. The X-Diff
algorithm can also identify three types of changes: insertion, deletion, and updating.

3 Web Structure Delta Mining

Based on recent research work in web structure mining, besides the validity of min-
ing results and the hidden knowledge behind historical changes that we mentioned
earlier, we observed that there are two other important issues have not been addressed
by the web mining research community.

• The first observation is that existing web structure mining algorithms focus only
on the in degree and out degree of web pages [12]. They do not consider the
global structural property of web documents. Global properties such as the hier-
archy structure, location of the web page among the whole web site and relations
among ancestor and descendant pages are not considered. However, such infor-
mation is important to understand the overall structure of a web site. For example,
each part of the web structure is corresponding to a underlining concept and its
instance. Consequently, the hierarchy structure represents the relations among
the concepts. Moreover, based on the location of each concept in the hierarchy
structure, the focus of a web site can be extracted with the assumption that the
focus of the web site should be easy to be accessed.

• The second observation is that most web structure mining techniques ignored the
structural information within individual web documents. Even if there are some
algorithms designed to extract the structure of web documents [2], these data
mining techniques are used to extract intra-structural information but not to mine
knowledge behind the intra-structural information. With the increasing popular-
ity of XML documents, this issue is becoming more and more important because
XML documents carry more structural information compared to its HTML coun-
terpart.

Web structural delta mining is to address the above limitations. As shown in Fig-
ure 2, it bridges the two popular research areas, web structure mining and change
detection of web data. In this section, we will first give a formal definition of web
structural delta mining from our point of view. Next, we elaborate on the major re-
search issues of web structural delta mining.
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3.1 Problem Statement

The goal of web structural delta mining is to extract any kind of interesting and
useful information from the historical web structural changes. As the object of web
structural delta mining can be structures of web sites, structures of a group of linked
web page and even structures within individual web page, we introduce the term web
object to define such objects.

Definition 1. Let O={w1, w2, · · · , wn} be a set of web pages. O is a web object if it
satisfies any one of the following constraints: 1) n=1; 2) For any 1 ≤ i ≤ n, wi links
to or is linked by at least one of the pages from {w1, · · · , wi−1, wi+1, · · · , wn}.
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Fig. 3. Architecture of Web Structural Delta Mining

From the definition, we can see that a web object can be either an individual web
page or a group of linked web pages. Thus, the structure of a web object O refers
to the intra-structure within the web page if web object O includes only one web
page, otherwise it refers to the inter-structure among web pages in this web object.
The web object is defined in such a way that each web object corresponds to an
instance of a semantic concept. With respect to the dynamic property of web data,
we observed that some web pages or links might be inserted into or deleted from
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the web object and for individual web page the web page itself may also change
over time. Consequently, the structure of a web object may also change. Our web
structural delta mining is to analyze the historical structural changes of web objects.
In our point of view, web structural delta mining is defined as follows.

Definition 2. Let 〈S1, S2, · · · , Sn〉 be a sequence of historical web structural infor-
mation about a web object, where Si is i-th version of the structural information
about the web object O at time ti. 〈S1, S2, · · · , Sn〉 are in the order of time se-
quence. Assume that this series of structural information records all versions of
structural information for a period of time. The objective of web structural delta
mining is to extract structures with certain changes patterns, discover associations
among structures in terms of their changes patterns, and classify structures based on
the historical change patterns using various data mining techniques.

Our definition of web structural delta mining is different from existing web struc-
ture mining definitions. In our definition, we incorporate the temporal (by taking dif-
ferent versions of web structures as a sequence), dynamic (by detecting the changes
between different versions of web structures), and hierarchical property of web struc-
tural data (by taking into account the hierarchy structures of web sites) as shown in
Figure 3. The basic idea is as follows. First, given a sequence of historical web struc-
tural data, by using the modification of some existing web data change detection
systems, the sequence of historical web structural deltas can be extracted. On the
other hand, based on the dynamic metric, global metric and temporal metric, dif-
ferent types of interesting structures can be defined based on their historical change
patterns. Based on these definitions, the desired structures can be extracted from the
sequence of historical web structural delta by using some data mining techniques.
Besides interesting substructures, other knowledge such as association among struc-
tural deltas, structural change pattern based classifiers can also be discovered. Ac-
cording to the definition, web structural delta mining includes three issues: identify
interesting and useful substructures, extract associations among structural deltas,
and structural change pattern based classifier. We now discuss the details of the
three issues in turn.

3.2 Identify Interesting and Useful Substructures

We now introduce different types of interesting and useful substructures that may
be discovered using web structural delta mining. In Section 4, we will elaborate on
the applications of these structures. The interesting substructures include frequently
changing structure, frozen structure, surprising structure, imbalanced structure, pe-
riodic dynamic structure, increasing dynamic structure, and decreasing dynamic
structure. Due to the lack of space, we will elaborate only on the first four of them.

Frequently Changing Structure:

Given a sequence of historical web structural data about a web object, we may ob-
serve that different substructures change at different frequency with different signif-
icance. Here frequently changing structure refers to substructures that change more
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frequently and significantly compared with other substructures [22]. Let us take the
inter-structure of the www.redhat.com in Figure 1 as an example. In this figure, we
observed that some of the substructures have changed between the two versions while
others did not. The substructures rooted at nodes of Product and Service and Train-
ing changed more frequently compared to other substructures. In order to identify the
frequently changing structure, we proposed two dynamic metrics node dynamic and
version dynamic in [22]. The node dynamic measures the significance of the struc-
tural changes. The version dynamic measures the frequency of the structural changes
against the history. Based on the dynamic metrics, the frequently changing structure
can be defined as structures whose version dynamic and node dynamic are no less
than the predefined thresholds. Two algorithms for discovering frequently changing
structures from historical web structural delta have been proposed in [22].

Frozen Structure:

Frozen structures are the inverse to the frequently changing structures, as these struc-
tures seldom change or never change. To identify such kind of structures, we intro-
duce another type of useful structure named frozen structure. Frozen structure, from
the words themselves, refers to those structures that are relatively stable and seldom
change in the history. Similarly, based on the dynamic metric, frozen structure can
be defined as structures whose values of node dynamic and version dynamic do not
exceed certain predefined thresholds.

Surprising Structure:

Based on the historical dynamic property of certain structures, the corresponding
evolutionary patterns can be extracted. However, for some structures, the changes
may not always be consistent with the historical patterns. In this case, a metric can
be proposed to measure the surprisingness of the changes. If for certain number of
changes, the surprisingness exceeds certain threshold, then, the structure is defined
as a surprising structure. Any structure whose change behavior deviate from the
knowledge we learned from the history is a surprising structure. For example, a
frozen structure that suddenly changed very significantly and frequently may be a
surprising structure; a frequently changing structure suddenly stopped to change is
also a surprising structure. The surprising structure may be caused by some abnormal
behaviors, mistakes, or fraud actions.

Imbalanced Structure:

Besides the dynamic property of web structure, there is another property, global
property, which has not been considered by the web structure mining community.
If we represent the World Wide Web as a tree structure, here global property of the
structure refers to the depth and cardinality of a node, which was introduced in the
imbalance structure research initiated in the context of hypertext structure analysis by



282 Qiankun Zhao, Sourav S. Bhowmick, and Sanjay Madria

(a) A Web Site Structure Version 1 (b) A Web Site Structure Version n

1

9 1011765

432

12 13

8

18171615

14

1

9 108765

432

Fig. 4. Two Versions of a Web Site Structure

Botafogo et al [3]. In their work, two imbalance metrics, depth imbalance and child
imbalance, were used to measure the global property of a structure. The imbalanced
metric is based on the assumption that each node in the structure carries the same
amount of information and the links from a node are further development of the node.
Based on the assumption, an ideal structure of information should be a balanced tree.
However, a good structure may not be definitely balanced since some structures are
designed to be imbalanced by purpose.

In our study, we assume that the first version of any structure is well designed
even if there are some imbalanced structures. Our concern is that as web data is au-
tonomous, some balanced structure may become imbalanced due to changes to web
data. We argue that sometimes such kind of changes is undesirable. For example,
suppose Figure 4 (a) is the first version of a web site structure. Figure 4 (b) depicts
the modified web site structural after a sequence of change operations over a period
of time. From the two versions, we can observe the following changes. The depth of
node 8 changed from 2 to 5; the number of descendant nodes of node 3 increases dra-
matically while the numbers of descendant nodes of its two siblings did not change.
One of the consequences of these changes is that the cost of accessing node 8 from
the root node in Figure 4 (b) is more expensive than the cost in Figure 4 (a). The
depth of a node reflects the cost to access this particular node from the root node.
Nodes that are very deep inside the tree are unlikely to be visited by the majority of
the users. Another consequence is that node 3 is developed with more information in
Figure 4 (b) than in Figure 4 (a). The number of descendant nodes indicates the im-
portance of the node. With such information, the values of the imbalance metrics can
be calculated and the imbalance structures can be identified. Based on the imbalance
structures, web designers can check whether such imbalance structures are desirable
or not. Consequently, a web structure of higher quality can be maintained. Besides
identifying the imbalanced structures, we want to further analyze the changes to find
out what kind of changes may have the potential to cause imbalance of a structure.
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With such knowledge, the undesirable imbalance structures can be avoided by taking
appropriate actions in advance.

3.3 Extract Associations among Structural Deltas

Another important research issue of web structural delta mining is to discover as-
sociation of structural deltas [5]. The basic idea is to extract correlation among the
occurrences of different changes of different web structures. It is similar to the tradi-
tional association rule mining in some senses if we treat each possible substructure
as an item in the transaction database. However, our structure association rule min-
ing is more complex due to following reasons. Firstly, not every combination of two
length (i-1) items in the database can be a candidate length i item since if they cannot
form a complete structure it will be meaningless. Therefore, a more complex candi-
date item generation method is desirable compared to the Apriori in [1]. Secondly,
for each item in the database the types of changes can be different such as insertion,
deletion, and update, while in traditional transaction data there is no such attribute.
This makes the mining process more complex [1]. There are two types of association
rules among the structural deltas.

Structural Delta Association Rule Mining:

Considering the changes of web structural data, it can be observed that some of the
substructures changed simultaneously more often than others. The goal of structural
delta association rule mining is to discover the sets of substructures that change to-
gether with certain support and confidence [5]. An example of the structural delta
association rule is S1 → S2, where S1 and S2 are two different substructures. For
instance, based on a sequence of historical versions of the structure in Figure 1, we
may discover that the substructures rooted at nodes Product and Service and Training
are strongly associated with respect to the changes. Whenever the structure rooted at
node Product and Service changes, the structure rooted at node Training also changes
with certain confidence in the history. However, besides the presence of the substruc-
tures, the types of changes and the significance of the changes can be different for
different substructures. Consequently, more informative and useful structural delta
association rules can be extracted by using multiple dimensional association rule
mining techniques.

Semantic Delta Association Rule Mining:

Besides the structural delta association rule mining, in which only the structural in-
formation is considered, semantic association rules can also be extracted from histor-
ical structural deltas if we incorporate the meta data such as summaries or keywords
of web pages in the web site into the association rules. In this case, we want to
extract knowledge such as which semantic objects are associated in terms of their
change histories. An example of the semantic delta association rule can be that more
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and more new clients are added under product A while some of the clients for product
B are keeping deleted in product client list XML document. Such rules may imply
the relation between the two products. In this case, they may be substitutable. The
reason for such changes is that products A are becoming more and more popular than
products B. If products in both categories are inserted or deleted simultaneously, then
it may indicate the complement relation of the two products.

3.4 Structure Change Pattern Based Classifier

Besides the above-mentioned two issues, it is also interesting to cluster semi-
structured data based on their historical structural change patterns. Recently, a struc-
tural rule based classification algorithm has been proposed for semi-structured data
[21]. In their approach, the discriminatory structures are extracted by using the
TreeMiner [20], and it has been proved to be very efficient. The structure change
pattern based classifier is proposed to classify web structures according to the cor-
responding change behaviors in the history. The intuition behind structure change
pattern based classifier is that records from the same class are expected to share the
same evolutionary pattern is the case in the biology evolution history. The basic idea
is to relate the presence of particular structure change patterns in the records to the
likelihood of belonging to a particular class. The key issue is to extract the discrim-
inatory structure change pattern from the data. We claim that the historical structure
change pattern is more informative in evolutionary datasets such as biological data
than other features extracted from snapshot data. The structure change pattern based
classifier is expected to improve existing classification techniques by incorporating
the historical change patterns.

4 Applications

Based on the issues we discussed above, the output of our web structural delta mining
should include interesting substructures, associations among changes of substruc-
tures, different clusters of substructures with respect to the evolutionary patterns.
According to the way they are defined, such structural knowledge can be widely
used for many different applications such as multi-frequency crawler, efficient XML
indexing, semantic meaning extraction, enhanced wrapper, focused change detection
system, efficient caching for wireless applications, etc. Note that by no means we
claim that the list is exhaustive. Only the first three are discussed in more detail.

4.1 Multi-frequency Crawler

As we know, for traditional web crawler, the crawling strategy is to crawl all the
desired web pages at a uniform frequency even though some web pages may never
change. This strategy makes the crawling process more time consuming and ineffi-
cient. Concerning the historical changes, a multi-frequency crawler that crawls dif-
ferent part of the web site at different frequency can be constructed.
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Based on the frequency of the structures changed in the history (such as frozen
structure, frequently changing structure, etc), together with the corresponding fre-
quency of content changes, web documents can be categorized into different classes.
For example, for those documents whose structures are frozen, they can be separated
into two classes. One class consists of documents whose content change frequently,
the other includes these documents whose content hardly change. Based on the fre-
quency of the structural changes and content changes, different crawling strategy can
be adapted.

Similarly, for documents whose structures change frequently, they can be clus-
tered into different groups by integrating the structural change frequency and corre-
sponding content change frequency in the history. For documents in the same cluster,
they are crawled at the same frequency. By using such strategy, the multi-frequency
crawler should be more efficient than traditional crawlers, and the overhead of net-
work communication can be relieved as well.

4.2 Efficient XML Indexing

Another application of the structural delta mining results is for XML indexing. As
we know that, the major issue of XML indexing is to identify the ancestor and de-
scendant relationship quickly. To do this, different numbering schemes have been
proposed [14, 11]. Li and Moon proposed a numbering scheme in XISS (XML In-
dexing and Storage System) [14]. The XISS numbering scheme uses an extended
preorder and a size. The extended preorder will allow additional nodes to be inserted
without reordering and the size determines the possible number of descendants.

More recently, XR-Tree [11] was proposed for indexing XML data for efficient
structural joins. Compared with the XR-tree, XISS numbering scheme is more flex-
ible and can deal with dynamic updates of XML data more efficiently. Since extra
spaces can be reserved in the extended preorder to accommodate future insertion,
global reordering is not necessary until all the reserved spaces are consumed. How-
ever, Li and Moon did not highlight how much extra space to allocate. Allocating
too little extra space will leads to the ineffectiveness of the numbering scheme and
allocating too much extra space may eventually leads to very large numbers being
assigned to nodes for very large XML document. In the XISS approach, the gaps are
equally allocated, while in practice different part of the document change at different
frequency with different significance.

Based on our mining results from the historical structural changes, the numbering
scheme can be improved by allocating the gaps in a more intelligent manner. For the
parts of structure that change frequently and significantly, larger gaps are allocated
while for frozen structures only very tiny gaps are left. By using this strategy, the
numbering scheme should be more efficient in terms of both index maintenance and
space allocation.

4.3 Semantic Meaning Extraction

Based on the values of dynamic metrics, some semantic meaning can be extracted
from the interesting structures with related domain knowledge. For example, suppose
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that based on the historical structural information we find out that the substructure
rooted at node Training is a frequently changing structure with more and more sub-
trees inserted with similar labels as shown in Figure 1. Then, it can be inferred that
the service Training is becoming more and more popular or profitable.

Similarly, semantic meaning can also be extracted from other types of structures
and associations among structural changes etc. The basic idea is to incorporate some
meta data (such as labels of the edges and nodes, types of changes, etc.) into the in-
teresting structures to get the semantic implications. The semantic meaning extracted
from the structural delta mining results can be widely used in e-commerce for tasks
such as monitoring and predicting the competitors’ strategies.

5 Conclusion

In this paper, we present a novel area of web mining named web structural delta min-
ing. Besides the formal definition, three major issues in web structural delta mining
have been identified. They are identifying interesting and useful structures, discover-
ing association of web structural deltas, and structure change pattern based classi-
fier. Different applications, which can be enhanced by using the web structural delta
mining results, are also discussed. Currently, we are studying some of the issues.
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Summary. This paper3 newly defines a workflow reduction mechanism that for-
mally and automatically reduces an original workflow process to a minimal set of
activities, which is called minimal-workflow model in this paper. It also describes
about the implications of the minimal-workflow model on workflow mining that is a
newly emerging research issue for rediscovering and reengineering workflow models
from workflow logs containing workflow enactment and audit information gathered
being executed on workflow engine. In principle, the minimal-workflow model is
reduced from the original workflow process by analyzing dependencies among its
activities. Its main purpose is to minimize discrepancies between the modeled work-
flow process and the enacted workflow process as it is actually being executed. That
is, we can get a complete set of activity firing sequences (all reachable-paths from
the start to the end activity on a workflow process) on buildtime. Besides, we can
discover from workflow logs that which path out of all reachable paths a workcase (in-
stance of workflow process) has actually followed through on runtime. These are very
important information gain acquiring the runtime statistical significance and knowl-
edge for redesigning and reengineering the workflow process. The minimal-workflow
model presented in this paper is used to be a decision tree induction technique for
mining and discovering a reachable-path of workcase from workflow logs. In a conse-
quence, workflow mining methodologies and systems are rapidly growing and coping
with a wide diversity of domains in terms of their applications and working environ-
ments. So, the literature needs various, advanced, and specialized workflow mining
techniques and architectures that are used for finally feed-backing their analysis re-
sults to the redesign and reengineering phase of the existing workflow and business

3 This research was supported by the University Research Program (Grant No.
C1-2003-03-URP-0005) from the Institute of Information Technology Assessment,
Ministry of Information and Communications, Republic of Korea.
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process models. We strongly believe that this work might be one of those impeccable
attempts and pioneering contributions for improving and advancing the workflow
mining technology.

1 Introduction

In recent, workflow (business process) and its related technologies have been
constantly deployed and so gradually hot-issued in the IT arena. This atmo-
sphere booming workflows and business processes modeling and reengineering
is becoming a catalyst for triggering emergence of the concept of workflow
mining that collects data at runtime in order to support workflow design and
analysis for redesigning and reengineering workflows and business processes.
Especially real workflow models going with e-Commerce, ERP (Enterprise Re-
source Planning), and CRM (Customer Relationship Management) are getting
larger and more complex in their behavioral structures. These large-scaling
movements trigger another big changes in workflow administration (the re-
sponsibility of redesign) and monitoring (the responsibility of rediscovery)
functionality that has been featured and embedded in the workflow build-
time and run-time functionality of the traditional workflow systems. The more
a workflow system’s architecture is distributed, the more its administrative
functions ought to be extended and play important roles for improving the
integrity of the workflow process models and systems. At the same time, the
more transactional applications are involved in workflow models, the more
workflow monitoring features are closely related with statistic-oriented work-
flow monitoring information. Meanwhile, in the traditional workflow systems,
the workflow monitoring features generate status-oriented workflow monitor-
ing information.

In other words, there have been prevalent research and development trends
in the workflow literature - workflow mining techniques and systems that col-
lect runtime data into workflow logs, and filter out information and knowledge
from the workflow logs gathered by the administration and monitoring fea-
tures of workflow management system. The workflow mining techniques and
systems tend to have completely distributed architectures to support very
large-scale workflow applications based upon object-oriented and internet-
based infrastructures. Their key targets have been transformed from the pas-
sive, centralized, human-oriented, and small/medium scale workflow process
models and systems to the active (object), distributed (architecture), system-
oriented (transaction), and large-scale (application) workflow process models
and systems. So, in order for WfMSs to slot in workflow mining features, it is
necessary for their administration and monitoring features to be extended to
gathering and analyzing statistical or workload status information of the work-
flow architectural components dispersed on the distributed environment, and
performing feedback the analyzed results to the redesigning and reengineer-
ing phase of workflow process models. The advanced workflow management
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systems, such as transactional workflows and very large-scale workflows, need
some additional administration and monitoring features that are used for re-
designing and rediscovering workflow procedures and applications, which are
tightly related with the workflow mining functionality.

Therefore, the workflow mining functionality has been mainly looking for
efficient redesigning and reengineering approaches because of not only that
workflow procedures are becoming massively large-scaled and complicated,
but also, nevertheless, that their life-cycle and recycling (reengineering) pe-
riods are becoming swiftly shorter. That is, BPx, such as business process
redesign, reengineering, and restructuring, needs to be done frequently and
even dynamically as well. In order to perform the BPx efficiently and effec-
tively, we should consider its enactment audit and history information logged
and collected from the runtime and diagnosis phases of the workflow and
business process management system. To collect the information, many deci-
sions so need to be made in terms of many perspectives, such as control and
data flows, work assignment policies and algorithms, logging and diagnosis
information, workcase firing sequences (reachable paths), and the number of
workcases performed and managed by various users and administrators. These
decisions are done based upon the information and knowledge collected in not
only the runtime-diagnosis phases, but also the (re)design phase. Also they
are further complicated by the requirements such as flexibility, changeability,
multi-versioning, speed, grading of actors’ behavior, and so forth.

In this paper, our emphasis is placed on the rediscovery problem [14] that
investigates whether it is possible to rediscover the workflow process by merely
looking at its logs. In a little more detailed idea, this paper gives a way to
efficiently rediscover the discrepancy between the original workflow process
model as it is built and the enacted workflow process (which is called from
now workcase) as it is actually executed. The discrepancy, as you can eas-
ily imagine, is caused by the alternative paths exhibited on the model. The
number of alternative paths on the model will effect on the degree of the dis-
crepancy. At this moment, we would make an issue that is called ’reachable-
path rediscovery problem’. For example, after rediscovering a workcase from
workflow logs, we need to know along which reachable-path the workcase has
followed. This might be very useful knowledge for workflow administrators
and designers to redesign and re-estimate the original workflow process model
after being elapsed a specific amount of period. As a matter of facts, this
paper proposes a feasible approach (the concept of minimal-workflow model)
to handle out the reachable-path rediscovery problem. The minimal-workflow
model is automatically reduced from its original workflow process model by
analyzing control dependencies existing among activities. It also shows how
the solution is applicable to either the forward selection approach or the back-
ward elimination approach in serving as a decision tree induction algorithm
for generating a complete set of activity firing sequences - all reachable-paths
from the start to the end activity on a workflow process model - that are very
important patterns because of that they become criteria for acquiring the run-
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time information just like how many workcases of the workflow process model
have been enacted along with each reachable-path, respectively. This statisti-
cal runtime information should be very effective and valuable knowledge for
redesigning and reengineering the workflow model as simply introduced just
before.

The remainder of this paper is organized as follows. The next section
briefly describes about what the workflow process model (Information Control
Net) conceptually does mean, and formalizes the problem addressed in this
paper. Section 3 works out a way to define a workflow mining framework in a
formal manner. And based on the framework, several algorithms are presented
that rediscovers reachable-paths of a large class of workcases, and describes
about the implications of the minimal-workflow model as a workflow mining
methodology and technique. Finally, the paper finalizes with an overview of
related work and some conclusions.

2 Preliminaries

This section briefly introduces the information control net used in the pa-
per. First, it describes the basic concept of the information control net. Next
formally defines the information control net and its implications. And the
problem scope of this paper is defined at the end of this section.

2.1 Information Control Net

The original Information Control Net was developed in order to describe and
analyze information flow within offices. It has been used within actual as
well as hypothetical automated offices to yield a comprehensive description
of activities, to test the underlying office description for certain flaws and
inconsistencies, to quantify certain aspects of office information flow, and to
suggest possible office restructuring permutations. The ICN model defines an
office as a set of related procedures. Each procedure consists of a set of activ-
ities connected by temporal orderings called procedure constraints. In order
for an activity to be accomplished, it may need information from repositories,
such as files, forms, and some data structures.

An ICN captures these notations of workflow procedures, activities, prece-
dence, and repositories. A workflow procedure is a predefined set of work steps,
called activities, and a partial ordering of these activities. Activities can be
related to each other by conjunctive logic (after activity A, do activities B and
C) or by disjunctive logic (after activity A, do activity B or C) with predicates
attached. An activity is either a compound activity containing another pro-
cedure, or a basic unit of work called an elementary activity. An elementary
activity can be executed in one of three modes: manual, automatic, or hybrid.
Typically one or more participants are associated with each activity via roles.
A role is a named designator for one or more participants which conveniently
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acts as the basis for partitioning of work skills, access controls, execution con-
trols, and authority / responsibility. An actor is a person, program, or entity
that can fulfill roles to execute, to be responsible for, or to be associated in
some way with activities and procedures.

As an example, consider an order procedure of a large technology corpo-
ration. This workflow procedure shown in Fig. 1, which we have modeled in
detail elsewhere [10, 11], consists of several steps from order evaluation to final
contract storing activities, such as:

• Order evaluation (α1 ) (sales manager evaluates orders on database)
• Letter of regret (α2 ) (secretary writes a letter of regret for not delivering

the ordered one)
• Billing (α3 ) (bill clerk makes a bill)
• Shipping (α4 ) (inventory clerk makes the ordered one in ready to be

shipped)
• Archive (α5 ) (order administrator stores the record on database).

Fig. 1. A Workflow Procedure Model for Order Processing

Notice that there is an implied ordering because each of the activities 1
through 5 needs to be done sequentially in order. In parenthesis, a role is
identified as the performer of each activity. This is distinguishable from the
actual person (the actor) who does the work. Typically, an activity is executed
by a person utilizing a computer workstation. Computer programs that au-
tomatically perform activities, or provide automated assistance within hybrid
activities are called scripts. Note that some activities such as preliminary as-
sessment are performed by multiple roles, and some activities such as archive
could potentially be performed in automatic mode where the computer is the
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actor. Some activities are obviously compound activities; the role specified to
perform this activity is in fact a group.

Most workflow management products also provide a graphical workflow
modeling tool to design, analyze, and evolve the workflow procedure spec-
ifications. In the graphical notation of ICN, circles represent activities, arcs
(which may have transition conditions such as reject and accept) represent the
precedence partial order, hollow dot represent or-split and or-join respectively,
and small boxes represent relevant data. A workcase is the locus of control for
a particular execution of a procedure. It designates a workcase that represents
one instance of the workflow procedure, or one customer who is considering
for ordering. These workflow modeling tools support alternative and parallel
processing and decision points. Thus, note that there are dangling arcs in Fig.
1 representing decisions paths to possibly reject or accept the order.

2.2 Formal Notation of the Information Control Net

A basic ICN is 7-tuple Γ = (δ, γ, ε, π, κ, I ,O) over a set of A activities (in-
cluding a set of group activities), a set T of transition conditions, a set R of
repositories, a set P of roles, and a set C of actors (including a set of actor
groups), where

• I is a finite set of initial input repositories, assumed to be loaded with
information by some external process before execution of the ICN;

• O is a finite set of final output repositories, perhaps containing information
used by some external process after execution of the ICN;

• δ = δi ∪ δo
where, δo : A −→ ℘(A) is a multi-valued mapping of an activity to its sets
of (immediate) successors, and δi : A −→ ℘(A) is a multi-valued mapping
of an activity to its sets of (immediate) predecessors; (For any given set
S , ℘(S ) denotes the power set of S .)

• γ = γi ∪ γo

where γo : A −→ ℘(R) is a multi-valued mapping (function) of an activity
to its set of output repositories, and γi : A −→ ℘(R) is a multi-valued
mapping (function) of an activity to its set of input repositories;

• ε = εa ∪ εp

where εp : A −→ P is a single-valued mapping of an activity to one of the
roles, and εa : P −→ ℘(A) is a multi-valued mapping of a role to its sets
of associated activities;

• π = πp ∪ πc

where, πc : P −→ ℘(C ) is a multi-valued mapping of a role to its sets of
associated actors, and πp : C −→ ℘(P) is a multi-valued mapping of an
actor to its sets of associated roles;

• κ = κi ∪ κo

where κi : sets of control-transition conditions, T , on each arc, (δi(α), α), α ∈ A;
and κo : sets of control-transition conditions, T , on each arc, (α, δo(α)), α ∈ A;
where the set T = {default , or(conditions), and(conditions)}.
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The following Table 1 is to represent the order processing workflow proce-
dure model illustrated in Fig. 1 by using the formal notation of ICN.

2.3 Implication of the Information Control Net

Given a formal definition, the execution of an ICN can be interpreted as
follows: For any activity α, in general,

δ(α) = {
{β11 , β12 , . . . , β1m(1)},
{β21 , β22 , . . . , β2m(2)},
. . . ,

{βn1 , βn2 , . . . , βnm(n)}
}

means that upon completion of activity α, a transition that simultaneously
initiates all of the activities βi1 through βim(i) occurs. Only one value of
i(1 ≤ i ≤ n) is selected as the result of a decision made within activity α.
(Note that if n = 1 , then no decision is needed and α is not a decision node.)
In general, if m(i) = 1 for all i , then no parallel processing is initiated by
completion of α. In ICN diagrams, the former, that an activity has a parallel
transition, is represented by a solid dot, and the latter, that an activity has a
decision (or selective) transition, is represented by hollow dot.

For any activity α, εp(α) = {	1 , 	2 , . . . , 	n}, where n is the number of
roles, 	 ∈ P , involved in the activity, means that an activity α is performed
by one of the roles; εa(	) = {α1 , α2 , . . . , αm}, where m is the number of
activities performed by the role, means that a role 	 is associated with several
activities in a procedure.

In terms of the control-transition conditions, there are three kinds of condi-
tions: default control-transition conditions, OR control-transition conditions,
and AND control-transition conditions (including selective control-transition
conditions). These conditions must be specified by one of the following so that
the flow of control can be accomplished by the enactment part:

• by the workflow modelers at the modeling part of workflow management
system,

• by APIs on the invoked programs,
• by the statistical or temporal strategies that the system can automatically

control,
• by the system.

The execution of an ICN commences by a single λ transition. We always
assume without loss of generality that there is a single starting node:

∃α1 ∈ A � {{λ}} ∈ δi(α1 ).
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Table 1. Formal Notation of the Order Processing Workflow Model

Γ = (δ, γ, ε, π, κ, I ,O) over A,R,P ,C ,T TheOrderProcedureinICN

A = {α1 , α2 , α3 , α4 , α5 , α6 , α7 , αI , αF} Activities
R = {ρ1 , ρ2} Repositories
P = {�1 , �2 , �3 , �4 , �5} Roles
C = {η1 , η2 , η3 , η4 , η5 , η6 , η7 , η8 , η9 , η10} Actors
T = {d(default), or1 (′reject ′), or2 (′accept ′)} TransitionConditions
I = {∅} InitialInputRepositories
O = {∅} FinalOutputRepositories

δ = δi ∪ δo δi(αI ) = {∅};
δi(α1 ) = {αI };
δi(α2 ) = {α6};
δi(α3 ) = {α6};
δi(α4 ) = {α3};
δi(α5 ) = {α7};
δi(α6 ) = {α1};
δi(α7 ) = {{α2}, {α4}};
δi(αF ) = {α5};

δo(αI ) = {α1};
δo(α1 ) = {α6};
δo(α2 ) = {α7};
δo(α3 ) = {α4};
δo(α4 ) = {α7};
δo(α5 ) = {αF};
δo(α6 ) = {{α2}, {α3}};
δo(α7 ) = {α5};
δo(αF ) = {∅};

γ = γi ∪ γo γi(αI ) = {∅};
γi(α1 ) = {∅};
γi(α2 ) = {ρ1};
γi(α3 ) = {ρ1};
γi(α4 ) = {ρ1};
γi(α5 ) = {ρ1 , ρ2};
γi(α6 ) = {∅};
γi(α7 ) = {∅};
γi(αF ) = {∅};

γo(αI ) = {∅};
γo(α1 ) = {ρ1};
γo(α2 ) = {ρ2};
γo(α3 ) = {∅};
γo(α4 ) = {∅};
γo(α5 ) = {∅};
γo(α6 ) = {∅};
γo(α7 ) = {∅};
γo(α1 ) = {∅};

ε = εa ∪ εp εp(αI ) = {∅};
εp(α1 ) = {�1};
εp(α2 ) = {�2};
εp(α3 ) = {�3};
εp(α4 ) = {�4};
εp(α5 ) = {�5};
εp(α6 ) = {∅};
εp(α7 ) = {∅};
εp(αF ) = {∅};

εa(�1 ) = {α1};
εa(�2 ) = {α2};
εa(�3 ) = {α3};
εa(�4 ) = {α4};
εa(�5 ) = {α5};

π = πp ∪ πc πp(η1 ) = {�1};
πp(η2 ) = {�2};
πp(η3 ) = {�2};
πp(η4 ) = {�3};
πp(η5 ) = {�3};
πp(η6 ) = {�4};
πp(η7 ) = {�4};
πp(η8 ) = {�4};
πa(η9 ) = {�5};
πp(η10 ) = {�5};

πc(�1 ) = {η1};
πc(�2 ) = {η2 , η3};
πc(�3 ) = {η4 , η5};
πc(�4 ) = {η6 , η7 , η8};
πc(�5 ) = {η9 , η10};

κ = κi ∪ κo κi(αI ) = {∅};
κi(α1 ) = {d};
κi(α2 ) = {or1};
κi(α3 ) = {or2};
κi(α4 ) = {d};
κi(α5 ) = {d};
κi(α6 ) = {d};
κi(α7 ) = {d};
κi(αF ) = {d};

κo(αI ) = {d};
κo(α1 ) = {d};
κo(α2 ) = {d};
κo(α3 ) = {d};
κo(α4 ) = {d};
κo(α5 ) = {d};
κo(α6 ) = {or1 , or2};
κo(α7 ) = {d};
κo(αF ) = {∅};
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At the commencement, it is assumed that all repositories in the set I ⊆ R have
been initialized with data by the external system. The execution is terminated
by any one λ output transition. The set of output repositories is data holders
that may be used after termination by the external system.

2.4 Problem Scope: The Reachable-path Rediscovery Problem

As stated in the previous section, the scope of problem is related with the
rediscovery problem that has stated in [14] as a matter of workflow mining
techniques. It investigates whether it is possible to rediscover the workflow
process by merely looking at its logs. In this paper, we would try to restate
the problem so as for the minimal-workflow model to be well applied as a
solution. In a little more detailed idea, it gives a way to efficiently rediscover
the discrepancy between the original workflow process model as it is built and
the enacted workflow process as it is actually executed. The discrepancy, as
you can easily see in Fig. 2, is caused by the alternative paths exhibited on
the model. The number of alternative paths on the model will effect on the
degree of the discrepancy.

For example, after rediscovering a workcase from workflow logs, we need
to know along which reachable-path the workcase has followed. In the fig-
ure, the workcase rediscovered from the workflow log belongs to one of the
three reachable-paths. For simple workflow processes, this reachable-path de-
termination might be quite easy to handle. However, for massively large and
complicated workflow process models this is much more difficult and time-
consuming work. At the same time, this needs to be done efficiently as the
number of workcases becomes quite large. That’s the reason why this paper
tries to restate the problem as ’reachable-path rediscovery problem ’.

Therefore, we look for efficient mining approaches to solve the reachable-
path rediscovery problem. The minimal-workflow model proposed in this pa-
per is one of those approaches. The reachable-path rediscovery problem might
be very important and effective issue in order to perform the redesigning and
reengineering of workflow process models. In other words, in the reengineering
phase, the critical path, which is the reachable-path having the largest num-
ber of workcases, might be the most effective one out of all possible reachable-
paths. For example, assume that one hundred thousands workcases have been
enacted out of the workflow process model shown in the left-most side of the
figure. If 90% of the workcases were associated with the first and the second
reachable-paths, then those two reachable-paths become the critical path of
the model. So, we can reengineer the original workflow process model by sep-
arating the critical path from the third reachable-path. The key point in this
problem is how fast and how much efficiently we can rediscover the reachable-
paths of all of the workcases. In the next section, we suggest a workflow mining
framework using the minimal-workflow model as a solution of the problem.
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Fig. 2. The reachable-path rediscovery problem: Along which reachable-path does
a workcase follow?

3 Workflow Reduction Mechanism

In this section, we give the complete description of a systematic and formal
approach to construct a minimal-workflow model from a workflow procedure
modeled by the information control net. The minimal-workflow model will
play very important role in solving the reachable-path rediscovery problem.
That is, it is used as a decision tree induction algorithm in the workflow
mining system that has been particularly designed and implemented only
for solving the problem. The on-going research project has been carried out
through the CTRL research group in Kyonggi University. The construction
procedure of the minimal-workflow model and its usages put in the workflow
mining framework. The following subsections devote to details and formality
of the framework.

3.1 Workflow Reduction Framework

This paper’s main contribution is to propose a framework that consists of a
series of formal approaches from analyzing workflow dependencies to gener-
ating minimal-workflow and algorithms, which is finally used for solving the
reachable-path rediscovery problem. The framework, as illustrated in Fig. 3,
has three kinds of model transformations. The first transformation is from ICN
to workflow dependent net performed through the workflow dependency anal-
ysis method, second is from the workflow dependent net to minimal-workflow,
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and the third one is done from ICN to a set of reachable-paths. These transfor-
mations are performed in the modeling time, and finally used for rediscovering
a reachable-path of a workcase from workflow log. Based upon these transfor-
mations, there might be two possible approaches for solving the reachable-path
rediscovery problem as followings:

• Naive approach using the third transformation only (from ICN to a set of
reachable-paths)

• Sophisticated approach using the minimal-workflow as a decision tree in-
duction mechanism

As you can easily imagine, the naive approach is straightforwardly done
by a simple algorithm generating a set of reachable-paths from an information
control net. But, we hardly expect the higher efficiency in mining and redis-
covering reachable-paths from workflow logs mounted up by enactments of
large-scale and complicated workflow process models. So, this paper is work-
ing on the sophisticated approach, which is called workflow mining framework
shown in Fig. 3. This approach at first steps out from analyzing control de-
pendencies among activities in a workflow procedure.

Fig. 3. The Workflow Reduction Framework

Based upon these control dependencies, the framework generates a work-
flow dependent net by applying the concepts of walk and dominance opera-
tions [1]. On the workflow dependent net, it is possible to filter out a minimal-
workflow model by using the concepts of immediate backward dominator and



300 Kwang-Hoon Kim and Clarence A. Ellis

immediate forward dominator, which are defined in the next subsection. Fi-
nally, the minimal-workflow model serves as a decision tree induction algo-
rithm (generating reduced activity set or minimal activity set) in order to
decide along which reachable-path a workcase follows (the reachable-path re-
discovery problem). Conclusively, we surely expect the much higher efficiency
from the sophisticated approach, because it dramatically reduces the size of
activity set that has to be used for rediscovering a reachable-path of a work-
fcase. At the same time, it is able to filter out a huge amount of enacted
activities’ data by preprocessing audit data logged on workflow logs.

3.2 Workflow Dependent Net

This subsection describes the formal definitions of workflow dependent net,
and conceives an algorithm that constructs a workflow dependent net from
the formal specification of an ICN. The workflow dependent net is mainly
concerned about the control-flow perspective in a workflow procedure. In par-
ticular, it is used to model the effect of conditional branches (or-split and
or-join) and parallel branches (and-split and and-join) on the behavior of
workflow procedure. The workflow dependent net is constructed out of the
set δ (control flow part) in the formal notation of ICN model. (Note that the
notations and their meanings are same to that used in the ICN definition, if
they are not redefined.)

Primitive Operations

From the information control net, the following two operations, such as walk
and dominance, work out. The operations are used for generating a workflow
dependent net from an information control net. The basic concepts of the
operations were defined in [1], and we revised them so as to fit well into the
workflow model.

Definition 1 A walk, W , in an ICN. In an ICN, Γ = (δ, γ, ε, π, κ, I ,O),
a walk W is a sequence of activities, α1 , α2 , . . . , αn , such that n ≥ 0 and
αi+1 ∈ δo(αi) for i = 1 , 2 , . . . ,n − 1 . The length of a walk W = α1α2 . . . αn ,
denoted |W |, is the number n of activity occurrences in W .

Note that a walk of length zero has no any activity occurrence - such
a walk is called empty. A nonempty walk whose first activity is u and
whose last activity is v is called a u − v walk. If W = w1w2 . . .wm and
X = x1 x2 . . . xn are walks such that either W is empty, X is empty, or wm is
adjacent to x1 , then the concatenation of W and X, denoted WX, is the walk
w1w2 . . .wmx1 x2 . . . xn .

Definition 2 Dominance in an ICN. When an ICN, Γ = (δ, γ, ε, π, κ, I ,O),
satisfies all of the following conditions: (a) Γ contains two distinguished activ-
ities: the initial activity αI satisfying that δi(αI ) is {∅}, and the final activity
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αF satisfying that δo(αF ) is {∅}; (b) every activity of Γ occurs on somewhere
of the αI − αF walk, we can define the following types of dominance:

• Let Γ be an ICN. An activity u ∈ A forward-dominates an activity
v ∈ A iff every v − αF walk in Γ contains u; u properly forward-
dominates v iff u 
= v and u forward-dominates v.

• Let Γ be an ICN. An activity u ∈ A strongly forward-dominates an
activity v ∈ A iff u forward-dominates v and there is an integer k ≥ 1
such that every walk in Γ beginning with v and of length k contains u.

• Let Γ be an ICN. The immediate forward-dominator of an activity
α ∈ (A − {αF}), denoted ifd(α), is the activity that is the first properly
forward-dominator of α to occur on every α − αF walk in Γ .

• Let Γ be an ICN. An activity u ∈ A backward-dominates an activity
v ∈ A iff every v − αI walk in Γ contains u; u properly backward dom-
inates v iff u 
= v and u backward dominates v.

• Let Γ be an ICN. The immediate backward dominator of an activ-
ity α ∈ (A − {αI }), denoted ibd(α), is the activity that is the first proper
backward dominator of α to occur on every α − αI walk in Γ .

Workflow Dependent Net

Based upon the primitive operations (walk and dominance), it is possible to
generate a set of workflow control dependent relationships being embedded
on a workflow model. These dependency relationships are filtered out through
the following dependency operations being formally defined in the following
theorem. We can automatically construct a workflow dependent net of the
workflow model by an algorithm using the dependency operations.

Definition 3 Control Dependency in an ICN. Let Γ be an information
control net, and let u, v ∈ A.

• An activity u is control-dependent on an activity v iff the activity u is
a strongly forward-dominator of the activity v.

• An activity u is strongly control-dependent on an activity v iff the
activity u is not only control-dependent on but also an immediate forward-
dominator of the activity v.

• The function, fd(v, u), returns a set of forward dominators of v in the
walk v − u.

• The function, ifd(v, u), returns a set of immediate forward-dominators
of the activity v in the walk v − u.

Note that the activities that are strongly control-dependent on the control-
transition conditions of an or-split/and-split control construct are those be-
tween the fork activity and the join activity of the or-split/and-split control
construct. Additionally, the activi-ties, that are strongly control-dependent
on the branch condition of a loop-control construct, are the control-transition
conditions themselves and the activities in the inside of the loop. But, the loop
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should not be concerned in this algorithm because it is a special construct of
or-split/and-split control construct. The following Fig. 4 is the algorithm to
construct a formal workflow dependent net from a workflow procedure in ICN.

Definition 4 Workflow Dependent Net of an ICN. A workflow de-
pendent net is formally defined as Ω = (ϕ, ξ, I ,O) over a set A of activities
and a set T of transition conditions, where

• ϕ = ϕi ∪ ϕo

where ϕo : A −→ ℘(A) is a multi-valued mapping of an activity to a set of
activities that is control-dependent or strongly or multiply control-
dependent on the activity, and ϕi : A −→ ℘(A) is a single-valued mapping
of an activity to that the activity is control-dependent or strongly or
multiply control-dependent;

• ξ = ξi ∪ ξo
where ξi : a set of control transition conditions, τ ∈ T, on each arc,
(ϕi(α), α); and ξo: a set of control transition conditions, τ ∈ T, on each
arc, (α, ϕo(α)), where α ∈ A;

• I is a finite set of initial input repositories;
• O is a finite set of final output repositories;

In mapping the workflow dependent diagram into its formal definition,
a circle represents an activity node, a solid arrow represents a control-
dependency between two associated activities, and a control-transition con-
dition is positioned on the solid arrow. Additionally, the workflow dependent
net is extensible to accommodate the concept of compound workflow models
such as subworkflows, nested workflows, and chained workflows.

Next, how can we build a workflow dependent net from an information
control net? We need an algorithm for this. By using those operations such
as walk,dominance and control-dependency, we construct the algorithm.

The Workflow Dependent Net Construction Algorithm

A sketch of the algorithm is given as the following:

Input An ICN, Γ = (δ, γ, ε, π, κ, I ,O);
Output A Workflow Dependent Net, Ω = (ϕ, ξ);
Initialize T ← {αI }; /* u,T are global */
PROCEDURE(In s ← δo(αI ), In f ← {αF}) /* Recursive procedure

*/
BEGIN

v ← s; ϕi(v) ← δi(v); ϕo(δi(v)) ← v ;T ← T ∪ {v};
O ← δo(v);
WHILE (∃u ∈ O is not equal to f ) DO

FOR (∀u ∈ O and u /∈ T ) DO
IF (u is a strongly forward-dominator of v?)
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Then do
IF (u is a multiply forward-dominator of v?)

Then do
Call PROCEDURE(In s ← u, In f ← {’and-join’});
ϕo(δi(v)) ← u;ϕi(u) ← δi(v); T ← T ∪ {u};

end
Else do

ϕo(δi(v)) ← u; ϕi(u) ← v ;T ← T ∪ {u}; end
END IF

Else do
Call PROCEDURE(In s ← u, In f ← {’or-join’});
ϕo(δi(v)) ← u; ϕi(u) ← δi(v); T ← T ∪ {u}; end

END IF
END FOR
Replace O To δo(u); /* O ← δo(u); */

END WHILE
END PROCEDURE

The time complexity of the workflow dependent net construction algo-
rithm is O(n2 ), where n is the number of activities in an ICN. The functions
for deciding both the strongly forward-domination relation and the multiply
forward-domination relation between two activities can be computed in O(n),
and the recursive procedure itself can be computed in O(n). Therefore, the
overall time complexity is O(n2 ).

Fig. 4. The Workflow Dependent Net of the Order Processing Workflow Model

The graphical representation of the workflow dependent net for the or-
der processing workflow procedure is presented in Fig. 4. As shown in the
figure, there are two nets. The net on the left-hand side represents the work-
flow dependent net constructed by the algorithm, and the right-hand side
one gives marks (bold arrows) on the edges that have some special dominate-
relationships, such as ifd (immediate forward dominator) and ibd (immediate
backward dominator) relationship, with conjunctive or disjunctive logics. For
example, α2 and α3 (activity nodes) are the immediate forward dominators
(ifd) of α6 (disjunctive node - or-split) with respect to transition-conditions,
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Table 2. Formal Specification for the Workflow Dependent Net of the Order Pro-
cessing Workflow Model

Ω = (ϕ, ξ, I ,O) over A,T TheOrderProcedureinWDN

A = {α1 , α2 , α3 , α4 , α5 , α6 , α7 , αI , αF} Activities
T = {d(default), or1 (′reject ′), or2 (′accept ′)} TransitionConditions
I = {∅} InitialInputRepositories
O = {∅} FinalOutputRepositories

ϕ = ϕi ∪ ϕo ϕi(αI ) = {∅};
ϕi(α1 ) = {αI };
ϕi(α2 ) = {α6};
ϕi(α3 ) = {α6};
ϕi(α4 ) = {α6};
ϕi(α5 ) = {αI };
ϕi(α6 ) = {αI };
ϕi(α7 ) = {αI };
ϕi(αF ) = {αI };

ϕo(αI ) = {α1 , α5 , α6 , α7 , αF};
ϕo(α1 ) = {∅};
ϕo(α2 ) = {∅};
ϕo(α3 ) = {∅};
ϕo(α4 ) = {∅};
ϕo(α5 ) = {∅};
ϕo(α6 ) = {α2 , α3 , α4};
ϕo(α7 ) = {∅};
ϕo(αF ) = {∅};

ξ = ξi ∪ ξo ξi(αI ) = {∅};
ξi(α1 ) = {d};
ξi(α2 ) = {or1};
ξi(α3 ) = {or2};
ξi(α4 ) = {or2};
ξi(α5 ) = {d};
ξi(α6 ) = {d};
ξi(α7 ) = {d};
ξi(αF ) = {d};

ξo(αI ) = {d};
ξo(α1 ) = {∅};
ξo(α2 ) = {∅};
ξo(α3 ) = {∅};
ξo(α4 ) = {∅};
ξo(α5 ) = {∅};
ξo(α6 ) = {or1 , or2};
ξo(α7 ) = {∅};
ξo(αF ) = {∅};

’reject ’ and ’accept ’, respectively. Simultaneously, α6 is the immediate back-
ward dominator (ibd) of both α2 and α3 . These activities make up the minimal
activity set of the order processing workflow model, which will be a minimal-
workflow model described in the next subsection. Additionally, α1 , α5 , α6 ,
α7 and αF strongly forward dominate αI .

Note that the control-transition conditions are not represented in Fig. 4,
because they are not directly related with constructing the workflow depen-
dent net from a ICN. It means that special domination-relationships between
activities are the necessary-and-satisfactory knowledge for constructing the
workflow dependent net model from an ICN model. However, they are be-
coming essential criteria for finally reducing the workflow dependent net into
the minimal workflow model. In the next subsection, we are going to precisely
describe about how to use them in the reduction algorithm. The formal spec-
ification of the workflow dependent net shown in the Fig. 4 is presented in
Table 2.
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3.3 The Minimal Workflow Model

In this subsection, we formally define the minimal workflow net model, and
derive an algorithm constructing the minimal workflow net from a workflow
dependent net. In order to construct the minimal workflow net model, it is
necessary to extend the domination-relationship operations (such as ifd and
ibd) so as to incorporate the concept of dependency type. In the workflow
dependent net, we treat every node in a net as a unified type - activity.
However, in the minimal workflow net model, it is necessary for the nodes
to be classified into activity-type with the immediate backward domination,
conjunctive-logic-type (and-split), and disjunctive-logic-type (or-split), which
are playing an important role in composing the minimal workflow model.
Based upon these operations and classes, the types of dependency are defined
as following:

Definition 5 Types of Dependency in a workflow dependent net model
(WDN). Let Ω be a WDN, Ω = (ϕ, ϑ, I ,O) over a set of activities, A, and a
set of transition-conditions, T . We can define the following types of depen-
dency:

• There exists an ibd-type dependency between two activities, v and
u, where v ∈ ϕi(u) ∧ u ∈ ϕo(v) ∧ v 
= u in WDN, which is denoted as
ibdtd(v) and gives an activity, u, that is the immediate backward dom-
inator of v occurring on every v − αI walk in an ICN.

• There exists an conjunctive-type dependency between two activities, v
and u, where v ∈ ϕi(u) ∧ u ∈ ϕo(v) ∧ v 
= u in WDN, which is denoted as
ctd(v) and gives an activity, u, that is a ’and-split’ activity.

• There exists an disjunctive-type dependency between two activities, v
and u, where v ∈ ϕi(u) ∧ u ∈ ϕo(v) ∧ v 
= u in WDN, which is denoted as
dtd(v) and gives an activity, u, that is a ’or-split’ activity.

Definition 6 Minimal Workflow Net of a workflow dependent net
model (WDN). Let M be a MWN, a minimal-workflow net, that is formally
defined as M = (χ, ϑ, I ,O) over a set of activities, A, and a set of transition-
conditions, T , where

• χ = χi ∪ χo

where, χo : A −→ ℘(A) is a multi-valued mapping of an activity to an
another set of activities, each member of which has one of the types of
dependency, such as ibd-type, conjunctive-type, or disjunctive-type depen-
dency, and χi : A −→ ℘(A) is a single-valued mapping of an activity to an
another activity that is one of the members in {αI , or − split , and − split;

• ϑ = ϑi ∪ ϑo

where, ϑi : a set of control transition conditions, τ ∈ T, on each arc,
(ϕi(α), α); and ϑo: a set of control transition conditions, τ ∈ T, on each
arc, (α, ϕo(α)), where α ∈ A;

• I is a finite set of initial input repositories;
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• O is a finite set of final output repositories;

In mapping a minimal-workflow diagram into its formal definition, solid
directed edge coming into a node correspond to χi , and solid directed edge
going out of a node correspond to χo . A minimal-workflow net is formally
constructed from a workflow dependent net through the following algorithm.
In the algorithm, we need the concepts of the dependency operations, such as
ibdtd(α), ctd(α), and dtd(α), newly extended in this section.

The Minimal Workflow Net Construction Algorithm

A sketch of the algorithm is given as the following:

Input A Workflow Dependent Net, Ω = (ϕ, ξ, I ,O);
Output A Minimal Workflow Net, M = (χ, ϑ, I ,O);
Initialize T ← {∅}; /* T is global */
PROCEDURE(In s ← {αI }) /* Recursive Procedure */
BEGIN

v ← s; χi(v) ← ϕi(v); χo(v) ← {∅};T ← T ∪ {v};
O ← ϕo(v);
FOR (∀u ∈ O) DO

SWITCH (What type of dependency between v and u is?) DO
Case ’ibd-type dependency’:

χo(v) ← u; χi(u) ← v ;
ϑo(v) ← ξo(v); ϑi(u) ← ξi(u);
T ← T ∪ {u};
break;

Case ’conjunctive-type dependency’:
χo(v) ← u; χi(u) ← v ;
ϑo(v) ← ξo(v); ϑi(u) ← ξi(u);
T ← T ∪ {u};
Call PROCEDURE(In s ← u);
break;

Case ’disjunctive-type dependency’:
χo(v) ← u; χi(u) ← v ;
ϑo(v) ← ξo(v); ϑi(u) ← ξi(u);
T ← T ∪ {u};
Call PROCEDURE(In s ← u);
break;

Default:
T ← T ∪ {u};
break;

END SWITCH
END FOR
IF ((x , y ∈ χo(v)) ∧ (x 
= y) ∧ (ϑi(x ) = ϑi(y)) ∧ (x = ibdtp(v)) DO

Then do
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Eliminate x (the ibd-type dependency)
from the minimal workflow net;

end;
END IF

END PROCEDURE

The minimal workflow net construction algorithm for a workflow depen-
dent net can be computed in O(n), where n is the number of activities in
the set,A. Because the statements in the recursive procedure are executed n
times that is exactly same to the number of activities, and the time needed for
deciding the immediate backward dominator (ibd-type dependency) is O(1 ).
Therefore, the time complexity of the algorithm is O(n).

Fig. 5. The Minimal Workflow Net of the Order Processing Workflow Model

Table 3. Formal Specification for the Minimal Workflow Net of the Order Processing
Workflow Model

M = (χ, ϑ, I ,O) over A,T TheOrderProcedureinWDN

A = {αI , α2 , α3 , α6} Activities
T = {d(default), or1 (′reject ′), or2 (′accept ′)} TransitionConditions
I = {∅} InitialInputRepositories
O = {∅} FinalOutputRepositories

χ = χi ∪ χo χi(αI ) = {∅};
χi(α2 ) = {α6};
χi(α3 ) = {α6};
χi(α6 ) = {αI };

χo(αI ) = {α6};
χo(α2 ) = {∅};
χo(α3 ) = {∅};
χo(α6 ) = {α2 , α3};

ϑ = ϑi ∪ ϑo ϑi(αI ) = {∅};
ϑi(α2 ) = {or1};
ϑi(α3 ) = {or2};
ϑi(α6 ) = {d};

ϑo(αI ) = {d};
ϑo(α2 ) = {∅};
ϑo(α3 ) = {∅};
ϑo(α6 ) = {or1 , or2};
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In Fig. 5, the right-hand side is to represent a minimal workflow net ex-
tracted from the workflow dependent net (the left-hand side) of the order
processing workflow model by the minimal workflow (decision tree) induction
algorithm. As a result, the minimal workflow net, which is finally generating
the minimal activity set consisting of decision activity sets, will play a very
important role in workflow mining mechanism as a reachable-path decision
tree induction technique. Based on this minimal activity set, we can easily
and efficiently solve the reachable-path rediscovery problem. For example, the
minimal activity set for the order processing workflow is {α2 , α3}. And the
decision activity sets for the reachable − path1 is {α2}, and the decision ac-
tivity set for reachable − path2 is {α3}. That is, we can easily see that, from
workflow logs, all workcases containing the activity, (α2 ), had been followed
along the first reachable-path, (reachable − path1 ), at the same time, all work-
cases containing the activity, (α3 ), had also been enacted along the second
reachable-path, (reachable − path2 ).The formal specification of the minimal
workflow net shown in the right-hand side of Fig. 5 is presented in Table 3.

4 Conclusions

So far, this paper has presented the minimal-workflow model and its related
algorithms and techniques. Particularly, in this paper we newly declared the
reachable-path rediscovery problem, and proposed a solution for the problem,
as well. The solution is just the workflow mining framework that eventually
gives us higher-level of efficiency in rediscovering reachable-paths from work-
flow logs. In order to construct the model from an information control net, as
you’ve seen, three times of model transformations have to be done, such as
the workflow dependent net algorithm, the minimal-workflow net algorithm,
and the reachable-path generation algorithm. (Note that the third algorithm
has not presented in this paper yet, because it can be straightforwardly done
through a simple manner.) These three transformations should be done in
modeling or building time. And, the final result of the transformations spawns
a minimal activity set of the workflow process model that will be working out
with a reachable-path decision algorithm. But, in the algorithms generating
the minimal-workflow model we did not take into account the concept of loop
construct in workflow model. We would leave it to one of the future works of
this paper.

Conclusively, this minimal-workflow model is a sort of decision tree in-
duction technique in workflow mining systems preprocessing data on work-
flow logs. In recent, the literature needs various, advanced, and specialized
workflow mining techniques and architectures that are used for finally feed-
backing their analysis results to the redesign and reengineering phase of the
existing workflow and business process models. we strongly believe that this
work might be one of those impeccable attempts and pioneering contribu-
tions for improving and advancing the workflow mining technology, because
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the minimal-workflow model should be a very useful technique in redesigning
and reengineering very large-scale and complicated workflows. The model is
going to be applied to the workflow mining system that will be integrated with
the workflow management system (e-Chautauqua WfMS) that our research
group have been developing through an on-going project.

Notes and Comments. This research was supported by the University
Research Program (URP) (Grant No. C1-2003-03-URP-0005) from the
Institute of Information Technology Assessment, Ministry of Information
and Communications, Republic of Korea.
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Abstract. In this chapter, a novel anomaly detection scheme that uses a 
robust principal component classifier (PCC) to handle computer network 
security problems is proposed. An intrusion predictive model is constructed 
from the major and minor principal components of the normal instances, 
where the difference of an anomaly from the normal instance is the distance 
in the principal component space. The screening of outliers prior to the 
principal component analysis adds the resistance property to the classifier 
which makes the method applicable to both the supervised and unsuper-
vised training data. Several experiments using the KDD Cup 1999 data 
were conducted and the experimental results demonstrated that our pro-
posed PCC method is superior to the k-nearest neighbor (KNN) method, 
density-based local outliers (LOF) approach, and the outlier detection al-
gorithm based on the Canberra metric. 

Keywords: Anomaly detection, principal component classifier, 
data mining, intrusion detection, outliers, principal component 
analysis.

1   Introduction 

A rapid technological progress has brought a new era to the way people 
communicate. With the merging of computers and communications, we 
now find ourselves highly depend on the digital communication networks 
in everyday life. For example, people can look for information from eve-
rywhere on the Internet and check e-mails or messages at any place, either 
from a desktop personal computer, a laptop, or even a mobile phone. 
While we treasure the ease and convenience of being connected, it is also 
recognized that an intrusion of malicious or unauthorized users from one 
place can cause severe damages to wide areas.  This introduces a serious 
issue in computer network security.  Heady et al. [9] defined an intrusion 
as “any set of actions that attempt to compromise the integrity, confidenti-
ality or availability of information resources.” The identification of such a 
set of malicious actions is called intrusion detection problem that has re-
ceived great interest from the researchers. 

The existing intrusion detection methods fall in two major categories: 
signature recognition and anomaly detection [11,18,19]. For signature rec-
ognition techniques, signatures of the known attacks are stored and the 
monitored events are matched against the signatures. When there is a 
match, the techniques signal an intrusion. An obvious limitation of these 
techniques is that they cannot detect new attacks whose signatures are un-
known. In contrast, anomaly detection algorithms build a model from the 
normal training data and detect the deviation from the normal model in the 
new piece of test data, where a large departure from the normal model is 
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likely to be anomalous. The advantage of the anomaly detection algorithms 
is that they can detect new types of intrusions [4] with the trade-off of a 
high false alarm rate. This is because the previously unseen, yet legitimate, 
system behaviors may also be recognized as anomalies [5,19].  

Various intrusion detection techniques in the anomaly detection cate-
gory that have been proposed in the literature include the robust support 
vector machines [10] in machine learning and the statistical-based methods. 
An extensive review of a number of approaches to novelty detection was 
given in [20,21]. Statistical-based anomaly detection techniques use statis-
tical properties of the normal activities to build a norm profile and employ 
statistical tests to determine whether the observed activities deviate signifi-
cantly from the norm profile. A multivariate normal distribution is usually 
assumed, which can be a drawback. A technique based on a chi-square sta-
tistic that has a low false alarm and a high detection rate was presented in 
[24]. The Canberra technique that is a multivariate statistical based tech-
nique was developed in [6]. Though this method does not suffer from the 
normality assumption of the data, their experiments showed that the tech-
nique performed very well only in the case where all the attacks were 
placed together. Ye et al. [23] proposed a multivariate quality control tech-
nique based on Hotelling’s T test that detects both counterrelationship 
anomalies and mean-shift anomalies. The authors showed that their pro-
posed technique detected all intrusions for a small data set and 92% of the 
intrusions for a large data set, both with no false alarms. 

Many anomaly detection techniques employ the outlier detection con-
cept. A detection technique that finds the outliers by studying the behavior 
of the projections from the data set was discussed in [1]. Another approach 
called the local outlier factor (LOF) approach was proposed in [3]. LOF is 
the degree of being an outlier that is assigned to each object, where the de-
gree depends on how isolated the object is with respect to the surrounding 
neighborhood. Lazarevic et al. [17] proposed several detection schemes for 
detecting network intrusions. A comparative study of these schemes on 
DARPA 1998 data set indicated that the most promising technique was the 
LOF approach [17]. 

In this chapter, we propose a novel anomaly detection scheme, called 
principal component classifier (PCC), based on the principal components, 
outlier detection, and the assumption that the attacks appear as outliers to 
the normal data. Our proposed principal component-based approach has 
some advantages. First, unlike many statistical-based intrusion detection 
methods that assume a normal distribution or resort to the use of the cen-
tral limit theorem by requiring the number of features to be greater than 30 
[24,25], PCC does not have any distributional assumption. Secondly, it is 
typical for the data of this type of problem to be high dimensional, where 
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dimension reduction is needed. In PCC, robust principal component analy-
sis (PCA) is applied to reduce the dimensionality to arrive at a simple clas-
sifier which involves two functions of some principal components. Since 
only a few parameters of the principal components need to be retained for 
future detection, the benefit is that the statistics can be computed in little 
time during the detection stage. Being an outlier detection method, our 
proposed PCC scheme can find itself in many applications other than in-
trusion detection, e.g., fault detection, sensor detection, statistical process 
control, distributed sensor network, etc. Our experimental results show that 
the method has a good detection rate with a low false alarm, and it outper-
forms the k-nearest neighbor (KNN) method, the LOF approach, and the 
Canberra metric. 

This chapter is organized as follows. Section 2 presents a brief over-
view of some statistical data mining tools used in our work. This includes 
the concept of PCA, distance function, and outlier detection. The proposed 
PCC scheme is described in Section 3.  Section 4 gives the details of the 
experiments followed by the results and the discussions.  Conclusions are 
presented in Section 5. 

2  Statistical Data Mining 

2.1 Principal Component Analysis 

As data involved in the intrusion detection problems are of large scale, a 
data mining tool that will come in handy is the principal component analy-
sis (PCA). PCA is often used to reduce the dimension of the data for easy 
exploration and further analysis. It is concerned with explaining the vari-
ance-covariance structure of a set of variables through a few new variables 
which are functions of the original variables. Principal components are 
particular linear combinations of the p random variables X1, X2, …, Xp
with three important properties. First, the principal components are uncor-
related. Second, the first principal component has the highest variance, the 
second principal component has the second highest variance, and so on. 
Third, the total variation in all the principal components combined is equal 
to the total variation in the original variables X1, X2, …, Xp. They are eas-
ily obtained from an eigenanalysis of the covariance matrix or the correla-
tion matrix of X1, X2, …, Xp [12,13,14].   

Principal components can be obtained from the covariance matrix or 
from the correlation matrix. However, they are usually not the same and 
not simple functions of the others. When some variables are in a much 
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bigger magnitude than others, they will receive heavy weights in the lead-
ing principal components. For this reason, if the variables are measured on 
scales with widely different ranges or if the units of measurement are not 
commensurate, it is better to perform PCA on the correlation matrix. 

Let R be a p x p sample correlation matrix computed from n observa-
tions on each of p random variables, X1, X2, …, Xp. If ( 1, e1), ( 2, e2), …, 
( p, ep) are the p eigenvalue-eigenvector pairs of R, 1 2  … p  0, 
then the ith sample principal component of an observation vector 

),,,( 21 pxxxx is

pizezezey pipiiii ,,2,1,2211ze (1)

where
),,,( 21 ipiii eeee  is the ith eigenvector 

and
),,,( 21 pzzzz  is the vector of standardized observations defined 

as
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where kx  and skk are the sample mean and the sample variance of the vari-
able Xk.

The ith principal component has sample variance i and the sample co-
variance of any pair of principal components is 0.  In addition, the total 
sample variance in all the principal components is the total sample vari-
ance in all standardized variables Z1, Z2, …, Zp, i.e., 

pp21 (2)

This means that all of the variation in the original data is accounted for by 
the principal components. 

2.2 Distance Functions 

The most familiar distance function is the Euclidean distance that is fre-
quently used as a measure of similarity in the nearest neighbor method. Let

),,,( 21 pxxxx and ),,,( 21 pyyyy be two p-dimensional obser-
vations. The Euclidean distance between x and y is defined as 

)()(),( yxyxyxd (3)
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In Euclidean distance, each feature contributes equally to the calculation 
of the distance. However, when the features have very different variability 
or different features are measured on different scales, the effect of the fea-
tures with large scales of measurement or high variability would dominate 
others that have smaller scales or less variability. Therefore, this distance 
measure is undesirable in many applications.

An alternative distance function is the well-known Mahalanobis dis-
tance, where a measure of variability can be incorporated into the distance 
metric directly. Let S be the sample covariance matrix, the Mahalanobis 
distance is defined as follows. 

)()(),( 12 yxSyxyxd (4)

Another distance measure that has been used in the anomaly detection 
problem is the Canberra metric. It is defined for nonnegative variables 
only. 
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2.3 Outlier Detection 

In most cases, the data sets usually contain one or a few unusual observa-
tions. When an observation is different from the majority of the data or is 
sufficiently unlikely under the assumed probability model of the data, it is 
considered an outlier. For the data on a single feature, unusual observa-
tions are those that are either very large or very small relative to the others. 
If the normal distribution is assumed, any observation whose standardized 
value is large in an absolute value is often identified as an outlier. How-
ever, the situation becomes complicated with many features. In high di-
mensions, there can be outliers that do not appear as outlying observations 
when considering each dimension separately and therefore will not be de-
tected from the univariate criterion. Thus, a multivariate approach that 
considers all the features together needs to be used. 

Let X1, X2, …, Xn be a random sample from a multivariate distribution.  
njXXX jpjjj ,,2,1,),,,( 21X

The procedure commonly used to detect multivariate outliers is to measure 
the distance of each observation from the center of the data. If the distribu-
tion of X1, X2, …, Xn is multivariate normal, then for a future observation 
X from the same distribution, the statistic T2 based on the Mahalanobis dis-
tance
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and Fp,n-p denotes a random variable with an F-distribution with p and n-p
degrees of freedom [13]. A large value of T2 indicates a large deviation of 
the observation X from the center of the population and the F-statistic can 
be used to test for an outlier.  

Instead of the Mahalanobis distance, other distance functions such as 
Euclidean distance and Canberra metric can be applied. Any observation 
that has the distance larger than a threshold value is considered an outlier. 
The threshold is typically determined from the empirical distribution of the 
distance. This is because the distributions of these distances are hard to de-
rive even under the normality assumption.  

PCA has long been used for multivariate outlier detection. Consider the 
sample principal components, y1, y2, …, yp, of an observation x. The sum 
of the squares of the standardized principal component scores, 
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is equivalent to the Mahalanobis distance of the observation x from the 
mean of the sample [12]. 

It is customary to examine individual principal components or some 
functions of the principal components for outliers. Graphical exploratory 
methods such as bivariate plotting of a pair of principal components were 
recommended in [7]. There are also several formal tests, e.g., the tests 
based on the first few components [8]. Since the sample principal compo-
nents are uncorrelated, under the normal assumption and assuming the 
sample size is large, it follows that 
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has a chi-square distribution with the degrees of freedom q. For this to be 
true, it must also be assumed that all the eigenvalues are distinct and posi-
tive, i.e., 1 > 2 > … > p > 0. Given a significance level , the outlier 
detection criterion is then 
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Observation x is an outlier if  )(2

1

2

q

q

i i

iy

where )(2
q is the upper  percentage point of the chi-square distribution 

with the degrees of freedom q. The value of  indicates the error or false 
alarm probability in classifying a normal observation as an outlier. 

The first few principal components have large variances and explain the 
largest cumulative proportion of the total sample variance. These major 
components tend to be strongly related to the features that have relatively 
large variances and covariances. Consequently, the observations that are 
outliers with respect to the first few components usually correspond to out-
liers on one or more of the original variables. On the other hand, the last 
few principal components represent the linear functions of the original 
variables with the minimal variance. These components are sensitive to the 
observations that are inconsistent with the correlation structure of the data 
but are not outliers with respect to the original variables [12]. The large 
values of the observations on the minor components will reflect 
multivariate outliers that are not detectable using the criterion based on the 
large values of the original variables. In addition, the values of some 

functions of the last r components, e.g.,
p

rpi i

iy
1

2
 and 

i

i
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1

, can 

also be examined.  They are useful in determining how much of the 
variation in the observation x is distributed over these latter components. 
When the last few components contain most of the variation in an 
observation, it is an indication that this observation is an outlier with 
respect to the correlation structure. 

3 Principal Component Classifier 

In our proposed principal component classifier (PCC) anomaly detection 
scheme, we assume that the anomalies are qualitatively different from the 
normal instances. That is, a large deviation from the established normal 
patterns can be flagged as attacks. No attempt is made to distinguish dif-
ferent types of attacks. To establish a detection algorithm, we perform 
PCA on the correlation matrix of the normal group. The correlation matrix 
is used because each feature is measured in different scales. Many re-
searchers have applied PCA to the intrusion detection problem [2]. Mostly, 
PCA is used as a data reduction technique, not an outlier detection tool. 
Thus, it is our interest to study the use of PCA in identifying attacks or 
outliers in the anomaly detection problem. Although the graphical methods 
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can identify multivariate outliers effectively, particularly when working on 
principal components, they may not be practical for real-time detection ap-
plications. Applying an existing formal test also presents a difficulty since 
the data need to follow some assumptions in order for the tests to be valid. 
For example, the data must have a multivariate normal distribution. There-
fore, we aim at developing a novel anomaly detection scheme based on the 
principal components that is computationally fast and easy to employ 
without imposing too many restrictions on the data. PCA is a mathematical 
technique. It does not require data to have a certain distribution in order to 
apply the method. However the method will not be useful if the features 
are not correlated. 

 Due to the fact that the outliers can bring large increases in variances, 
covariances and correlations, it is important that the training data are free 
of outliers before they are used to determine the detection criterion. The 
relative magnitude of these measures of variation and covariation has a 
significant impact on the principal component solution, particularly for the 
first few components. Therefore, it is of value to begin a PCA with a ro-
bust estimator of the correlation matrix. One simple method to obtain a ro-
bust estimator is multivariate trimming. First, we use the Mahalanobis 
metric to identify the 100 % extreme observations that are to be trimmed. 
Beginning with the conventional estimators x  and S, the distance 

)()( 12 xxSxx iiid  for each observation xi (i=1,2,…,n) is calcu-
lated. For a given , the observations corresponding to the *n largest val-
ues of nidi ,,2,1,2  are removed. In our experiments,  is set to 0.005. 
New trimmed estimators x and S of the mean and the covariance matrix 
are computed from the remaining observations. A robust estimator of the 
correlation matrix is obtained using the elements of S. The trimming proc-
ess can be repeated to ensure that the estimators x and S are resistant to the 
outliers. As long as the number of observations remaining after trimming 
exceeds p (the dimension of the vector x ), the estimator S determined by 
the multivariate trimming will be positive definite [12]. 

This robust procedure incidentally makes the PCC well suited for unsu-
pervised anomaly detection. We cannot expect that the training data will 
always consist of only normal instances. Some suspicious data or intru-
sions may be buried in the data set. However, in order for the anomaly 
detection to work, we assume that the number of normal instances has to 
be much larger than the number of anomalies. Therefore, with the 
trimming procedure as described above, anomalies would be captured and 
removed from the training data set. The proposed PCC comprises two 
functions of principal component scores.  
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1. The first function is from the major components 
q

i i

iy
1

2
. This function, 

which is the one that has been used in the literature, is to detect extreme 
observations with large values on some original features. The number of 
major components is determined from the amount of the variation in the 
training data that is accounted for by these components. Based on our 
experiments, we suggest using q major components that can explain 
about 50 percents of the total variation in the standardized features. 

2. The second function is from the minor components 
p

rpi i

iy
1

2
. Different 

from other existing approaches, we propose the use of this function in 
addition to the first function to help detect the observations that do not 
conform to the normal correlation structure. When the original features 
are uncorrelated, each principal component from the correlation matrix 
has an eigenvalue equal to 1. On the other hand, when some features are 
genuinely correlated, the eigenvalues of some minor components will be 
zero. Hence, the r minor components used in PCC are those components 
whose variances or eigenvalues are less than 0.20 which would indicate 
some linear dependencies among the features. The use of value 0.20 for 
eigenvalues can also be justified from the concept of the coefficient of 
determination in regression analysis. 
A clear advantage of the PCC method over others is that it provides the 

information concerning the nature of the outliers whether they are extreme 
values or they do not have the same correlation structure as the normal in-
stances. In the PCC approach, to classify an observation x, the principal 
component scores of x for which the class is to be determined is first 
calculated. Let c1 and c2 be the outlier thresholds such that the classifier 
would produce a specified false alarm rate, x is classified as follows. 

 Classify x as a normal instance if 1
1

2

cyq

i i

i   and 2
1

2

cyp

rpi i

i

 Classify x as an attack if 1
1

2

cyq

i i

i   or 2
1

2

cyp

rpi i

i

Assuming the data are distributed as multivariate normal, the false 
alarm rate of this classifier is defined as 

2121 (10)
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where instancenormalis1
1

2

1 xcyP
q

i i

i

and     instancenormalis2
1

2

2 xcyP
p

rpi i

i .

Under other circumstances, Cauchy-Schwartz inequality and Bonferroni 
inequality provide a lower bound and an upper bound for the false alarm 
rate  [15]. 

212121
(11)

The values of 1 and 2 are chosen to reflect the relative importance of 
the types of outliers to detect. In our experiments, 21  is used. For ex-
ample, to achieve 2% false alarm rate, Equation (10) 
gives 0101.021 . Since the normality assumption is likely to be vio-
lated, we opt to set the outlier thresholds based on the empirical distribu-

tions of 
q

i i

iy
1

2
 and 

p

rpi i

iy
1

2
 in the training data rather than the chi-square 

distribution. That is, c1 and c2 are the 0.9899 quantile of the empirical dis-

tributions of 
q

i i

iy
1

2
 and 

p

rpi i

iy
1

2
, respectively. 

4 Experiments 

Several experiments were conducted to evaluate the performance of the 
PCC method by comparing it with the density-based local outliers (LOF) 
approach [3], the Canberra metric, and the Euclidean distance. The method 
based on the Euclidean distance is, in fact, the k-nearest neighbor (KNN) 
method. We choose k=1, 5, and 15 for the comparative study. 

The KDD CUP 1999 data set [16] is used in these experiments, which 
includes a training data set with 494,021 connection records, and a test 
data set with 311,029 records. Since the probability distributions of the 
training data set and the test data set are not the same, we sampled data 
only from the training data set and used in both the training and testing 
stages in the experiments. A connection is a sequence of TCP packets con-
taining values of 41 features and labeled as either normal or an attack, with 
exactly one specific attack type. There are 24 attack types in the training 
data. These 24 attack types can be categorized into four big attack catego-
ries: DOS – denial-of-service, Probe – surveillance and other probing, 
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u2r – unauthorized access to local superuser (root) privileges, and r2l – un-
authorized access from a remote machine. However, for the purpose of this 
study, we treat all the attack types the same as one attack group. These 41 
features can be divided into (1) the basic features of individual TCP con-
nections, (2) the content features within a connection suggested by the 
domain knowledge, and (3) the traffic features computed using a two-
second time window. Among the 41 features, 34 are numeric and 7 are 
symbolic, where the 34 numeric features are used in our experiments.  

4.1 Performance Measures 

The experiments are conducted under the following framework: 
1. All the outlier thresholds are determined from the training data. The 

false alarm rates are varied from 1% to 10%. For the PCC method, the 
thresholds are chosen such that 21 .

2. Both the training and testing data are from KDD CUP 1999 training data 
set.

3. Each training data set consists of 5,000 normal connections randomly 
selected by systematic sampling from all normal connections in the 
KDD CUP 1999 data. 

4. To assess the accuracy of the classifiers, we carry out five independent 
experiments with five different training samples. In each experiment, 
the classifiers are tested with a test set of 92,279 normal connections 
and 39,674 attack connections randomly selected from the KDD CUP 
1999 data. 
The result of classification is typically presented in a confusion matrix 

[5]. The accuracy of a classifier is measured by its misclassification rate, 
or alternatively, the percentage of correct classification.  

4.2 Results and Discussions 

In an attempt to determine the appropriate number of major components to 
use in the PCC, we conducted a preliminary study by varying the percent-
age of total variation that is explained by the major components. A classi-
fier of only the major components (r=0) is used. Let c be the outlier 
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threshold corresponding to the desired false alarm rate, if c
yq

i i

i

1

2
 then x

is classified as an attack, and if c
yq

i i

i

1

2
, x is classified as normal.

Table 1. Average detection rates of five PCCs without minor components at 
different false alarm rates with standard deviation of the detection rate shown in 
the parenthesis. 

False Alarm PC 30% PC 40% PC 50% PC 60% PC 70% 

1% 67.12 
(+0.98)

93.68 
(+0.43)

97.25 
   (+1.06)

94.79 
   (+0.46)

93.90 
   (+0.01)

2% 68.97 
  (+1.52)

94.48 
   (+1.87)

99.05 
   (+0.01)

98.76 
   (+0.60)

96.07 
   (+0.53)

4% 71.07 
  (+1.00)

94.83 
   (+2.46)

99.23 
   (+0.05)

99.24 
   (+0.03)

99.24 
   (+0.04)

6% 71.79 
  (+0.28)

94.91 
   (+2.44)

99.33 
   (+0.00)

99.45 
   (+0.02)

99.44 
   (+0.07)

8% 75.23 
  (+0.28)

98.85 
   (+0.84)

99.34 
   (+0.00)

99.49 
   (+0.03)

99.58 
   (+0.10)

10% 78.19 
  (+0.34)

99.26 
   (+0.24)

99.35 
   (+0.00)

99.53 
   (+0.05)

99.65 
   (+0.08)

Table 1 shows the average detection rates and the standard deviations of 
five classifiers with different numbers of the major components based on 5 
independent experiments. The standard deviation indicates how much the 
detection rate can vary from one experiment to another. The components 
account for 30% up to 70% of the total variation. We observe that as the 
percentage of the variation explained increases, which means more major 
components are used, the detection rate tends to be higher except for the 
false alarm rates of 1% to 2%. The PCC based on the major components 
that can explain 50% of the total variation is the best for a low false alarm 
rate, and it is adequate for a high false alarm rate as well. The standard de-
viation of the detection rate is also very small.  This suggests the use of q = 
5 major components that can account for about 50% of the total variation 
in the PCC method. 

To advocate the selection of r minor components whose eigenvalues are 
less than 0.20 in the PCC approach, we run some experiments for the value 
of eigenvalues from 0.05 to 0.25 with major components accounting for 
50% of the total variation. The average detection results from 5 independ-
ent experiments are very encouraging as shown in Table 2. It can be seen 
that the detection rates for eigenvalues 0.15 to 0.25 are mostly the same or 
very close. The differences are not statistically significant. This comes 
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from the fact that all these eigenvalue thresholds produce roughly the same 
set of minor components. In other words, the results are not overly sensi-
tive to the choice of the eigenvalue threshold as long as the value is not too 
small to retain a sufficient number of minor components that can capture 
the correlation structure in the normal group. Table 3 shows that the ob-
served false alarm rates are mostly not significantly different from the 
specified values, and a few are lower. 

Table 2. Average detection rates of PCCs with different criteria for selecting 
minor components and 50% of the total variation accountable by major 
componernts with standard deviation of the detection rate shown in the 
parenthesis. 

False Alarm <0.25 <0.20 <0.15 <0.10 <0.05

1% 98.94 
(+0.20) 

98.94  
  (+0.20)

98.94  
  (+0.20)

97.39  
  (+1.53)

93.80  
  (+0.20)

2% 99.15  
  (+0.01)

99.14  
  (+0.02)

99.14  
  (+0.02)

98.31  
 (+1.10)

97.71 
  (+1.13)   

4% 99.22  
  (+0.02)

99.22  
  (+0.02)

99.22  
  (+0.01)

99.18  
  (+0.03)

99.17  
  (+0.05)

6% 99.28  
  (+0.04)

99.27  
  (+0.02)

99.27 
 (+0.02)

99.28  
  (+0.02)

99.42 
  (+0.16)   

8% 99.44  
  (+0.06)

99.41  
  (+0.04)

99.42  
 (+0.03)

99.47  
  (+0.07)

99.61 
  (+0.11)   

10% 99.59  
  (+0.11)

99.54  
  (+0.06)

99.55  
 (+0.04)

99.60  
 (+0.07)

99.70  
  (+0.09)

Table 3. Observed false alarm rate of PCCs from 92,279 normal connections with 
different criteria for selecting minor components and 50% of the total variation 
accountable by major componernts with standard deviation of the detection rate 
shown in the parenthesis. 

False Alarm <0.25 <0.20 <0.15 <0.10 <0.05

1% 0.91 
(+0.04) 

0.92  
  (+0.06)

0.95  
  (+0.06)

1.02  
  (+0.09)

1.00  
  (+0.10)

2% 1.89  
  (+0.10)

1.92  
  (+0.10)

1.95  
  (+0.05)

1.98  
 (+0.01)

1.95 
  (+0.11)   

4% 3.89  
  (+0.06)

3.92  
  (+0.08)

3.92  
  (+0.08)

4.07  
  (+0.14)

4.27  
  (+0.30)

6% 5.77  
  (+0.23)

5.78  
  (+0.24)

5.78 
 (+0.24)

6.10  
  (+0.22)

6.76 
  (+0.50)   

8% 7.05  
  (+0.28)

7.06  
  (+0.29)

7.09  
 (+0.25)

7.57  
  (+0.42)

8.56 
  (+0.29)   

10% 8.53  
  (+0.32)

8.49  
  (+0.29)

8.52  
 (+0.24)

9.10  
 (+0.56)

10.40  
  (+0.40)
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A detailed analysis of the detection results indicates that a large number 
of attacks can be detected by both major and minor components, some can 
only be detected by either one of them, and a few are not detectable at all 
since those attacks are not qualitatively different from the normal in-
stances. An example is some attack types in category Probe. The detection 
rate in this category is not high, but it does not hurt the overall detection 
rate due to a very small proportion of this class in the whole data set, 414 
out of 39,674 connections. We use the Probe group to illustrate the advan-
tages of incorporating the minor components in our detection scheme. Fig-
ure 1 gives the detailed results of how the major components and minor 
components alone perform as compared to the combination of these two in 
PCC using the receiver operating characteristic (ROC) curve, which is the 
plot of the detection rate against the false alarm rate. The nearer the ROC 
curve of a scheme is to the upper-left corner, the better the performance of 
the scheme is. If the ROCs of different schemes are superimposed upon 
one another, then those schemes have the same performance [22]. For this 
attack category, the minor component function gives a better detection rate 
than the major component function does. Many more attacks are detected 
by the minor components but would otherwise be ignored by using the ma-
jor components alone. Hence, the use of the minor function improves the 
overall detection rate for this group. 
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Fig. 1. Average detection rates in Probe attack type by PCC and its major and mi-
nor components 

Next, the detection rates of PCC with both major and minor components 
at different false alarm levels were compared to the other six detection 
methods (shown in Table 4). The results are the average of five independ-
ent experiments. As seen from the table, the results of some methods vary 
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wildly, e.g., when the false alarm is 6%, the NN method (k=1) has 9.86% 
standard deviation, and the detection rate from the 5 experiments ranges 
from 70.48% to 94.58%. In general, the Canberra metric performs poorly. 
This result is consistent to the results presented in [6] that it does not per-
form at an acceptable level. The PCC has a detection rate about 99% with 
a very small standard deviation at all false alarm levels while the LOF ap-
proach does well only when the false alarm rate is not too small. For the k-
nearest neighbor method, k=1 has a better performance than a larger k.  
The PCC outperforms all other methods as clearly seen from this table. It 
is the only method that works well at low false alarm rates.  The LOF ap-
proach is better than the nearest neighbor method when the false alarm rate 
is high, and vice versa. These experimental results show that our anomaly 
detection scheme based on the principal components works effectively in 
identifying the attacks. Additionally, the PCC also has the ability to main-
tain the false alarm at the desired level. The only comparable competitor in 
our study is the LOF approach, but that is when the false alarm rate is 4% 
or higher. 

Table 4. Average detection rates of six anomaly detection methods with standard 
deviation of the detection rate shown in the parenthesis. 

False
Alarm PCC LOF NN KNN 

k=5
KNN 
k = 15 Canberra 

1% 98.94 
(+0.20) 

0.03 
(+0.03) 

58.25 
(+0.19) 

0.60 
(+0.00)

0.59 
(+0.00) 

4.12 
(+1.30) 

2% 99.14 
(+0.02) 

20.96 
(+10.90)

64.05 
(+3.58) 

61.59 
(+4.82)

0.60 
(+0.01) 

5.17 
(+1.21) 

4% 99.22 
(+0.02) 

98.70 
(+0.42) 

81.30 
(+8.60) 

73.74 
(+3.31)

60.06 
(+4.46) 

6.13 
(+1.14) 

6% 99.27 
(+0.02) 

98.86 
(+0.38) 

87.70 
(+9.86) 

83.03 
(+3.06)

71.72 
(+0.01) 

11.67 
(+2.67) 

8% 99.41 
(+0.02) 

99.04 
(+0.43) 

92.78 
(+9.55) 

87.12 
(+1.06)

72.80 
(+1.50) 

26.20 
(+0.59) 

10% 99.54 
(+0.04) 

99.13 
(+0.44) 

93.96 
(+8.87) 

88.99 
(+2.56)

79.10 
(+1.59) 

28.11 
(+0.04) 

As noted earlier, the sum of the squares of all standardized principal 

components 
p

i i

iy
1

2

 is basically the Mahalanobis distance. By using some 

of the principal components, the detection statistic would have less power. 
However, our experiments show that PCC has sufficient sensitivity to de-
tect the attacks. Also, unlike Mahalanobis, PCC offers more information 
on the nature of attacks from the use of two different principal component 
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functions. One more benefit of PCC is that during the detection stage, the 
statistics can be computed in less amount of time. This is because only one 
third of the principal components are used in PCC, 5 major principal com-
ponents which explain 50% of the total variation in 34 features, and 6 to 7 
minor components that have eigenvalues less than 0.20. 

5 Conclusions 

In this chapter, we presented a novel anomaly detection scheme called 
PCC. PCC is capable of detecting an attack or intruder in the computer 
network system with the benefit that it distinguishes the nature of the 
anomalies whether they are different from the normal instances in terms of 
extreme values or different correlation structures. Based on the outlier de-
tection concept, PCC is developed from the major principal components 
(explaining about 50% of the total variation) and minor components (ei-
genvalues less than 0.20) of the normal connections. We have conducted 
several experiments using the KDD CUP 1999 data and the experimental 
results demonstrate that PCC performs consistently better than the other 
techniques regardless of the specified false alarm rates.   
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ABSTRACT 

Data mining of personal demographic data is being used as a weapon in 
the War on Terrorism, but we are forced to acknowledge that it is a 
weapon loaded with interpretations derived from the use of dirty data in 
inherently biased systems that mechanize and de-humanize individuals. 
While the unit of measure is the individual in a local context, the global 
decision context requires that we understand geolocal reflexive communal
selves who have psychological and social/societal relationship patterns that 
can differ markedly and change over time and in response to pivotal 
events. Local demographic data collection processes fail to take these 
realities into account at the data collection design stage. As a result, 
existing data values rarely represent an individual’s multi-dimensional 
existence in a form that can be mined. An abductive approach to data 
mining can be used to improve the data inputs. Working from the 
“decision-in,” we can identify and address challenges associated with 
demographic data collection and suggest ways to improve the quality of 
the data available for the data mining procedure.  It is important to note 
that exchanging old values for new values is rarely a 1:1 substitution 
where qualitative data is involved. Different constituent user populations 
may require different levels of data complexity and they will need to 
improve their understanding of the data values reported at the local level if 
they are to effectively relate various local demographic databases in new 
and different global contexts.   
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1.  INTRODUCTION AND OVERVIEW 

In 1948, the UN General Assembly declared personal privacy and the 
associated freedoms of association, belief, inquiry and movement to be 
universal (UN 1948). They are guaranteed by the U.S. Constitution. Ac-
cording to Andrew Ford of Usenet, "Without either the first or second 
amendment, we would have no liberty.”  At the same time, data mining of 
personal demographic data is increasingly used as a weapon to deny 
opportunity to individuals, even though it is a weapon loaded with 
interpretations that are derived from the use of dirty demographic data 
containered in inherently biased systems that mechanize and de-humanize 
individuals.  

When demographic data on individuals is mined, individuals are judged 
on the basis of data associations that form certain links and patterns. This 
means that the use of data mining in law enforcement triggers a response 
based on an individual’s presumptive guilt even though a nation may es-
pouse the de jure presumption of innocence. Since presumption of guilt 
can victimize the innocent even in the most traditional of legal proceedings
(Yant 1991), there was a public outcry over the Total Information Assur-
ance initiative that would have authorized secret law enforcement data 
mining “fishing expeditions” using combined heterogeneous demographic 
databases (e.g., credit card companies, medical insurers, and motor vehicle 
databases).  DARPA has asserted its intention to protect constitutional 
guarantees in relation to data mining activities (DARPA 2002). However, 
given the role that data mining already plays in risk-based assessments of 
all types (PCI 2004), it is imperative to provide the most accurate interpre-
tation of demographic data values possible. 

Regardless of how we approach demographic data mining, we should 
remain aware that a number of specific federal and state laws and regula-
tions address the control and/or use of personal data. There are reasons for 
formalizing such protections that take precedence over technological and 
resource constraints focused on economies of scope and scale. For exam-
ple, researchers and applied workers cannot seem to agree on the relative 
merits of the various statistical methodologies that support important data 
mining applications (e.g., credit scoring) in use at the present time, yet 
these systems are sometimes used as the sole decision criteria to adjudicate 
“guilt” and deny opportunity to individuals and classes of individuals in a 
range of otherwise unrelated risk-based contexts.   
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It is axiomatic that individuals exist simultaneously on at least three
planes: physical, psychological and social. There is a growing recognition 
of the existence of geolocal relationships; that is, “communities” exist that 
can be simultaneously local and transnational. These communal associa-
tions are comprised of individuals who are mutually reflexive. As a result, 
we know that psychological and social/societal relationship patterns can 
differ markedly over time and in response to psychographic stimuli includ-
ing pivotal events.  Since the local data collection effort centers on cap-
turing one-dimensional attributes of an individual, the existing data values 
rarely represent such multi-dimensional existences in a form that can be 
mined. In other words, the unit of measure is the individual in a local con-
text, yet the unit of interest is the mutually reflexive communal self in a 
global context. This is one reason that we must be on guard against the fal-
lacies associated with the use of “collective” terms. (Reid 1981) 

Today, data mining activities can be used to harm individuals who have 
no right (and no avenue) of appeal (e.g., immigration visa approvals). 
Moreover, these procedures fail to identify many high-risk individuals, in-
cluding terrorists who have hidden in plain sight. Unless law enforcement 
can find ways to improve the data mining of demographic data, associated 
problems with interpretation and use could undermine the fundamental 
freedoms that military and law enforcement agencies are tasked to protect. 
If law enforcement is to retain access to data mining as a weapon and ex-
tend its effective range, then the problems associated with turning indi-
viduals into collateral damage must be addressed.  This damage is of two 
types: (1) failure to identify a dangerous individual (e.g., a terrorist) in a 
timely fashion, resulting in harm to others; and (2) misidentification as a 
dangerous individual (e.g., a terrorist) of an individual who is not danger-
ous, resulting in a waste of analytical attention at a time when existing in-
formation systems and analytical resources are strained. To have any 
chance of relieving the pressure, we must find better ways to gather, record 
and report multi-dimensional and relational data associations between in-
dividuals at the outset. Efforts need to be concentrated on trying to resolve 
problems rather than trying to dissolve them. (Fergus and Reid 2001)  

Data mining that works from the “data-out” derives meaning from exist-
ing data values. Unlike traditional inductive and deductive approaches to 
data mining that focus on data outputs, the abductive “decision-in” ap-
proach allows us to challenge the interpretation and use of data inputs. By 
questioning the questions used to gather the demographic data available 
for the data mining procedure, we are better able to recognize and address 
existing problems with demographic data collection instruments at the de-
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sign stage. This, in turn, allows us to use available resources to improve 
the quality of the data available for the data mining procedure. This results 
in improving the interpretations derived from it.  It is important to note 
that exchanging old values for new values is rarely a 1:1 substitution 
where qualitative data is involved. We must also recognize that different 
constituent user populations may require different levels of data complex-
ity, or they may need to relate data values in new and different ways.  

The immediate benefits obtained by taking an abductive approach to the 
problem-solving process can be observed in several knowledge domains. 
For example,   

1. Psychotherapists recognize that individuals associated in family units 
are mutually reflective and supportive. It has been documented that an 
individual’s demographic and psychographic attributes can change as a 
result of contact with others. (Fergus and Reid 2001) Data mining that 
works from the “decision-in” can be used to guide improvements in data 
collection and management to allow us to recognize land address the in-
herent “we-ness” of individuals. (Acitelli 1993) 

2. Library collections have grown exponentially and changed formats dra-
matically, first with the advent of printing and again with the introduc-
tion of computer-based knowledge transfer technologies. Librarians 
have changed subject classification systems to improve logical associa-
tions between items in their collections.     

This chapter discusses the use of demographic data mining to protect 
personal identity and prevent identity fraud, followed by discussions on the 
problems associated with the use of demographic data mining using the 
war on terrorism and credit scoring as a focus. We conclude with some 
suggestions for future research associated with improving demographic 
data mining at the data collection design stage. 

2.  PERSONAL IDENTITY AND IDENTITY FRAUD  

2.1 Personal Identity 

Demographic data is associated with both individuals and households, 
collected in databases and mined for meaning.  However, insufficient 
theoretical attention has been applied to the practical problems associated 
with consolidating separately “containered” data collections that are used 
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for data mining.  The unit of measure remains the individual. This has led 
to systems of data collection and data mining that mechanize and de-
individualize individuals. The impact of interpersonal and intra-personal 
contexts, even where they are available at the point of origin of the data, 
are ignored. The literatures of the social sciences provide extensive in-
sights into what constitutes an “individual.” (Acitelli 1993; Mead 1934; 
Miller 1963)  At the data collection stage, there are unrecorded psychoso-
cial, geopolitical, sociological and systemic contextual interpretations at-
tached to recorded demographic data values.  Data mining attempts to re-
structure these relational dynamics. However, the process breaks down 
when data mining fails to acknowledge that the highly customized rela-
tionships that participants create can cause us to miss and/or misrepresent 
the points at which the proportion of risk become less predictable (Fergus
and Reid 2001).   

Improving the quality of existing databases requires a substantial change 
in approach. This is necessary if we are to be sure that we learn what we 
need to know and can correctly interpret what we learn. At this time, local-
ized law enforcement threat assessment systems are working on the prob-
lem from the perspective of a foreigner in an unfamiliar culture, because 
data values do not actually tell them what they need to know. We have ob-
served that terrorists, for example, are part of a larger organism that takes 
the form of one or more terrorist cells. As a result, the terrorist may engage 
in an individual terrorist act that is actually part of a larger operation.  As 
a result, an individual terrorist may act alone but s/he does not act in a 
vacuum.  The unit of understanding for an individual terrorist, then, is ac-
tually the terrorist cell.  

If we expect the data mining procedure to accurately divine a particular 
individual’s intentions, we must first understand whether there is, in fact, 
some overarching transnational “self” that has, in fact, become a substitute 
for an individual’s demographics in terms of interpretive value. The cul-
ture of terrorist cells and their individual members are mutually reflective 
and supportive. To improve our ability to identify terrorists, we must find 
ways to acquire and record a deeper, richer sense of an individual’s rela-
tional space (Josselson 1994). We must find ways to capture and record 
data that bridges these personal, psychological and social domains.  

The systemist-constructivist approach is useful, because it emphasizes 
shared frames of reference over the restructuring of relational dynamics. 
(Shotter 2001). This approach is based on the assumption that change 
within systems and individuals is mutually reflective. Failure to capture 



336      Katherine M. Shelfer, Xiaohua Hu 

systemic understanding and link it to individuals and groups continues to 
constrain our understanding.  Despite the potential difficulties involved in 
capturing and recording this elusive sense of “we-ness,” it is important to 
locate the point at which terrorist and terrorist cells and systems converge, 
merge and diverge geographically and psychographically. It should be un-
derstood that the creation of contextual data elements is not simply a pre-
mature aggregation of existing data. Rather, it involves the identification 
of new data elements as well as re-aggregation of data in ways that recog-
nize the multiple dimensions and relational spaces that are inherently asso-
ciated with any individual or group. 

2.2 Identity Fraud 

The bombing of the World Trade Center on 11 September 2001 raised 
our awareness of the seriousness of this problem, especially as it relates to 
the activities of terrorists. The use of fraudulent identities and documents 
provided those terrorists with the prefect cover. Identity (ID) fraud is an 
enormous and rapidly growing problem, affecting over 750,000 separate 
individuals per year. ID fraud involves the use of a victim’s identity to ac-
quire new accounts and/or take control of existing ones. 

In October 1998, Congress passed the Identity Theft and Assumption 
Deterrence Act of 1998 (Identity Theft Act) to address the problem of 
identity theft.  Specifically, the Act amended 18 U.S.C. § 1028 to make it 
a federal crime to knowingly transfer or use, without lawful authority, a 
means of identification of another person with the intent to commit, or to 
aid or abet, any unlawful activity that constitutes a violation of Federal 
law, or that constitutes a felony under any applicable State or local law.  
Identity verification contributes to our ability to identify and track terror-
ists and those who contribute to their support.  There are three forms of 
verification:

Positive verification. This requires one or more sources of independent 
validation and verification of an individual’s personal information. Data 
mining cannot contribute useful interpretations where underlying demo-
graphic data values cannot be accurately cross validated.  
Logical verification. We ask whether a specific transaction makes 
sense. Data mining on past group behaviors must include ways to iden-
tify and extract the “nonsense” of sense-making in order to avoid harm-
ing individuals who are going to be “outliers” in a statistical sense, but 
who should not, for various reasons, be denied opportunity. 
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Negative verification. This process relies on the use of historical or 
other risk databases, in which past incidents are used to predict future 
risks.  Given that past databases are filled with dirty data on both indi-
viduals and outcomes, there must be a way to alert applied workers who 
perform the data mining procedure, so that the “dirt” in the database 
does not “rub off” on innocent victims.  

Where data mining is used in ID fraud detection, we must be very care-
ful not to victimize the innocent. Here is an example of the types of situa-
tions that are already happening. A data mining application is used to sup-
port a credit card “fraud detection” system. The system targets a traveler’s 
company-purchased airline ticket as “suspect.” The traveler is stranded 
mid-journey with a revoked ticket when the company is closed on a holi-
day and the telephone call to authenticate the ticket purchase cannot be 
completed. The traveler’s rescuer is victimized when replacement credit 
card information, vocalized by airline staff, is stolen and used to purchase 
additional flights. When this second credit card is canceled, the traveler 
expends funds earmarked for post-holiday credit card payments to com-
plete the business trip. As a result, these payments are late while the trav-
elers awaits additional reimbursements for the trip. The “late” status of the 
payments enters the credit scoring system, where the traveler continues to 
be victimized by data mining applications in future—and otherwise unre-
lated—contexts that rely on credit scoring in the decision process. 

3.  DATA MINING AND THE WAR ON TERRORISM 

Data mining is the automated extraction of hidden predictive informa-
tion from databases. However, the data must first be available to be mined. 
The purpose of building models is to make better informed decisions, not 
just faster ones, especially where the data mining procedure cannot be 
monitored or even understood by the majority of those impacted by it. If 
predictive models are carelessly constructed, and data mining is under-
taken with problematic decision rules based on limited information or in-
sight into the problem context, then the results are likely to cause more 
harm than having no information at all. Even worse, developing and de-
ploying such systems diverts substantial resources from higher and better 
uses.   
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3.1 Risk Management in Global Law Enforcement Contexts 

We know that the most important goal when building models is that the 
model should make predictions that will hold true when applied to unseen 
data. We also know that a stable model is one that behaves similarly when 
applied to different sets of data.  This is unlikely to happen where sys-
tems are polluted with data that represents hidden assumptions and ethno-
centric biases. There must be time to think about what the data means—
and does not mean—in its various contexts of use.   

At the present time, the key concern that drives law enforcement to 
mine demographic data is the need to identify individuals and groups of 
individuals who pose a significant transnational risk.  By this, we mean 
those individuals who ignore the invisible lines used to describe national 
boundaries, who aggregate to form a geographically-disbursed communal 
“self” that fails to register on the radar screens of “nation”-centered data 
collection processes and the associated analytical frameworks.  

In the law enforcement context, data mining supports three objectives:  

1. To Identify and prioritize the use of limited resources; 
2. To effectively apply these limited resources to improve national security 

by improving law enforcement’s ability to identify dangerous individual 
and deny them the opportunity to harm others; and  

3. To accurately identify and predict the potential risks associated with a 
single specific individual from a population of unknown individuals. 

This means that data mining is not simply an interesting exercise for 
“numbers junkies.” That is, law enforcement analysts cannot legitimately 
defend efforts to quantify and objectify decisions when they are based on 
subjective ethnocentric decision rules governing the use of demographic 
data that have no meaning or relevance in the new game. For this reason, 
successful data mining depends on access to the right data, even though 
this may require changes in laws and regulations related to demographic 
data collection processes.  We know that it will never be possible to cor-
rectly identify each individual terrorist, as other individuals with appar-
ently “clean” records will rise up to take their places. It will never be pos-
sible to eliminate every threat. However, the biases inherent in current 
systems that constrain our understanding must be reduced.    

Mining data in systems that fail to retrospectively re-interpret past in-
sights in light of new information can be more dangerous than helpful. If a 
sufficient number of individuals are victims of “friendly fire,” laws will be 
passed to eliminate or at least reduce the use of data mining to support de-
cision processes. This is already happening as consumers learn about the 



Making better sense of the demographic data value in data mining     339 

role of credit scoring in insurance, for example. When systems become 
suspect, the general public is likely to resist their use long after the data is 
cleaned and the embedded data mining procedures and interpretations have 
been improved. The price of continued dependence on dirty systems is also 
high because reliance on data that represents misinterpretations or patterns 
of discrimination can disguise important changes in pattern and process in 
different settings and contexts over time. At this point, it should again be 
emphasized that most systems are not statistically credible or useful when 
they use demographic data that is not retrospectively re-interpreted and 
cleaned, because this results in interpretations that support self-fulfilling 
prophecies.

3.2 Risk Management Models and Myopia 

The primary steps of the Risk Assessment & Risk Mitigation Process 
Model are: (1) Gather the data; (2) Model and Score the risks; (3) Predict 
the outcomes; and (4) Embed risk mitigation into decision processes. 
(www.ncisse.org/Courseware/NSAcourses/lesson4/lesson4.PPT). This 
model actually constrains our thinking, because it fails to emphasize that 
planning and direction in the problem context should always precede data 
collection.  Planning and direction looks for ways to maximize the return 
on investment derived from all subsequent stages of the risk management 
process. We can apply this logic to data mining processes as well.  By 
taking an abductive approach (focusing on inputs rather than the outputs), 
we can improve demographic data available for the data mining procedure.  

We manage risk through the identification, measurement, control and 
minimization of security risks in systems to a level commensurate with the 
potential impact of adverse effects.  Based on the existing evidence, law 
enforcement data mining, models and scores have not learned as much as 
they could from the existing nation-based intake systems that center on in-
dividuals rather than loosely coupled transnational groups. For our pur-
poses, the models have not been designed to support the right problem.  
Radical restructuring is required.  Such efforts call for an unprecedented 
level of collaboration between experts across knowledge domains as well 
as between agencies of nations if global terrorism threat assessments are to 
be optimized at all times in all locations for all nations. 

Where data quality and data mining that results in models and interpre-
tive scores is used to provide/deny opportunity to individuals as well as 
groups, it will not be possible to make the correct determination that any 
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specific individual is (or is not) a risk, e.g., criminal; terrorist) each and 
every time. Expert analysts will continue to be limited by their knowledge 
base, local experiences and lack of access to transnational expertise. They 
will continue to have limited access to systems that are able to combine 
and process large volumes of reliable and useful transnational data.  For 
this reason, we must learn to manage customer expectations in situations 
where threshold decisions about individuals are based on levels of “ac-
ceptable” risk that are constrained by available resources. We must also 
provide a means for individuals to appeal decisions that are based on 
statistical generalizations rather than evidence. 

3.3 Four Errors of Interpretation that Affect Data Mining. 

Statistical abuses occur when interpretations of sample data are used as 
valid predictors for the wrong populations. For example, an individual ter-
rorist may pose a significant risk to the USA, yet pose no threat to another 
nation, e.g., Switzerland; China. If we are to understand and effectively 
cross-validate demographic data in a global context, we need to address 
the four potentially harmful errors of interpretation that occur when local 
(heterogeneous) databases are combined and mined in a global context. 
The lesson to be learned is that knowledge of the original environmental 
context is required if we are to develop appropriate data associations and 
protect original interpretations in new contexts of use. 
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Fig. 1. Data Validation 

1. Data that is an alpha-numeric match can be an interpretive mis-
match. For example, an individual who resides in Cairo may live in a 
very small town in Georgia (USA) or a very large city in Egypt—or 
even both, if the individual is a student from one city residing in the 
other. To scale a local database to support global data mining contexts, 
additional associative values must be used and data values extended 
asymmetrically to identify the specific Cairo of interest.  For Cairo, 
Egypt, only a 2-digit ISO country data value may be required. For 
Cairo, Georgia, USA, however, both a state and a country code may be 
required, since several other states in the USA also have towns with the 
same data values in the name field.  

2. Data that is an alpha-numeric mis-match can be an interpretive 
match.  For example, in a global immigration/visa application process-
ing system, an accurate global cross-validation that recognizes the lan-
guage/transliteration/translation systems associated with the data values. 
For example, the “name” field depends on a good understanding of lin-
guistics and naming conventions as well as a good understanding of 
how the applicant interpreted a specific question in the original context 
and data collection process. An applicant is likely to use different data 
values in different contexts of use. For example, Mr. Wei = Mr. Nguy = 
Mr. Nation, depending on the original context and the original data col-
lection process, including (see Fig. 1) 

3. Data that is an alpha-numeric and interpretive match may not be 
associated with (or assessed) in the appropriate context. For exam-
ple, two girls, both named “Kathy Mitchell”, live in the same town, 
know each other and have the same friends, but one of them is also a 
star basketball player. Any deeper distinction may be unnecessary in the 
context of “number of females in sports.”  However, failure to identify 
the correct one where additional insight about “immigration status” is 
required could result in the delivery of a notice of “intent to deport” 
from  the immigration service to the wrong one, leaving one girl upset 
and one girl unwarned of potentially negative (and permanent) conse-
quences.  One of these two girls later marries Larry Conan Doyle and 
shares her name with a different Kathy, this time Kathy Doyle, who is 
Tom Doyle’s wife. Both of them may be teachers in the same town and 
their husbands may work for the same company.  In yet another con-
text, such as a third party search for a birth parent, the available data as-
sociations for any of these three individuals named “Kathy” may not be 
useful, but delivery of their demographic data as “possible matches” to 
the information seeker could damage or even destroy entire families, 
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even though the knowledge of interest to the third party remains undis-
covered. The fundamental issue, then, is one of trust. We must be able 
to trust the data, just as we be able to trust those who mine it and those 
who use it. In the first instance, correct identification depends on 
knowledge of age or date of birth and a specific immigration status.  In 
the second instance, knowledge of spouse is required to correctly iden-
tify which Mrs. Doyle was originally Miss Mitchell and which one was 
originally a well-known local basketball player. In the third instance, we 
must be certain or remain silent. In each case, the intended context of 
use determines the relative importance of data associations and data 
sharing needed for the data mining procedure. .   

4. Data that is an alpha-numeric and interpretive mis-match may not 
be associated with (or assessed) in the appropriate context. For ex-
ample, Ms.  Susan Mitchell = Mrs. John Nguyen = Mrs. Lawrence Co-
nan Doyle, with all of the data values representative of a single individ-
ual, but two of the data values can be correct and simultaneous and 
accurately reported in the same database and carry the same semantic 
meaning of the original context, and at times represent two different in-
dividuals who are entitled to use the same name at the same time--Mrs. 
John Nguyen.  Additional insight is needed to determine which indi-
vidual matches the other criteria of our investigation and whether, in 
fact, these conflicts are normally occurring or indicators of a potential 
threat.  The correct interpretation in this case is context-dependent, 
time-sensitive and requires awareness of social etiquette as well as the 
laws governing name changes, bigamy and divorce in the USA. 

4.  Key Questions of Demographic Data Mining 

Data Mining uses existing data to answer context-related questions1,
each of which has its own set of information requirements. A law en-
forcement example is discussed below:  

Who  How do we know who they are? 
What   What (if any) connections are there to known terrorists or 

criminal organizations? 
When When do pivotal events occur? 

How long do they last?  

                                                     
1 The data requirements that are used to answer the questions of who, when, 

where, how and why are based on discussions with Dr. Gary Gordon, Executive 
Director, Economic Crime Investigation Institute of Utica College 
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Where and 
With Whom 

Where will they go?  
Who, if anyone, travels with them?  

Why What is the real/purported purpose of this activity? 
How How will they be funded? 

Information Requirements – The WHO 

Good authentication data sets that allow for cross-checking of 
multiple identity factors (refer to Fig. 1), such as databases and 
“Watch lists” of dangerous individuals/groups  
Foreign data sets that enable us to recognize and address our own 
ethnocentric biases inherent in our current models and scores  

Information Requirements – The WHAT

Databases that combine work products of analysts who perform 
similar tasks in a range of settings associated with a variety of so-
cial/societal contexts 
Global data sets useful for testing the value of pattern and link 
analysis tools 

Information Requirements – the WHEN

Access to information on individuals traveling to destinations at 
the same time 
Databases useful for determining temporal “norms”, e.g., time pe-
riods associated with specific events (academic semesters, seg-
ments of flight-school training, etc.)  

Information Requirements – the WHERE

Access to local databases useful for verifying data values such as 
personal names; types of locations, specific street addresses, etc. 
An understanding of the semantic meanings associated with the 
reported data values in the original context that can affect the use-
fulness in global contexts. 

Information Requirements – the WHY

Information that connects individuals with similar purposes 
Ability to authenticate information and verify the “story” 

Information Requirements – the HOW

Access to information to verify sources, amounts and uses of 
available financial support (credit cards, debit cards, bank ac-
counts)   
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Access to databases used to assess money laundering activity 

When we begin to think globally, we recognize the need for a paradigm 
shift, because not all systems are not equally useful in all settings. New 
ways to develop better intelligence requires that we identify new ap-
proaches to demographic data acquisition and use. This requires a team 
approach.

4.1  Collateral Damage Control 

Much of today’s commercial activity depends on risk-based models and 
scores. Metrics have been developed and tested in Asian settings as well as 
in Euro-centric business environments. In the USA, the purpose of the data 
mining procedure is to assign financial risk assessment scores in a consis-
tent and nondiscriminatory manner. That means one that is based on proc-
ess and pattern, not on demographic attributes such as person, race, color,
or creed, even if these types of variables are included in the model itself. 
This is because demographic characteristics describe individuals, but not 
intentions. Use of demographic data requires caution. For example:  

1. Discrimination based on demographic characteristics is illegal in the 
USA, but not necessarily illegal in countries that develop and report on 
data mining research.  For this reason, results may not be statistically 
generalizable or useful in other contexts.  

2. Some demographic data is not reported in a useful way (a “hotspot” ge-
olocator may encompass parts of several countries, the individual may 
only be able to claim citizenship for one of them, yet travel in all of 
them and owe allegiance to none of them.  

3. Individuals are mutually reflexive, aggregating based on shared motiva-
tions.  The unit of interest includes this association, but the unit of 
measure is the individual. 

For these reasons, merely knowing something about the personal demo-
graphic characteristics of specific individuals is not enough. We need to 
know what the data really means, we need to let people tell us what we 
really want to know at the data collection stage, and we need to be able to 
predict individual intentions if we are to improve our insight into reflective 
behaviors that identify terrorists and their relationally co-located commu-
nal selves who, if given sufficient motivation, resources, support and con-
text, will choose to harm others.  To accomplish this goal, we must begin 
building into our data mining procedures an awareness of data contexts. 
We must incorporate ethical and legal and intuitive safeguards that protect 
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initials from becoming victims of guilt by association, even though exter-
nal events might be used to pressure us to do otherwise.    

5  Data Mining Approaches – “Data out” and “Decision 
In”

A chain is only as strong as its weakest link.  To have any chance of 
success, global law enforcement initiatives, such as the war on terrorism, 
must focus on protecting nations, critical infrastructures and economies 
from transnational, asymmetric threats. Links between commerce and na-
tional security have encouraged the use of credit scoring applications in 
law enforcement analysis and decision making. Successful outcomes will 
depend on sharing valid interpretations of useful information among and 
between agencies and allies. In the area of demographic intelligence, we 
know that knowledge management and commercial/military/government 
intelligence analysis now converge in the data mining procedure. There are 
two possible directions from which to approach data mining: data-out and 
decision-in.  The choice of direction must be driven by the goal: 

1. Will we focus on leveraging and re-use existing knowledge to generate 
new insights about old data? Will we try to force new data values into 
old containers?  

2. Will we try to develop new containers that can adapt to new data?  
3. Will we try to determine if the knowledge base that informs our deci-

sions has been outgrown and it is now inadequate or even dangerous to 
use?  

5.1 The “Data Out” Approach 

When data mining approaches a problem from the data out, it mines the 
existing data values (the “what”) contained in the databases being used for 
decision support.  Data mining queries are of the following types: 

1. What do we know?  
2. Where is it?  
3. How fast can we maximize our use of it? 
4. As we learn, how will we share our new insights with appropriate oth-

ers? 

This approach assumes that data values do not change in meaning or in-
terpretation over time. This approach treats interpretations as quantitative, 



346      Katherine M. Shelfer, Xiaohua Hu 

not qualitative, viewing them as unaffected by changes in context, location 
or timing of the query. Data mining algorithms, while often complex, are 
relatively free of interpretive bias where quantitative data values have 
quantitative interpretations associated with them. However, data values as-
sociated with individuals can--and certainly do--change, as do the interpre-
tations associated with them. For example 

“Personal weight” may change from time to time, as a condition of ag-
ing and change in lifestyle (which is categorical and generally predict-
able) but also as a result of an undiagnosed medical conditions that are 
not predicted with human genetics. 
“Income” data values do not mean the same for all individuals, because 
the impact of the data value depends on unique combinations of per-
sonal values, sociocultural norms, available support structures, open op-
tions, individual judgment, forward planning and external impact factors 
that can include catastrophic events.  

When data mining processes are used to assess risk in contexts that have 
no right (or avenue) of appeal, the general public has every right to be 
wary of these systems and every need to become informed about how their 
own data is represented in them. [http://www.fico.com;
www.riskwise.com]  As we have discussed above, law enforcement 
agencies use cross-validation of databases for purposes of identity verifica-
tion, and authentication. The resulting insights can certainly have predic-
tive value, regardless of whether they meet the requirements for statistical 
generalizability.  We must keep three points in mind, however:  

1. Cross-matches mix data collected for one purpose with data col-
lected for another. This is helpful, because cross-validation is more se-
cure than reliance on single databases. Data errors as well as attempted 
frauds are also easier to catch.  

2. The results on an individual are based on comparison with prede-
fined profiles of “good” and “bad” risks statistically derived from 
the past behavior of others. Data values incorporate flawed decision 
processes that result in self-fulfilling patterns of illegal discrimination 
and socioeconomic and geopolitical ignorance. Results of the data min-
ing procedure predict, but do not report the future capability, capacity or 
intentions associated with any specific individual being assessed.  

3. Data values, including basic law enforcement crime statistics are 
sometimes  deliberately mis-reported on a large scale over a long 
period of time, sometimes  for political reasons. This happened in
Philadelphia, Pennsylvania, The need for corrections to the crime statis-
tics databases were widely and publicly acknowledged, yet the correc-
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tions were mainly anecdotal, limited to newspaper accounts of test cases 
reviewed, and few corrections were made to the database or carried for-
ward to revise models and scores. It is important to be careful about 
making claims about the accuracy of interpretations derived from min-
ing demographic data unless the databases themselves are clean and the 
data mining procedures have access to both data interpretations and data 
values for use in the data mining procedure.  

5.2  The “Decision In” Approach. 

Using the revised risk management process model suggested above, we 
can identity a second, less widely understood method for acquiring and ex-
amining data that works from the “decision in.”   When this approach is 
used, data mining begins with the decision to be made. It next examines 
the existing data (the inputs) in order to assess the interpretive weaknesses 
and opportunities associated with mining it. Queries are of the following 
types:  

1. Do we have valid data to mine?  How do we know?  
2. Do we have all the relevant data we need to mine? If not, where is it and 

how can we obtain it? And how can we integrate that insight into our 
system? 

3. Do we know what our data actually means? What are the interpretive 
loads on data values? Do these interpretive loads change? If so, to what? 
Why? How? Where? When? And to what purpose? And does this hap-
pen because of (or before) some other factor or pivotal event?  

4. If our data is false, do we know if it is purposefully false, accidentally 
false or forced by system constraints to be false because there is no way 
for the data to be true?  
If we know that the data is false, we should clean it before mining it 

rather than relying on statistical processes to offset the problem. For ex-
ample, in the case of a deliberate lie, the application for an immigration 
visa asks if an individual has ever committed a crime. The only possible 
response is “no,” which is a system-enforced choice, not necessarily a cor-
rect response. Mining on that value tells us nothing useful. In another in-
stance, on that same application, we may assume a single Arab male is 
“potential terrorist” because he reports that he is single and intends to at-
tend a flight school in the USA. The reality may be that he is working as a 
flight mechanic for an international airline and he wants to learn to fly the 
plane, but he knows that flight school training is only for the military and 
the elite in his home country and flight school training in the USA is much 
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more accessible. We must be able to distinguish innocent individuals from 
terrorists hiding in plain sight.  

5.3 System Constraints on Interpreting Demographic Data 
Values

System constraints can actually force a response to be “false” because it 
limits a recorded response to a single data value. That data value may only 
be true a part of the time. For example, “primary residence” information 
for a bi-national who could justifiably report multiple “primary residences” 
depends on the local context of the query, yet system mis-matches receive 
higher risk assessment scores, even where multiple simultaneous data val-
ues may be correct.   

How do the answers to these queries constrain and direct our 
data mining activities and how will it affect the interpretation 
of our results?

It should be noted that the existence and value of databases is context-
dependent. We cannot assume that the same records are created in the 
same manner for the same purpose with the same general quality in all lo-
cal contexts. For example, we can successfully cross-match individuals us-
ing property records databases in the USA, but these records do not exist 
in many countries. For example, in Greece, individuals may own specific 
chestnut trees in a village, and extended families informally share a cottage 
in an ancestral village. This country is almost 50 percent agrarian, does not 
have a property tax, and the majority of the citizens’ meager incomes and 
limited cash savings could not support it.    

Content creators are often unwilling to commit the resources required to 
verify and correct specific mistakes, even when they are identified at the 
point of need. As a result, individual data errors and interpretive mistakes 
go uncorrected. According to private conversations with a senior manager 
of a large credit scoring company, the current approach is to embed a score 
that reflects what is known about the “dirty-ness” of the specific database 
used in the data mining procedure and the consequences to specific indi-
viduals are ignored. The degree of significance and the amount of human 
collateral damage may well vary, but a relative proportion of “highly sig-
nificant” errors will continue to go unrecognized and unchallenged, given 
that those who develop the “data quality assessment factors” lack local in-
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sight into the significance of the specific situations involved and lack any 
incentive to change. 

At what point are guarantees of civil liberties (freedoms of as-
sociation, de jure presumptions of innocence, etc.) and due 
process (the right to face one’s accuser, for example) de facto 
vacated because of decisions that rely on data mining?  

Errors can appear to have the same degree of significance, yet differ in 
orders of magnitude in the context of other data associations. In a country 
that considers the dignity of the individual to be a useful unit of measure, 
cleaning dangerously dirty data offers potentially more value than simply 
assigning a weight that tells us that a database contains data that is “mostly 
right most of the time.” For example, in a war gaming exercise, the data 
value “age of the street map” will not matter. When the results of that war 
game are used to mistakenly bomb another country’s embassy, however, a 
single data value can bring nuclear superpowers to the brink of war.  
There are some kinds of trouble that a simple apology will not offset. 

It should also be pointed out that the purpose of business systems used 
to score individuals are intended to serve a purpose that is unrelated to the 
need to identify and thwart specific unknown individuals. To a degree, the 
same logical outcomes are involved—providing opportunity to “good” risk 
individuals and denying it to “bad” risk individuals. However, only the 
what values are effectively measured.  Commercial risk assessment is 
about revenue prediction and loss control, so specific individuals do not 
matter. Law enforcement, however, is about understanding the socializa-
tion of otherwise unrelated individuals who simply agree on the why..

How do systems account for external factors outside an indi-
vidual’s control?

Business risk assessment systems are designed to interpret past out-
comes as predictors of future intentions.  There is a general disregard for 
the fact that past outcomes can be (and often are) due to external factors 
that can overset the best of individual intentions. For example, there may 
be a sudden loss of income or a catastrophic illness that drains resources 
for an unpredictable period of time.  This kind of credit scoring is suffi-
cient for firms that must simply improve the prediction of revenue streams.  
The safety bias inherent in these systems is that people who are denied 
credit are unlikely to post a serious threat to society, so equal treatment 
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under the law is preserved, yet individuals can be inequitably regarded as a 
risk for reasons and results that are simply beyond their control.   

Hidden in these business systems is the assumption that negative out-
comes are always under an individual’s direct control.  In other words, if 
an individual fails to pay, this is treated as a reflection of intent.  Such an 
approach is a dangerous trivialization of the why value which is critical to 
successful identification of terrorists and their supporters.  In the war on 
terrorism, we can never disassociate the why from the what. For this rea-
son, law enforcement use of credit scoring systems must find ways to off-
set the lack of “motivation” data.  For example, an individual may over-
draft  a bank account often enough to catch the attention of the law 
enforcement community.  This may signal an intend to defraud.  How-
ever, this may also be due to extenuating circumstances such as identify 
theft that depletes an account for a U.S. serviceman stationed abroad who 
is in no position to monitor bank accounts on a regular basis. Regardless of 
the combination of factors involved in creating the recorded transaction 
history, what is captured in the data mining procedure is the data value that 
represents the result, not the intent.

When we begin the risk management process at the planning and direc-
tion stage, we discover a need for data values that reflect the what if propo-
sition. That is, we discover a need for data values that re-value risks in 
tandem with changes in availability of sufficient motivation and/or re-
sources and/or opportunity. By starting at the planning and direction stage, 
we quickly recognize that there are social/societal differences, such as 
situational ethics or gender norms, that can limit our ability to separate 
“apples from tomatoes.”   

The decision in approach is superior to the data out approach in that it 
treats data as capable of carrying multiple, simultaneous, and often quite 
different interpretive loads with values that would each be equally “true,” 
but only for a given moment in time. This approach calls for the input of 
experts who know when data value “X” will  only and always  mean 
“X” and when it is only “X” during a certain time period, or in certain 
contexts.   This approach also recognizes when data that is housed in 
container “X” should be scored as if it were housed in container “Y” or 
when the value should actually reflect a combination of containers that 
might—or might not—include either “X” or “Y.”  

The decision-in approach is used to identify and study the strengths and 
limitations of underlying databases in contributing information systems so 
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that we can identify and capture in the data mining algorithm itself the 
various interpretive possibilities embedded in-- or associated with—
specific data values.  This approach acknowledges that the data value is 
the equivalent of a 2-dimensional photograph in a multidimensional world 
that does not always share the same belief systems or attach the same sig-
nificance to specific kinds of data.  Since the purpose of data mining in 
law enforcement is to predict individual intent (or lack of intent) to harm, 
the decision-in approach enables us to develop algorithms that are globally 
scalable, or at least to more readily recognize when they are not, before 
these systems are used to undermine the very societies they purport to pro-
tect.   

Fig. 2. Futurized Global Terrorist Tracker. Source: Katherine M. Shelfer and J. 
Drew Procaccino. National ID Cards: A Solution Study. © 2003.  Used by per-
mission. 

For example, in the case of visa applications, the decision-in approach 
would be  operationalized by working from the immigration visa appli-
cant pool (at the point an application is submitted to the visa analyst) back 
through the decision process to the data values entered into the database.  
The “correctness” of the decision itself is treated as the focus of the data 
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mining initiative.  In the case of visa applications, for example, queries 
might be of the following types: 

1. Is the Applicant the “real” applicant?  How can analysts located else-
where and looking at the data in other contexts actually know?   

2. Did the application ask all that the analyst needed to know to make a 
“correct” decision?   Would any analyst anywhere come to the same 
conclusion? Could other analysts accurately interpret the data provided?  
If not, what additional or replacement data or other forms of decision 
support would be required? 

3. Did the applicant provide a truthful response? How could all analysts 
know? What additional or replacement data would be required?  

4. When the analyst is faced with a “wrong” answer, how could any ana-
lyst anywhere recognize when the data value provided is the result of …  

A deliberate lie   
A natural consequence of a simple misunderstanding  
A result of poorly designed questions or some other form of sys-
tem-enforced choice (e.g., the need to quickly deport for cause an 
individual later determined to be a threat)?   

5. How can we use data mining to improve the application itself so that we 
capture the data we need, use it to develop the insight we need, and 
make a decision that will be correct in future contexts of use as well as 
at this time and in this place?  

5.3 Lessons Learned from Buggy Whips and Libraries 

We never seem to tire of unlearning the same “buggy whip” lesson. 
Buggy whip makers made assumptions that were understandable, but fatal. 
There had ALWAYS been buggy whips, and there would always BE 
buggy whips. So buggy whip makers did not focus on strategic thinking, 
but on the operational aspects of making buggy whips. They mastered 
every quantifiable aspect of their business--operations and logistics, inven-
tory management, production and distribution, product design, quality con-
trol, marketing and advertising.  Since there was always a finite right an-
swer to operational questions, the strategic limits of the questions 
themselves were never explored. As a result, buggy whip makers missed 
the implication of automobiles. There was nothing wrong with what they 
did, but there were long-term implications for the quality of their lives that 
they were not mentally prepared to see. They missed the significance of 
thinking about amorphous stuff. They were too busy with the daily grind 
of making buggy whips. As a result, they failed.  
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In the world of intelligence, a problem solved is a problem that does not 
resurface. The next problem will not have the same flavor--or the same an-
swer--as a previous one. A formulaic approach absolutely will not work. 
For this reason, it is important to step away from a process to look at the 
goals from a different perspective—the customer’s need to decide and then 
defend that decision.  In other words, it is important to recognize when 
the "right" answer for one data value and resulting interpretation is the 
very wrong one for another situation or context, because the relational 
variables that feed that equation are often quite different.  In the case of 
terrorism, there is no safe zone.  So we must think about every aspect of 
the problem. We can no longer afford the luxury of unwarranted assump-
tions simply because dealing with them is uncomfortable.  

By focusing from the decision-in, we learn to stretch how we think 
about a problem. We learn to identify assumptions we did not know we 
had made. We learn to find the gaps in our insights and data collection and 
data mining strategies. The goal is process, not product, but it requires that 
each of the players willingly contribute useful data. Frankly, this technique 
works when everyone participates--and it doesn't when they don't. Without 
anything to compare, there is no insight to be gained into how others ap-
proach the same problem, given the same limitations and unknowns.  

As you can imagine, the military and law enforcement intelligence 
agencies have the best tools in the world, but they still need to think about 
whether the data is sufficient or of the right type, or biased, or what else
may be needed, or how any of the “peripheral players” might respond or 
how such a response might change the actions of others. And when man-
agement consultants ask a company to answer a question like "what busi-
ness are you in?" they are going after the same sort of thing--they are push-
ing the boundaries. 

5.4 The Principle of Co-Location and the Policy of 
Superimposition   

To promote the usefulness of their collections, librarians adopted a digi-
tal library catalog because it allowed them to add new access points to in-
dividual records without disturbing the existing ones. Based on that field’s 
Principle of Collocation, the old and the new data values have been elec-
tronically brought together (co-located), yet they continue to co-exist, with 
each data value having its own separate and unchanged existence that is 
relevant in its original context of use. Based on that field’s policy of super-
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imposition (discussed in more detail later in this paper), the new items are 
assigned more useful interpretative meta data values that electronically co-
exist and are cross-referenced with the old data and meta data values. As 
the new items gradually outnumber the old items, the interpretive quality 
of the entire database is improved over time.  Through the use of global 
ontologies and meta data registries, local library databases can be success-
fully combined and usefully mined for meaning in global contexts because 
all of the available interpretive meanings can be incorporated into the pro-
cedure.

The successful survival of an overstressed system with incorrect, inade-
quate and/or missing data values depends on (1) replacing existing data 
with new data; and (2) establishing and acquiring new data values that can 
be more effectively mined and interpreted. As indicated in earlier discus-
sions, library and information science offers some encouragement at learn-
ing to survive the potentially staggering impact of radical change. The 
Principle of Superimposition acknowledges that  

The old data values are no longer useful and should be replaced.   
The new data values are better than the old data values, so they should 
be used. 
There are insufficient resources to convert the old data values to the data 
values.  
Adding a new field to a data base and assigning new values effectively 
must realistically begin at the “zero” point.  
Over time, the proportion of the database with the new data values will 
change,  moving from 0 new/100 old toward 100 new/0 old.  

One example of surviving such an enormous transition is found in the 
way that large libraries successfully converted from the Dewey Decimal 
system to the Library of Congress Classification System. To implement a 
change of this magnitude in collections with millions of volumes was no 
easy undertaking. Libraries lacked the resources for complete retrospective 
conversion to the new system.  While adherence to either system alone 
would be a mistake and physically housing a single item in two locations 
was impossible, it was electronically possible to house the same item in a 
variety of containers.  For this reason, librarians—as a group—elected to 
look to the future instead of the past.  They developed a shared under-
standing that  

1. The two systems necessarily represent different proportions of the 
whole;

2. The relative proportions will eventually favor the new system; 
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3. Retrospective conversions of existing data are less important than im-
proving our insights about newly acquired data; and  

4. Retrospective conversions will be prioritized and processed over time as 
needs dictate and resources permit.  

It should be noted that library catalogs are also an early example of suc-
cessful distributed database creation and use.  The OCLC system cred-
its/debits creation and use of its content. The database provides for exam-
ining and crediting alternative interpretations of the same data element(s) 
associated with any given item based on local contexts of use.  Lessons 
learned from libraries are that  

1. Even static content can, over time, outgrow the interpretive container in 
which it is housed;  

2. Data that looks 100% alike may be different. Data that looks 100% dif-
ferent may be alike. Data that is cross-validated may combine elements 
of both. How will we know which is which?  

3. New data may surface for which new containers must be found. Old 
data may need to be placed into a different container on a priority basis. 
The same data may need to be simultaneously accessible through more 
than one container at the same time.  

4. Data may need to be shifted between containers as a result of shifts in 
context, location, purpose and source of the query at any given point in 
time. 

Libraries teach additional lessons about data values, data cleaning, au-
thority control and change management:  

1. Retrospective conversions of old values to new values is needs-based 
and can only be accommodated as resources become available.  

2. When records are cleaned, the cleaner’s identity is captured, the clean-
ing is based on evidence related to that specific item and the data value 
is recorded using some overarching standard for authority control. How-
ever, accommodation in the item record itself is also made for insight at 
the local level that may be different and/or more informative than is re-
flected in the standard.   

3. When new access control points are added, they are placed into their 
own data containers. They are not superimposed over old values housed 
in pre-existing containers. This prevents confusion about which value 
(old or new) is represented in which container. This provides built-in 
accommodation for the future creation and use of even more useful val-
ues.   



356      Katherine M. Shelfer, Xiaohua Hu 

4. Digital item records will always capture and retain each and every ac-
cess point.  

6. DATA MINING and Credit SCORING Models and Scores 

When credit scoring models and scores are the anticipated outcomes of 
the data mining procedure, there are usually four types of models that are 
used to test for differential/discriminatory treatment with adverse impacts, 
each of which is discussed below. All of these approaches share signifi-
cant statistical problems, and recent efforts …provide no solutions, which
partially explains resistance to using data mining processes as the sole cri-
teria for risk-based pricing of products and services. 
(http://www.fanniemaefoundation.org/programs/jhr/pdf/jhr_0402_carr.pdf.
To offset the limitations of these models, improvements in demographic 
data collection are urgently needed. For example, combining and mining 
demographic data should allow interest parties to reverse the process to 
discover whether the score is based on personal intentions or external 
events or even corporate culpability due to variations in customer relation-
ship management practices and/or debt collection practices.  

6.1  Opportunity Rationing – a/k/a Redlining 

Disadvantage: Data models of this type assume that discriminatory prac-
tices will manifest themselves when neighborhood data is disaggregated 
and compared against the aggregate volume of activity. However, this fails 
to consider that there features of the lending process itself, such as the use 
of prohibited demographic data values (race, gender, age) that cannot be 
cleaned out of the aggregate data set. The use of these factors impacts 
other variables that would otherwise appear to be legitimate measures of 
risk, such as credit history. In other words, where past practices have been 
outright rejection rather than risk-based pricing, entire classes of individu-
als have been procedurally denied opportunity in ways that have become 
invisible and self-perpetuating. 
http://www1.fee.uva.nl/fo/mvp/incapcesifo290103.pdf.

Example: Data models of this class assume that the mortgage flow data 
represents a legitimate response to risk that is based on unbiased data, 
when in fact individuals who are unable to obtain credit at the same rate of 
the aggregate data set, if they can obtain it at all, are victims of biases that 
infect all future data in the decision process and cannot be extracted from 
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the data used in the data mining process because we cannot know the out-
comes where credit that is not extended (unfair denials).   

6.2 Crowding Out 

Disadvantage: Data models of this type assume that the data represents 
equally empowered individuals who have been treated alike, even with 
evidence to the contrary.  This model would not be a good choice for data 
mining initiatives that result in denial of opportunity to individuals based 
on external factors such as events and beliefs that are subject to change. 
Such a model is unlikely to recognize the emergence of a new threat in a 
timely fashion because the model is not structured to recognize unevenly 
applied changes in semantic meaning over time. Demographic designa-
tions may only represent system- or socially-enforced choice.  For exam-
ple, use of attributes such as age, weight or race or may not scale equally 
well, because data values do not carry the same semantic meaning in all 
contexts of use.  

Example: This model creates the Prisoner’s dilemma, because it uses 
suspect data with unrecognized subjective loads. For example, data values 
for race have long been used to deny opportunity, yet data values for race 
are unevenly and erroneously assigned and often based on racialism that 
pre-dates the 19th century. Individuals classified as a poor risk based on 
demographic data values such as race are forced to pay more for less, 
which reduces their capacity and pitches them into an uphill battle to re-
verse the subjective judgment that caused the problem. This kind of rea-
soning can have serious repercussions, e.g., barring safe havens to Jews 
fleeing Germany in World War II; deprivation and concentration for 
Americans of Japanese Ancestry during that same time period and for sin-
gle Arab males today).  

6.3 Default 

Disadvantage: Data models of this type are used to test whether out-
comes are related to the insertion/omission of prohibited variables at the 
decision stage.  However, we cannot offset underlying (and fundamental) 
differences in standards/criteria applied by individual analysts, nor can we 
confirm the correctness of a decision when outcomes cannot be measured. 
Without insight into what would have happened, we are unable to verify 
that the data associations that resulted in that denial were appropriate, rele-
vant or correctly interpreted. Without such insights, we may very well con-
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tinue to make the same mistakes without any way to identify what these 
mistakes actually are.  

Example:  Where humans with negative sentiments are concerned, 
such loss of opportunity may push them from belief to action, which 
makes a bad situation even worse.   For example, when denied legal op-
portunity to enter the USA, many enter illegally and their actions cannot be 
monitored. Nor can we know that point (pre/post decision) at which ex-
pressed desire to benefit became intent to harm.

6.4 Rejection Probability Models 

Disadvantage: Data models of this type are used to compare detailed in-
dividual profiles to group profiles so that we can determine whether im-
proper denials or too lenient approvals are have taken place. First, we do 
not have the long-term data for the necessary panel studies. Most of what 
we are trying to do is entirely too new.  Second, we can capture and ana-
lyze mistaken approvals, but we cannot capture and analyze mistaken de-
nials.  We cannot observe what would have happened if the decision had 
been reversed.  

Example: To remove the “guilt by association” that is built into the ear-
liest “bad risk” decision profile,  we would have to deliberately provide 
opportunity to “bad risks” to validate our model. Where there is even the 
slightest suspicion of guilt, however, we can’t begin to justify putting a na-
tion at risk by letting a potential terrorist into the country just to see what 
might happen. One positive outcome of such an experiment (even if it 
were to be conducted and the results could be monitored and fed back into 
the system in a timely and useful fashion) would not be statistically indica-
tive that the initial insight was flawed.  Since we are unable to safely ob-
tain any evidence to the contrary, an individual’s “guilt by association” 
remains. The fundamental right to be presumed innocence and afforded 
due process of law vanishes into the ether.  

7. THE ROLE OF ANALYSTS IN THE DATA MINING 
PROCEDURE

It should be specifically pointed out that analysts do not develop the de-
cision frameworks that guide their decisions, even though they usually 
abide by them. This is partly because of time constraints associated with 
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the number of decisions and the available time to decide each case. How-
ever, it is also partly because they are not asked at the data mining stage. 
The local expertise of analysts must be captured where it is the most use-
ful—in the data mining procedure itself—if the use of data models and 
scores will ever provide effective decision support. In no way the decision 
support system substitute for the expertise of front-line local analysts who 
deal daily with complex decisions. However, if decision support is to be 
useful in a global environment, we are going to need to develop some fun-
damental decision rules, which is where data mining is most useful.   

Data models and scoring systems are intended to improve our ability to 
capture and share analyst expertise very quickly. Basically, the purpose of 
such systems is to free humans--the analysts--to develop more expertise. In 
turn, that new insight needs to be captured, fed back into the system, and 
leveraged and re-used to improve system support for other analysts.  Cur-
rent and future situations are going to call for new interpretations--or more 
refined understanding--about past decisions. Analysts are important first 
points of awareness and sharing, so they need to have immediate access to 
new insights about the outcomes of past decisions.  

The only way to develop a useful and usable decision support system—
one that will actually support analysts in ways that surface as improved 
decision quality--is to establish a shared understanding of how the com-
plete process actually works. Analysts have a multi-sensory in-take system 
that accepts environmental inputs as well as data. We need to understand 
what an analyst sees when s/he spots an “easy” decision (either approval or 
denial). And we need to understand how different analysts work through 
the process--what they actually think and do--to arrive at a decision. It 
would be helpful if we could capture how analysts with deep insight and 
substantial expertise share this knowledge with others. One challenge in 
building useful predictive models is that it is hard to collect enough pre-
classified data to develop and test a decision support model.   

To offset this limitation, we need to learn exactly how analysts make so 
many tough decisions every day, yet get so many rights. In short, working 
form the “decision in” helps us to quickly address three major challenges: 

1. To learn what information analysts need, what information they use, and 
whether this information is easy or hard to acquire in a useful format 
and a timely manner.  

2. To identify relevant NEW information that analysts do not have, so that 
we can locate it and embed it into the process. 
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3. To identify the warning signals that cause analysts to seek out new in-
formation or second opinions or insights that trigger an alarm. 

Data mining helps us discover new indicator variables. Cross-validation 
helps us test the validity of our discoveries. However, data integration 
about transnational risks takes transnational skill and insight. We must find 
ways to know the point at which (A+B) =C. For example, as shown in Fig. 
3, below, accurate interpretation of cross-validated information assumes 
that the information input from one database will locate associated match-
ing values bi-/multi-directionally. In other words, if we run a phone num-
ber through a database, we should get a name and address in the new data-
base that matches what we have in the database from which we took the 
phone number. If we run the name and address back through the first data-
base, we would expect to retrieve the phone number.  There are many 
hidden assumptions, but the most dangerous are these:  

1. That the data exists in the necessary and accessible format to create a 
match.

2. That the data in each database is equally valid at the same time. 
3. That the data values, whether alpha-numeric matches or mis-matches, 

are correctly interpreted in the cross-validation process.  
4. That data equivalents, regardless of data structures, are appropriately in-

cluded in the cross-validation process.  

Such assumptions can only hold true when data used in the cross-
validation process is error-free, represents the same period of time, is cor-
rectly interpreted, and is appropriately included/excluded in the cross-
validation process. Otherwise, we can never be sure that we know what we 
think we do, or that our interpretations and our decisions are correct. 
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Fig. 3. Cross-validating demographic data in databases 

8  CONCLUSION AND IMPLICATIONS FOR FUTURE 
RESEARCH 

Where we know that data mining interpretations rest on data that can be 
partial, invalid, wrong and biased, it would be a mistake to treat demo-
graphic data on individuals as if it was whole, valid, correct and unbiased 
until it actually meets those criteria. Because there are issues surrounding 
database business models and available resources of local content provid-
ers, we must work from the decision-in, because it is the best direction for 
identifying and prioritizing data for cleaning.  This effort becomes a 
moral mandate as we seek to scale local databases to support non-local and 
even global contexts of use that were never envisioned when the databases 
were originally created.  It would be a mistake to deny legal protections 
to individuals in order to protect economies of scope and scale. Where 
other individuals—and other institutions--will pay the price for a bad deci-
sion, it is important to improve the quality of data before going data min-
ing for meaning in demographic databases. 
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Abstract. Time-series data analysis is an important problem in data min-
ing fields due to the wide applications. Although some time-series analysis 
methods have been developed in recent years, they can not effectively re-
solve the fundamental problems in time-series gene expression mining in 
terms of scale transformation, offset transformation, time delay and noises. 
In this paper, we propose an effective approach for mining time-series data 
and apply it on time-series gene expression profile analysis. The proposed 
method utilizes dynamic programming technique and correlation coeffi-
cient measure to find the best alignment between the time-series expres-
sions under the allowed number of noises. Through experimental evalua-
tion, our method was shown to effectively resolve the four problems 
described above simultaneously. Hence, it can find the correct similarity 
and imply biological relationships between gene expressions.

1 Introduction 

Time-series data analysis is an important problem in data mining with 
wide applications like stock market analysis and biomedical data analysis. 
One important and emerging field in recent years is mining of time-series 
gene expression data. In general, gene expression mining aims at analysis 
and interpretation of gene expressions so as to understand the real func-
tions of genes and thus uncover the causes of various diseases [3, 8, 9, 20, 
21, 29, 30, 31]. Since the gene expression data is in large scale, there is a 
great need to develop effective analytical methods for analyzing and ex-
ploiting the information contained in gene expression data. A number of 
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relevant studies have shown that cluster analysis is of significant value for
the exploration of gene expression data [3, 4, 11-13, 20, 21].

Although a number of clustering techniques have been proposed in re-
cent years [9, 10, 13, 20, 21-23], they were mostly used for analyzing
multi-conditions microarray data where the gene expression value in each
experimental condition is captured only at a time point. In fact, biological 
processes have the property that multiple instances of a single process may
unfold at different and possibly non-uniform rates in different organisms
or conditions. Therefore, it is important to study the biological processes 
that develop over time by collecting RNA expression data at selected time
points and analyzing them to identify distinct cycles or waves of expres-
sion [3, 4, 13, 25, 30]. In spite that some general time-series analysis
methods were developed in the past decades [2, 4, 14-18], they were not
suited for analyzing gene expressions since the biological properties were
not considered. 

In the time-series gene expression data, the expression of each gene can 
be viewed as a curve under a sequence of time points. The main research
issue in clustering time-series gene expression data is to find the similarity
between the time-series profiles of genes correctly. The following funda-
mental problems exist in finding the similarity between time-series gene
expressions:

Scaled and offset transformations: For two given time-series gene ex-
pressions, there may exist the relations of scaled transformation (as shown 
in Figure 1a) or offset transformation (as shown in Figure 1b). In many
biological applications based on gene expression analysis, genes whose
time-series expressions are of scaled or offset transformation should be
given high similarity since they may have highly-related biological func-
tions. Obviously, frequently used measures in clustering like “distance” 
can not work well for these transformation problems.

Fig. 1.a. Scaled transformation
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Fig. 1.b. Offset transformation

Time delay: For the time-series expression profile, two genes may have 
similar shapes but one’s expression is delayed by some time points com-
pared to the other’s. This phenomenon may be caused by the biological ac-
tivation function between genes. When this phenomenon exists, it is diffi-
cult to cluster these kinds of genes correctly by directly using the existing
similarity measures. For example, Figure 2a shows the expressions of 
genes YLR256W and YPL028W in the -test microarray experiments by 
Spellman et al. [4], where 18 time points were sampled for each experi-
ment. It was known that YLR256W has activating effect on YPL028W in
the transcriptional regulation. However, if Pearson’s correlation coefficient
is used as the similarity measure, a low similarity as -0.50936 will be re-
sulted for these two genes. In fact, if we make a left-shift on YPL028W’s
time-series data for one time point and ignore the data points circled in 
Figure 2a, these two genes exhibit very similar expression profile as shown 
in Figure 2b (the similarity becomes as high as 0.62328) and this result 
matches their biological relationship. The above observation shows that 
the time delay property must be taken into account in dealing with time-
series gene expression data. 

Noises: It is very likely that there exist noisy data (or outliers) in the 
time-series gene expressions. The noises or outliers may be caused by 
wrong measurements or equipment failures. Since global similarity is cal-
culated in measuring the similarity between genes normally, these noisy
data will produce biased comparison results, which will be more serious in 
time-series data than non-time series ones. Therefore, new methods are 
needed for handling the noisy data in gene expressions.



366 Vincent S. M. Tseng, Yen-Lo Chen

Fig. 2.a. Plotted expression curves of genes YLR256W and YPL028W

Fig. 2.b. Effect of left-shifting YPL028W’s expression by one time point

Although some studies were made on analyzing time-series gene ex-
pression data [5, 6, 7, 25-27], they can not resolve the above fundamental
problems effectively at the same time (more descriptions of the related
work were given in Section 4). In this paper, we propose an effective
method, namely Correlation-based Dynamic Alignment with Mismatch 
(CDAM), for resolving the fundamental problems mentioned above in min-
ing time-series gene expression data. The proposed method uses the con-
cept of correlation similarity as the base and utilizes dynamic program-
ming technique to find the best alignment between the time-series
expressions under some constrained number of mismatches. Hence, 
CDAM can find the correct similarity and implied biological relationships 
between gene expressions. Through experimental evaluations on real yeast
microarray data, it was shown that CDAM deliver excellent performance 
in discovering correct similarity and biological activation relations be-
tween genes.
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The rest of the paper is organized as follows: In section 2, the proposed 
method is introduced; Experimental results for evaluating performance of
the proposed method are described in Section 3; Some related studies are
described in Section 4, and the concluding remarks are made in Section 5. 

2 Proposed Method 

As described in Section 1, the key problem in time-series gene expres-
sion clustering is to calculate the similarity between time-series gene ex-
pressions correctly. Once this is done, the right clustering of the gene ex-
pressions can be materialized by applying some clustering algorithms like
CAST [10] with the similarity values deployed. In the following, we de-
scribe in details our method, Correlation-based Dynamic Alignment with 
Mismatch (CDAM), for computing the similarity between two time series. 

The key idea of CDAM is to utilize the techniques of dynamic pro-
gramming and the concept of fault tolerance to discover the correct simi-
larity between time-series gene expressions effectively. The input to
CDMA is two time series S = s1, s2, …, sN and T = t1, t2, …, tN, which rep-
resent the expression profiles of two genes under N time points. In addi-
tion, a parameter named mismatch is also input for specifying the maximal
number of data items allowed to be eliminated from each time series in
considering the possible noises. The output of our algorithm is the similar-
ity between the given time series S and T, indicating the similarity between 
the corresponding genes. A higher value of the output similarity indicates a
stronger biological relation between the genes. 

Our method aims at resolving the problems of scaled transformation,
offset transformation, time delay and noises at the same time in calculating
the similarity. First, in order to resolve the problem of scaled and offset
transformations, we use Pearson’s correlation coefficient as the base for 
calculating the similarity between time-series gene expressions. For two 
time series S = s1, s2, …, sn and T = t1, t2, …, tn with n time points, their 
correlation coefficient r is calculated as follows:

n

k

kk

YX

TTSS
n

r
1

1

It has been shown that correlation coefficient may effectively reveal the 
similarity between two time-series gene expressions in terms of their shape 
instead of the absolute values [28]. Hence, the problem of scaled and offset 
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transformations can be resolved by using correlation coefficient as the base 
similarities between genes. To resolve the problems of time delay and
noises, we adopt the dynamic programming technique to find the most
similar subsequences of S and T. In fact, this problem is equal to finding 
the best alignment between S and T. Once this is obtained, it is straight-
forward to get the similarity between S and T by calculating the correlation 
coefficient on the aligned subsequences. 

The main idea of our method is based on the concept of “dynamic time
warping” [5, 6] for finding the best alignment of two time sequences. Ini-
tially we build up a N N matrix, in which element (i, j) records the dis-
tance (or similarity) between si and tj, indicating the best way to align se-
quences (s1, s2, …, si) and (t1, t2, …, tj). Based on this approach, the best 
alignment can be obtained by tracing the warping path from element (1, 1)
to element (N, N) in the matrix. One point to note here is that we use 
Spearman Rank-Order correlation coefficient [19] instead of Euclidean
Distance for calculating the value of element (i, j) in the matrix. The main
reason is for resolving the problems of scaled and offset transformations.
More details on this issue will be given in later discussions. 

The algorithm of CDAM is as shown in Figure 3. The first step of the 
method is to transform the sequences S and T into the sequences of rank 
orders Q and R, respectively. That is, the value of each element in the
original sequence is transformed into its order in the sequence. For in-
stance, given sequence S as {20, 25, 15, 40, -5}, the corresponding rank-
ordered sequence Q is {3, 2, 4, 1, 5}. The next step of CDAM is to calcu-
late the Spearman Rank-Order correlation coefficient, r, between Q and R, 
which is defined as follows: 

NN
Dr 3

61
(1)

, where N is the length of Q and R, and D is further defined as 
N

i
ii RQD

1

2

(2)

, where Qi and Ri are the ith element in sequences Q and R, respectively.

When N is fixed, it is obvious that D is non-negative (from equation (1))
and the larger value of D indicates the lower similarity between S and T 
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(from equation (2)). On the contrary, the smaller value of D indicates the 
higher similarity between S and T. Hence, our problem is reduced to find-
ing the alignment with minimal D such that S and T has the highest simi-
larity. To achieve this task, the following recursive equation is developed
for finding the minimal D through dynamic programming: 

]3[..............................)1,(
]2[..............................),1(

]1[..........)()1,1(

min),(

2
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RQjir
jir

ji

(3)

1 N, 1 N

In equation (3), r(i, j) represents the alignment with minimal value D in
aligning sequences (s1, s2, …, si) and (t1, t2, …, tj). In the alignment proc-
ess, three possible cases will be examined:

Case 1: si is aligned with tj. No warp happens in this case.
Case 2: si is not aligned with any items in (t1, t2, …, tj). One warp happens
in this case. 
Case 3: tj is not aligned with any items in (s1, s2, …, si). One warp hap-
pens in this case.

}
T);(S,ofsimilarityreturn the

;similarityhighest with )R',(Q'alignmentsthe)T',(S'alignmentbest
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D;minimalpath with  warping thetracemmismatch with )R',(Q'alignment
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Fig. 3. Algorithm of CDAM method
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Table 1. Two time series S and T 
Time
point

1 2 3 4 5 6 7 8 9 10 11

S 2 4 5 1 3 9 7 10 8 5.5 0
T -1 1 3 9 4 0 2.5 8 6 7 4.5

Since both S and T are of length N, the maximal number of total warps
during the alignment is 2N. However, if the value of mismatch is set as M, 
the number of total warps must be constrained within 2M and the warps 
for S and T must be less than M, respectively. Two parameters a and b are
thus added in equation (3) for limiting the number of warps within 2M,
and they are controlled as follows:

otherwise
Mjiwarpif

a
,

2),1(,0

(4)

otherwise
Mjiwarpif

b
,

2)1,(,0

(5)

Based on the above methodology, CDAM tries to discover the best 
alignment between Q and R by varying mismatch from 0 to M and conduct
the calculations describe above. Finally, the alignment with highest simi-
larity will be returned as the result. As an example, consider again the time
series S and T in Table 1. If mismatch is set as 0, i.e., no mismatch is al-
lowed, both a and b will stay as  during the whole aligning process. Con-
sequently, no warp happens and the resulted similarity is equal to the cor-
relation coefficient between S and T. However, if mismatch is set as 2, the
8th and 11th items in S and the first and 4th items in T will be chosen as 
the mismatches.

3 Experimental Evaluation

3.1 Tested Dataset 

To evaluate the effectiveness of the proposed method, we use the time-
series microarray data by Spellman et al. [4] as the testing dataset. This 
dataset contains the time-series expressions of 6178 yeast genes under dif-
ferent experimental conditions. In [2], it was found that 343 pairs of genes 
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exhibit activation relationship in the transcriptional regulations by examin-
ing the microarray data of alpha test in [4]. Our investigation shows that 
255 unique genes are involved in the 343 activated gene pairs, thus the 
time-series expressions of the 255 genes in alpha test over 18 time points 
[4] are used as the main tested dataset. 

3.2 Experimental Results 

The proposed method was implemented using Java, and the tested data-
set was analyzed under Windows XP with Intel Pentium III 666 MHz 
CPU/256MB. We use the proposed method to calculate the similarities of 
the 255 genes with parameter mismatch varied from 0 to 3. 

Table 2. Distribution of calculated similarities of 343 pairs of activated genes.
similarity mismatch=0 mismatch=1 mismatch=2 mismatch=3 

> 0.25 97 197 214 227

> 0.33 72 165 181 200

> 0.5 36 88 100 119

> 0.75 9 16 21 26

Table 2 shows the distribution of calculated similarities for the 343 acti-
vated gene pairs under different settings of mismatch. When mismatch is 
set as 0, only 36 pairs of genes are found to have similarities higher than 
0.5. That is, only about 10% of the 343 gene pairs are found to be of high 
similarity. This shows that using the correlation coefficient directly as the 
similarity measure can not reveal the correct similarity between genes. In 
contrast, the number of gene pairs with similarity higher than 0.5 increases 
to 88 when mismatch is set as 1. Moreover, the number of high-similarity 
gene pairs keeps increased when mismatch becomes larger. These observa-
tions indicate that our method can effectively find the correct similarities 
between genes. 

Table 3. Average similarity of the 343 gene pairs under different settings of mis-
match.

mismatch=0 mismatch=1 mismatch=2 mismatch=3
Average

similarity 0.03844 0.299939 0.331175 0.360907



372 Vincent S. M. Tseng, Yen-Lo Chen

Table 3 depicts the average similarity of the 343 gene pairs under differ-
ent settings of mismatch. The above experimental results show that our
method can reveal more accurate biological relationships for the tested 
genes. Moreover, it is also observed that the average similarity rises with 
the value of mismatch increased. However, the degree of improvement de-
creases for a larger value of mismatch. This indicates that it suffixes to set 
mismatch as large as 3 in our method for this dataset. 

Fig. 4. Time-series expressions of genes YBL021C and YNL052W

3.3 Illustrative Example 

Figure 4 shows the plotted curves for the time-series expressions of 
genes YBL021C and YNL052W over 18 time points. The similarity be-
tween these two genes is -0.38456 if correlation coefficient is used directly
as the measure for computation. This indicates that these two genes have
low similarity, and their activation relationship is not disclosed. In con-
trast, when our method is applied with mismatch set as 1, the items circled 
in Figure 4 will be selected for elimination so as to obtain the best align-
ment between the two genes. Consequently, the new similarity turns as 
high as 0.76106. This uncovers the biological activation relations between 
these two genes reported in past study [2]. 

4 Related Work

A number of clustering methods have been proposed, like k-means [13], 
hierarchical clustering [21], CAST [10], etc. When applied on gene ex-
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pression analysis [9, 10, 13, 20, 21-23], these methods were mostly used 
for analyzing multi-conditions gene expressions with no time series. 

Comparatively, there exist limited number of studies on time-series gene 
expression analysis due to the complicatedness. Some general methods 
were proposed for time-series comparisons and indexing based on the con-
cept of longest common subsequences (LCS) [1, 7, 18]. Agrawal et al. [1] 
extended the concept of LCS by adding the technique of window stitching 
and atomic matching for handling the noise data in the time series. Hence, 
the method proposed by Agrawal et al. can efficiently extract the highly 
similar segments among time sequences. Although this kind of method is 
useful in analyzing large scale time-series data like stock market data, it is 
not well suited for mining time-series gene expression data since the bio-
logical properties were not considered. 

For the literatures relevant to time-series gene expression analysis, 
Filkov et al. [2] proposed methods for detecting cycles and phase shift in 
the time-series microarray data and applied them for gene regulation pre-
diction. Aach et al. [25] used Dynamic Time Warping (DTW) [5, 6] tech-
nique to find the right alignment between the time-series gene expressions. 
Some variations of DTW like windowing, slope weighting and step con-
straints [15, 16, 17] existed in the past literatures. However, the method by 
Aach et al. can not deal with the problems of scale and offset transforma-
tions since distance-based measure is used for similarity computation. 
Moreover, the noise problems were not taken into consideration, either. In 
comparisons, the method we proposed can efficiently resolve the problems 
of scale transformation, offset transformation, time delay and noises simul-
taneously. 

5 Concluding Remarks 

Analysis of time-series gene expression data is an important task in bio-
informatics since it can expedite the study of biological processes that de-
velop over time such that novel biological cycles and gene relations can be 
identified. Although some time-series analysis methods have been devel-
oped in recent years, they can not effectively resolve the fundamental 
problems of scale transformation, offset transformation, time delay and 
noises in time-series gene expression analysis. 

In this paper, we proposed an effective approach, namely Correlation-
based Dynamic Alignment with Mismatch (CDAM), for mining time-series 
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gene expression data. The proposed method uses the concept of correlation 
similairty as the base and utilizes dynamic programming technique to find 
the best alignment between the time-series expressions under the con-
strained number of mismatches. Hence, CDAM can effectively resolve the 
problems of scale transformation, offset transformation, time delay and 
noises simultaneously so as to find the correct similarity and implied bio-
logical relationships between gene expressions. Through experimental 
evaluations, it was shown that CDAM can effectively discover correct 
similarity and biological activation relations between genes. In the future, 
we will conduct more extensive experiments by applying CDAM on vari-
ous kinds of time-series gene expression dataset and integrate CDAM with 
other clustering methods to build up an effective system. 
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