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viii  Introduction
Introduction

Data Mining Using SAS Enterprise Miner introduces the readers to data mining using SAS Enterprise Miner
v4. This book will reveal the power and ease of use of the powerful new module in SAS that will introduce the
readers to the various configuration settings and subsequent results that are generated from the various nodes in
Enterprise Miner that are designed to perform data mining analysis. This book consists of step-by-step
instructions along with an assortment of illustrations for the reader to get acquainted with the various nodes
and the corresponding working environment in SAS Enterprise Miner. The book provides an in-depth guide in
the field of data mining that is clear enough for novice statisticians or the die-hard expert.

The process of extracting information from large data sets is known as data mining. The objective in data
mining is making discoveries from the data. That is, discovering unknown patterns and relationships by
summarizing or compressing the data in a concise and efficient way that is both understandable and useful to
the subsequent analysis. Extracting information from the original data that will result in an accurate
representation of the population of interest, summarizing the data in order to make statistical inferences or
statements about the population from which the data was drawn and observing patterns that seem most
interesting, which might lead you to discover abnormal departures from the general distribution or trend in the
data; for example, discovering patterns between two separate variables with an usually strong linear
relationship, a combination of variables that have an extremely high correlation on a certain variable, or
grouping the data to identify certain characteristics in the variables between each group, and so on. In
predictive modeling, it is important to identify variables to determine certain distributional relationships in the
data set in order to generate future observations or even discover unusual patterns and identifying unusual
observations in the data that are well beyond the general trend of the rest of the other data points.

The basic difference between data mining and the more traditional statistical applications is the difference in
size of the data set. In traditional statistical designs, a hundred observations might constitute an extremely large
data set. Conversely, the size of the data mining data set in the analysis might consist of several million or even
billions of records. The basic strategy that is usually applied in reducing the size of the file in data mining is
sampling the data set into a smaller, more manageable subset that is an accurate representation of the
population of interest. The other strategy is summarizing the variables in the data by their corresponding mean,
median or sum-of-squares. Also, reducing the number of variables in the data set is extremely important in the
various modeling designs. This is especially true in nonlinear modeling where an iterative grid search
nrocedure must be performed in finding the smallest error from the multidimensional error surface.

T'he potential of data mining used in statistical analysis is unlimited. However, it would be a mistake to depend
on data mining in providing you with the final solution to all the questions that need to be answered. In
addition, the accuracy of the final results in data mining analysis depends on the accuracy of the data. The most
common term that is often used is called “garbage in—garbage out”. This is particularly true in data mining
analysis where the chance of this phenomenon of happening will occur more often than not due to the
enormous amount of data at your disposal. In some instances, discovering patterns or relationships in the data
might be due to the measurement inaccuracies, distorted samples, or some unsuspected difference between the
erroneous data set and the actual representation of the population of interest.

Often, the choice of the statistical method to apply depends on the main objective of the analysis. For example,
in marketing research with the disposal of customer and transactions data, it is usually important to interpret
the buying behaviors of the various customers in order to focus our attention on the more effective promotions
that will result in an increase of sales that can be accomplished by performing association analysis. It might be
important in identifying and profiling the various buying habits of these same customers who might be placed
into separate homogenous groups based on the total sales of the various items purchased, which can be
rerformed by applying cluster analysis. Maybe the goal to the analysis might be predicting or forecasting
future sales, which can be performed by applying regression modeling. Nonlinear modeling such as neural
network modeling might be considered, which does not require a functional form between the predictor or
input variables and the response, outcome or target variable to the model, with the added flexibility of handling
an enormous number of input variables in the model. Two-stage modeling might be performed by classifying
customers in purchasing certain items, then predicting these same customers based on their corresponding
estimated probabilities, which are then applied in the subsequent modeling fit to predict the amount of total
siles of these same items. Maybe it might be important to the business in developing a credit scoring system in
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order to establish whether or not to extend credit to customers based on certain numerical scores that are above
or below some threshold value, which can performed by applying interactive grouping analysis.

SAS summarizes data mining with the acronym SEMMA, which stands for sampling, exploring, modifying,
modeling, and assessing data as follows:

Sample the data from the input data set that is so large that a small proportion of the data can be analyzed at
any one time, yet large enough that it contains a significant amount of information to perform the analysis.

Explore the data to statistically, and visually discover expected relationships and unexpected trends while at
the same time discovering abnormalities in the data to gain a better understanding of the data.

Modify the data in creating, selecting, and transforming the variables or even the entire incoming data set to
perform various modeling selections or certain statistical modeling techniques in preparation for the
subsequent data mining analysis.

Model the data by applying various modeling techniques in seeking a certain combination of variables that
reliability predicts the outcome response.

Assess the data by evaluating the usefulness and reliability of the results from the data mining process.

Data mining is an iterative process. That is, there is a sequential order to the listed categories in the SEMMA
data mining analysis. Typically, you would first sample the data to target our population or determine the
population of interest to the analysis. Second, you might explore the data to visualize the distribution of each
variable in the analysis to validate the statistical assumptions such as normality in the distribution of the
selected variable or determine patterns and relationships between the variables. Third, you might modify the
variables to prepare the data for analysis by transforming the variables to satisfy the various assumptions that
are critical to many of the statistical methods so that these same variables may be used in the analysis. The next
step is that you might model the data by fitting a statistical model to generate predictions and forecasts. And,
finally, you might assess the accuracy, interpreting the results and comparing the predictability of the various
modeling designs in selecting the best predictive or classification model. Once the best model is selected, then
you might want to generate prediction or forecasting estimates through the use of a scoring function that can be
applied to a new set of values that might not necessarily consist of the target variable in the data. It is important
to realize that many of the previously mentioned data mining steps might not be applied at all or some of these
steps might be applied any number of times before the goal of the data mining analysis is finally achieved.

The SEMMA design and data mining analysis is constructed within the process flow diagram. Enterprise
Miner is designed so that very little SAS programming experience is needed in constructing a well-built SAS
reporting system. The reason is that the process of constructing the process flow diagram within Enterprise
Miner is performed by simply dragging icons on to a GUI interface desktop window, then connecting these
same icons to one another, all within the same graphical diagram workspace. And yet a data mining expert can
specify various option settings in the design in order to fine-tune the configuration settings and the
corresponding listings and results. SAS Enterprise Miner is a very easy to learn and very easy to use. You do
not even need to know SAS programming and can have very little statistical expertise in designing an
Enterprise Miner project in order to develop a completely comprehensive statistical analysis reporting system,
whereas an expert statistician can make adjustments to the default settings and run the Enterprise Miner
process flow diagram to their own personal specifications. Enterprise Miner takes advantage of the intuitive
point-and-click programming within a convenient graphic user interface. The diagram workspace or the
process flow diagram has the look and appearance much like the desktop environment in Microsoft Windows.
Enterprise Miner is built around various icons or nodes at your disposal that will perform a wide variety of
statistical analysis.

Each chapter of the book is organized by the SEMMA acronym based on the various nodes that are a part of
the data mining acronym. Each section to the book is arranged by the way in which the node appears within the
hierarchical listing that is displayed in the Project Navigator within the Enterprise Miner window, Each
section of the book will begin by providing the reader with an introduction to the statistics and some of the
basic concepts in data mining analysis with regard to the corresponding node. The book will then explain the
various tabs along with the associated option settings that are available within each tab of the corresponding
node, followed by an explanation of the results that are generated from each one of the nodes.

In the first chapter, the book will begin by explaining the purpose of the various sampling nodes that are a part
of the Sample section in the SEMMA design. The first section will introduce the readers to the way in which to
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read the data in order to create the analysis data set to be passed on to the subsequent nodes in the process flow
diagram. The following section will allow the readers to learn how to both randomly sample and partition the
analysis data set within the process flow. This is, sampling the analysis data set into a smaller, more
manageable sample size that is an accurate representation of the data that was randomly selected, or even split
the analysis data set into separate files that can be used in reducing the bias in the estimates and making an
honest assessment in the accuracy of the subsequent predictive model.

The second chapter will focus on the various nodes that are designed to discover various relationships or
patterns in the data that are a part of the Explore section in the SEMMA design. The first couple nodes that are
presented are designed to generate various frequency bar charts or line graphs in order to visually observe the
univariate or multivariate distribution of the variables in the data. In addition, the readers will be introduced to
the Insight node, which can perform a wide range of statistical analysis through the use of the synchronized
windows. The following section will explain the purpose of association analysis that is widely used in market
basket analysis in discovering relationships between the different combinations of items that are purchased.
The next section will introduce the readers to the variable selection procedure that can be applied within the
process flow, which is extremely critical in both predictive or classification modeling designs that are designed
to select the best set of input variables among a pool of all possible input variables. The chapter will conclude
with the readers getting familiar with link analysis which automatically generates various link graphs in order
to view various links or associations between the various class levels that are created from the analysis data set.

The third chapter will introduce readers to the various nodes that are designed to modify the analysis data sets
that are a part of the Modify section of the SEMMA design. The chapter will allow the readers to realize how
easy it is to modify the various variable roles or level of measurements that are automatically assigned to the
analysis data set once the data set is read into the process flow. In addition, the subsequent section will allow
readers to transform the variables in the data set in order to meet the various statistical assumptions that must
be satisfied in data mining analysis. The following section will allow readers to understand both the importance
and the process of filtering, excluding, and removing certain problematic observations from the data set that
might otherwise influence the final statistical results. The next section will explain the procedure of imputing
missing values and replacing undesirable values in the data set and the subsequent analysis. The following two
sections will explain both clustering and SOM/Kohonen analysis, which are designed to group the data into
homogenous groups in order to profile or characterize the various groups that are created. The next section will
explain the way in which to transform the data set in preparation to repeated measures or time series analysis.
And, finally, the chapter will conclude by introducing readers to interactive grouping analysis that is designed
to automatically create separate groups from the input variables in the data set based on the class levels of the
binary-valued target variable. These input variables may then be used as input variables in subsequent
classification modeling designs such as fitting scorecard models.

[he fourth chapter will present the readers to the various modeling nodes in Enterprise Miner that are a part of
Model section in the SEMMA design. The chapter will begin with traditional least-squares modeling and
logistic regression modeling designs that are based on either predicting an interval-valued or a categorically-
valued target variable of the model. The following section will introduce the readers to the Model Manager
which is available in any one of the modeling nodes. The purpose of the Model Manager is to store and list
the various models that are created within each modeling node. Each model that is displayed is based on the
different settings that were previously specified each time you saved the corresponding changes. The Model
Manager will allow you to select the number of observations from each partitioned data set to be passed along
tor interactive assessment in evaluating the accuracy of the modeling fit from the Assessment node. In
addition, the Model Manager will allow you to specity if the various diagnostic plots or performance charts
will be available for viewing within the Assessment node for each partitioned data set. The next section will
introduce the readers to decision tree modeling, which is based on a recursive splitting process in which binary
splits are automatically performed, and where the average value of the interval-valued target variable is
commonly used as the standard cutoff point or the separate class levels of the categorically-valued target
variable that are repeatedly divided through the decision tree based on the corresponding range of values or the
separate class levels of the input variables in the model. Neural network modeling will then be introduced \.
This is essentially nonlinear modeling of the process flow that has the flexibility of interpolating many
different functional forms with extreme accuracy or approximating many different classification boundaries
with great precision. Neural network modeling is built around a multilayered design in which the linear
combination of input variables and weight estimates are transformed through the layers where the weight
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estimates must be solved by some type of iterative grid search or line search routine. The next section will
explain principal components analysis to readers; this is designed to reduce the number of variables in the data
based on the linear combination of input variables and components in the model, where the components are
selected to explain the largest proportion of the variability in the data. User-defined modeling will be
introduced that will allow you to incorporate a wide variety of modeling techniques within the process flow
that are unavailable in Enterprise Miner and the various modeling nodes. Furthermore, the node will allow you
to create your own scoring code that will generate the standard modeling assessment statistics that can be
passed along the process flow in order to compare the accuracy between the other modeling nodes. The book
will provide readers with a powerful modeling technique called ensemble modeling that either averages the
prediction estimates from various models or averages the prediction estimates based on successive fits from the
same predictive model, where the analysis data set is randomly sampled any number of times. The following
section will introduce the readers to memory-based reasoning or nearest neighbors modeling that is essentially
nonparametric modeling in which there are no distributional assumptions that are assumed in the model in
which the fitted values are calculated by averaging the target values or determined by the largest estimated
probability based on the most often occurring target category within a predetermined region. The chapter will
conclude with two-stage modeling that fits a categorically-valued target variable and an interval-valued target
variable in succession, where the categorically-valued target variable that is predicted in the first-stage mode!
will hopefully explain a large majority of the variability in the interval-valued target variable to the second-
stage model.

The fifth chapter will explain the various nodes in Enterprise Miner that are a part of Assess section to the
SEMMA design. These nodes will allow you to evaluate and assess the results that are generated from the
various nodes in the process flow. The chapter will begin by introducing the readers to the Assessment node
that will allow you to evaluate the accuracy of the prediction estimates from the various modeling nodes based
on the listed assessment statistics that are automatically generated and the numerous diagnostic charts and
performance plots that are created for each model. The node will allow you to evaluate the accuracy of the
modeling estimates by selecting each model separately or any number of models simultaneously. The
Reporter node will be introduced, which is designed to efficiently organize the various option settings and
corresponding results that are generated from the various nodes within the process flow into a HTML file that
can be viewed by your favorite Web browser.

The sixth chapter will introduce the readers to the Score node that manages, exports, and executes the SAS
scoring code in order to generate prediction estimates from previously trained models. In addition, the node
will allow you to write your own custom-designed scoring code or scoring formulas that can be applied to an
entirely different sample drawn in order to generate your own prediction or classification estimates.

The final chapter of the book will conclude with the remaining nodes that are available in Enterprise Miner.
These nodes are listed in the Utility section within the Project Navigator. The chapter will begin by
explaining the purpose of the Group Processing node that will allow you to transform variables by splitting
these same variables into separate groups. In addition, the node is used with the Ensemble node that
determines the way in which the various prediction estimates are formed or combined within the process flow.
The subsequent section will explain the purpose of the data mining data set that is designed to accelerate
processing time in many of the nodes within the process flow. This is because the data mining data set contains
important metadata information to the variables in the analysis, such as the variable roles, level of
measurement, formats, labels, range of values, and the target profile information to name a few. The next
section will explain the importance of the SAS Code node. The node is one of the most powerful nodes in
Enterprise Miner. This is because the node will allow you to incorporate SAS programming within the process
flow, thereby enabling you to write data step programming within the process flow in order to manipulate the
various data sets, write your own scoring code, or access the wide variety of procedures that are available in
SAS. The final two sections will explain the purposes of the Control point node and the Subdiagram node
that are designed to manage and maintain the process flow more efficiently.

For anyone looking for a new edge in the field of statistics, Data Mining Using SAS Enterprise Miner, offers
the inside track to new knowledge in the growing world of technology. I hope that reading the book will help
statisticians, researchers, and analysts learn about the new tools that are available in their arsenal making
statisticians and programmers aware of this awesome new product that reveals the strength and easy use of
Enterprise Miner for creating a process flow diagram in preparation for data mining analysis.
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Supervised Training Data Set

Predictive modeling is designed to describe or predict one or more variables based on other variables in the
data; it is also called supervised training. Predictive models such as traditional linear regression modeling,
decision tree modeling, neural network modeling, nearest neighbor modeling, two-stage modeling, and
discriminate analysis may be applied in Enterprise Miner. The main idea in predictive modeling is to either
minimize the error or maximize the expected profit. In Enterprise Miner, the modeling terms are distinguished
by their model roles. For example, the output response variable that you want to predict would be set to a
target model role and all the predictor variables in the predictive model are assigned a model role of input.
Time identifier or carryover variables might be passed along in the modeling design that identifies each
observation in the data with an id model role.

The following is the data set that is used in the various Enterprise Miner nodes based on supervised training in
explaining both the configuration settings and the corresponding results. The SAS data set is called HMEQ.
The data set is located in the SAMPSIO directory within the folder in which your SAS software is installed.
The SAMPSIO directory is automatically available for access once Enterprise Miner is opened. The data
consists of applicants granted credit for a certain home equity loan that has 5,960 observations. The categorical
target variable that was used in the following examples is a binary-valued variable called BAD that identifies if
a client either defaulted or repaid their home equity loan. For interval-valued targets, the variable called
DEBTINC, which is the ratio between debt and income, was used in many of the following modeling
examples. There are thirteen variables in the data mining data set with nine numeric variables and four
categorical variables. The following table displays the variables in the data set, the model role, measurement
level, and variable description. The database was used in many of the following predictive modeling designs to
determine if the applicant can be approved for a home equity loan.

Name Model Role Measurement | Description
Level
rBAD Target Binary 1 = Defaulting on the loan,
0 = Repaid the loan
WCLAGE Input Interval Age (in months) of the oldest trade line
CLNO Input Interval Number of trade lines
DEBTINC Input Interval Ratio of debt to income.
DELINQ Input Interval Number of delinquent trade lines
~DEROG Input Interval Number of major derogatory reports
10B Input Nominal Six occupational categories
].LOAN Input Binary Amount of the loan request
MORTDUE Input Interval Amount due on the existing mortgage
—N INQ Input Interval Number of recent credit inquires
_REASON Input Binary DebtCon = debt consolidation,
Homelmp = home improvement
v ALUE Input Interval Current property value
:YOJ Input Interval Number of years at the present job
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Unsupervised Training Data Set

Descriptive modeling is designed to identify the underlying patterns in the data without the existence of an
outcome or response variable; it is also called unsupervised training. That is, observations might be formed
into groups without prior knowledge of the data or unknown links and associations might be discovered
between certain variables in the underlying data. Cluster analysis, SOM/Kohonen maps, and principal
components are considered descriptive modeling techniques. In Enterprise Miner, all the variables in the
analysis are set to a variable role of input when performing the various unsupervised training techniques.

The following is the data set that is used in the various Enterprise Miner nodes based on unsupervised training
for explaining both the configuration settings and the corresponding results. The SAS data set is based on
major league baseball hitters during the 2004 season. The data set consists of all baseball hitters in the major
leagues that had at least 150 at bats, which resulted in 371 observations of hitters in the major leagues. The
data consisted of twenty variables in the data mining data set with fifteen numeric variables and five
categorical variables. The following table displays the variable names, model role, measurement level, and
variable description of the variables.

Name Model Role Measurement Description
Level

TEAM Input Nominal Major League Team
FNAME Rejected Nominal First Name
LNAME Rejected Nominal Last Name
POSI1 Input Nominal Position
G Input Interval Number of Games Played
OPS Input Interval On-base percentage plus slugging pct.
SLG Input Interval Slugging Percentage

Total Bases Divided by the Number of At Bats
AVG Input Interval Batting Average

Hits Divided by the Number of At Bats
OBP Input Interval On-Base Percentage

(H+ BB + HBP)/ (4B + BB + HBP + SF)
AB Input Interval At Bats
R Input Interval Runs Scored
H Input Interval Hits
H2 Input Interval Doubles
H3 Input Interval Triples
HR Input Interval Home Runs
RBI Input Interval Runs Batted In
BB Input Interval Walks
SO Input Interval Strikeouts
SB Input Interval Stolen Bases
LEAGUE Input Binary American League or National League




This Page Intentionally Left Blank



Chapter 1

Sample Nodes

Chapter Table of Contents

1.1 Input Data Source NOde ..o
1.2 SampPling NOE ..ot
1.3 Data Partition NOGE ....ovcviiiieiriiiirirecoiiie e aiiat ittt iae st e



This Page Intentionally Left Blank
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1.1 Input Data Source Node

General Layout of the Enterprise Miner Input Data Source Node

e Data tab

e Variables tab

e Interval Variables tab
e Class Variables tab

o Notes tab

The purpose of the Input Data Source node in Enterprise Miner is to read the source data set to create the
input data set. The input data set is then passed on to the subsequent nodes for further processing. The Input
Data Source node is typically the first node that is used when you create a process flow to read the source data
set and create the input data set. The node also creates a data mining data set called the metadata sample. The
purpose of the metadata sample is to define each variable attribute for later processing in the process flow. The
metadata sample is created for each variable in the data set by preprocessing the information from the imported
source data set to determine the sample size, model role, type of measurement, formatting assignments, and
summary statistics of the variables in order to perform faster processing in the subsequent Enterprise Miner
SEMMA analysis. The metadata sample will also provide you with faster processing in the subsequent nodes,
such as filtering outliers, replacing missing values, or interactive modeling. The Input Data Source node
performs the following tasks.

e The node will allow you to import various SAS data sets and data marts to create the input data set.
Data marts can be defined using SAS/Warehouse Administrator software by using the Enterprise
Miner Warehouse Add-Ins.

o The node creates a metadata sample for each variable in the input data set.

o The node automatically sets the level of measurement and the model role for each variable in the
input data set. However, the node will allow you to change both the measurement level and the
model role that are automatically assigned to each variable in the input data set.

o The node automatically computes various descriptive statistics that can be viewed within the node
for both interval-valued and categorically-valued variables.

e The node will allow you to define target profiles for each target variable in the data set that can be
used throughout the entire currently opened Enterprise Miner diagram.

e The node will allow you to view the distribution of each variable by displaying a frequency bar chart
of the frequency counts across the range of values placed into separate intervals or separate groups.
The metadata sample is used to create the frequency bar charts.

o The node will allow you to import the source data set from many different file formats to create the
input data set and the associated metadata sample. Conversely, the node will allow you to export the
input data set into many different file formats.

o The node will allow you to refresh the data, assuming that modifications or updates have been
performed to the data to ensure you that the current changes or updates have been processed since
the last project session. This option might be performed if unexpected results occur within the
currently opened process flow diagram.

The node usually assigns all variables in the metadata sample and the associated input data set a model role of
input that is automatically included in the subsequent analysis. For instance, if the number of values of the
variable contains one-third of the sample size, then the variable is assigned the input model role. If more than
90% of the values of the variables in the metadata sample are of the same value, then the variables are assigned
an id model role. Conversely, all variables with one unique value or variables that are formatted dates are
automatically set to a level of measurement of unary with a model role of rejected. Therefore, these rejected
variables are removed from the subsequent analysis. However, the node will allow you to assign different type
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of model roles to the variables in the input data set. For example, you might want to automatically remove
certain variables from the subsequent analysis by assigning a model role of rejected to these same variables,
assigning a model role of target to the variable that you want to predict in the subsequent modeling node,
assigning a model role of id to the variable that will identify the order in which the data set is recorded, or
assigning a mode! role of predicted to the variable that consists of the fitted values that are needed in the
User-Defined modeling node, and so on.

The node will also allow you to change the level of measurement of the variable in the input data set. The
possible level of measurements that can be assigned to the variables in the input data set can either be interval,
unary, binary, nominal, or ordinal. For example, an ordinal-valued variable with more than ten distinct class
levels will be automatically assigned an undesirable measurement level of interval. However, the
measurement level assignments are quite logical. For example, all variables with more than two distinct
categories cannot possibly be assigned a measurement level of binary, and all character-valued variables
cannot possibly be assigned a level of measurement of interval.

The Target Profile

The target profile can only be assigned to the target variable. The purpose of the target profile is designed to
assign both the prior probabilities and profit or losses with fixed costs at each decision and each category or
class level of the target variable. However, prior probabilities can only be assigned to categorically-valued
target variables. The target profile can be assigned to both categorically-valued and interval-valued target
variables, where the interval-valued target variable has been split into separate nonoverlapping intervals. The
advantage of creating the target profile within the Input Data Source node is that the target profile may be
shared throughout the currently opened Enterprise Miner process flow diagram.

In statistical modeling, the best model that is selected depends on the modeling criterion that is used in
evaluating the usefulness of the model. Often the best model that is selected will accurately predict the target
values, although another criterion might be selecting the best model that results in the highest expected profit.
However, both of these criterions may result in entirely different models that are selected. In other words, the
target profile will allow you to specity the appropriate revenue and costs to select the best model that either
maximizes the expected profit or minimizes the expected loss.

Prior Probabilities: The prior probabilities represent the true proportion of the target categories. At times, the
sample proportions of the target categories from the input data set might not represent the true proportions in
the population of interest. Therefore, prior probabilities should always be applied if the sample proportion of
the various target categories from the input data set differs significantly in comparison to the underlying data.
In addition, specifying prior probabilities is very effective for target groups that consist of a small number of
rare events in order to correct for oversampling. Oversampling occurs when the proportion of certain class
levels are overrepresented in the data. The purpose of the prior probabilities is that these same prior
probabilities are applied to adjust the estimated probabilities to conform more to the true proportions of the
underlying data. For instance, an increase or a decrease in the prior probabilities will result in an increase or a
decrease in the estimated probabilities. The estimated probabilities are also called the conditional probabilities
or posterior probabilities. By default, no prior probabilities are applied. Therefore, Enterprise Miner assumes
that the training, validation, and test data sets are actual representations of the underlying data set. Specifying
the prior probability, Enterprise Miner assumes that the corresponding prior probabilities represent the true
proportions of the target levels in the input data set. As a simple assessment to measure the accuracy of the
classification model, the estimated probabilities that are calculated from the model should approximate the
given prior probabilities by the class levels of the target variable. Also, the profit or loss summary statistics are
affected by the accuracy of the specified prior probabilities since the posterior probabilities are adjusted by the
prior probabilities. However, the various goodness-of-fit statistics like the parameter estimates, residuals, error
functions, or MSE are unaffected by the prior probabilities that are specified.

Decision Costs: The various modeling nodes not only make predictions for each observation, but can also
make a decision for each observation based on the maximum expected profit or the minimum expected loss
through the use of the decision matrix. That is, a decision matrix can be specified that represents either profits
or losses in which the final model can be selected by the average profit or average loss. A decision matrix can
only be specified for one and only one target variable in the data set that you want to predict. For a
categorically-valued target variable, the rows of the decision matrix represent the separate categories. For an
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interval-valued target variable, the rows of the decision matrix represent the separate nonoverlapping numeric
intervals. The columns of the decision matrix represent the separate decision levels. At times, the decision
matrix might have any number of decision levels. The main diagonal entries of the protit matrix represent the
expected profit in accurately identifying the separate decision scenarios and the oft-diagonal entries
representing the misclassification costs involved in inaccurately identifying the different decision levels. In
Enterprise Miner, an identity profit matrix is applied with ones along the main diagonal entries and zeros in all
other off-diagonal entries. In other words, the cost of correct classification is equally profitable and the cost of
misclassification is equally costly. To better understand the profit matrix, a profit matrix with nonzero entries
along the main diagonal and zeros in all other off-diagonal entries is essentially no different than specifying the
corresponding prior probabilities to each target category. Similar to the prior probabilities. the decision values
do not affect the parameter estimates, the residual values, error functions, and the various goodness-of-fit
statistics. In addition, as opposed to the prior probabilities, the estimated probabilities, the classification
criteria, and the misclassification rate of the classification model are unaffected by the specitied decision
values.

One of the most critical steps in increasing the classification performance of the model is correctly identifying
the appropriate prior probabilities and decision costs. Therefore, carefully selected prior probabilities or
decision costs will lead to a dramatic increase in the classification performance of the model. On the other
hand, specifying incorrect prior probabilities and decision costs will lead to erroneous results to the entire
classification modeling process. Specifying the correct prior probabilities with accurately specified decision
costs will lead to the correct decision results, assuming that the predictive model accurately predicts the
variability in the target values and precisely fits the underlying distribution of the target variable. However,
vou really do not know the true rature of the underlying data that the predictive model is trying to fit. That is,
even specitying the correct prior probabilities for each target category or the exact decisions will generally
produce incorrect decision results, assuming that the predictive model generates an unsatisfactory fit to the
corresponding data. Again, as it often happens that inappropriate decision results are incorporated, which leads
to incorrect prediction estimates and inappropriate statistical inferences. Therefore, it is suggested to repeatedly
fit the same model any number of times, by fitting the predictive model several times with the same parameter
estimates and specifying different decision values for each separate modeling fit in selecting the final
predictive model with the largest expected profit or the smallest expected loss.

The Metadata Sample

Enterprise Miner uses a metadata data set to make a preliminary assessment of the way in which to use each
variable in the source data set. The default in creating the metadata sample is taking a random sample of 2,000
observations, assuming that the source data set has 2,000 or more observations. Otherwise, the entire source
data set is selected to create the metadata sample. Again, the metadata sample is used to speed up processing
time during the subsequent analysis by automatically assigning a model role, level of measurement, formats
and labels to each variable in the input data set. The metadata procedure is a highly accurate process, but it is
always a good idea to check that the variable attributes are correctly assigned to each variable in the input data
set. For example, an nominal-valued variable with more than ten distinct levels might be assigned as an
undesirable interval-valued variable.

The Model Roles

The following are the possible model roles that can be assigned to the variables within the node:

Model Role Description

Modeling Model Roles

e Target variables Dependent, outcome or response variable to the model

¢ Input variables Independent or predictor variables to the model

» Rejected variables Rejected or omitted variables from the model

e Id variables Record identifier variable like a time, counter or carry-over variables to the

predictive model

o Predict variables Predicted values required for the User-Defined modeling node
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Model Role

Description

o Column variables

Column number variable for the matrix used in sparse matrix specification
and the Text Miner node.

o Cost variables

Decision cost variable that represents the amount of cost that can be assigned
to a decision level of the decision matrix.

¢ Crossid variables

Identifies levels or groups that is used in cross-sectional time series analysis
such as repeated measures modeling in the Time Series node.

o Freq variables

Number of cases or the frequency of occurrence for each observation.

o Group variables

Grouping variable that is used in group processing analysis.

e Row variables

Row number variable for the matrix that is used in sparse matrix
specification and the Text Miner node.

¢ Sequence variables

A variable that identifies the difference in time between successive
observations that is used in sequential association analysis and the
Association node.

¢ Timeid variables

Time identifier variable required for time series analysis that is used in the
Time Series node.

e Trial variables

Contains frequency counts of the binomial target values.

The Measurement Levels

The following are the various measurement levels that can be assigned to the variables based on their own
variable attributes and the range of values:

Measurement Level Description

o Interval Numeric variables that have more than ten distinct levels in the metadata
sample are automatically assigned an interval measurement level.

» Binary Categorical variables with only two distinct class levels are automatically
assigned a binary measurement level.

¢ Nominal Character variables with more than two and less than ten distinct nonmissing
levels are automatically assigned a measurement level of nominal.

¢ Ordinal Numerical variables with more than two but no more than ten distinct levels
in the metadata sample are automatically assigned a level of measurement of
ordinal.

e Unary All variables with one nonmissing level or any variables assigned date
formats in the metadata sample are assigned a measurement level of unary.

The Data tab will automatically appear as you open the Input Data Source node. The Data tab is specifically
designed to read the source data set that will then automatically create the input data set and the associated
metadata sample. Generally, once the following steps are performed in reading the source data set, then the
next step is specifying the appropriate model roles for each variable in the input data set from the Variables

tab.

To read in the source data set i

nto Enterprise Miner, simply perform the following steps as follows:

8 From the Data tab, press the Select... button or select File > Select Data... from the main menu.

8 Select the library reference name from the Library pop-up menu items to browse for the appropriate
temporary or permanent SAS data set to be read into the currently opened SAS Enterprise Miner session.

Press the OK button to ret

Data tab

urn back to the Data tab.

The purpose of the Data tab is designed to let you to select the source data set that will then automatically

create both the input data set a

nd the metadata sample. By default, Enterprise Miner performs a random sample

of 2,000 observations from the source data set to create the metadata sample. However, the tab will allow you
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to change the sample size of the metadata sample by performing a random sample of the source data set of'any
desirable number of observations. Generally, it is assumed that the source data originates from an existing SAS
data set. However, the tab is designed with the added capability of importing the source data through the use of
the SAS Import Wizard that might reside in many other file formats. Alternatively, the input data set can be
exported from the Input Data Source node into many other file formats through the use of the SAS Export
Wizard.

" [T Input Data Source
Data ] Variables ] Interval Variables I Class Variables I Notes l
Source Data: |5ﬁ"PS 10 .HMEQ Select. .. I
Output: EMDATA .V IEW_80C
Description: iSﬁl“lPS 10 .HMEQ
Role: [RAK 1’ Metadata sample:
Rows : 5,960 Size: 2,000 Change. . I
Columns: 13 Name : EMPROJ .SMP_VIFY

The Data tab used to select the source dara set in creating the input data set or the metadata sample
that will automatically assign the various model roles and measurement levels to the variables in the
metadata sample and the input data set.

Option Settings
The following are the various da*a set attributes and options displayed within the Data tab:

e Source Data: The name of the selected source data set. Simply enter the appropriate libret and data set
name to read the source data set within the tab instead of accessing the file through the SAS Data Set
window.

o Output: The Enterprise Miner data set name that is automatically assigned to the input data set that is a

member of the EMDATA directory. However, the name of the SEMMA input data set that is automatically
created cannot be changed.

e Description: The data description label of the incoming source data set that you may be able to change
from the corresponding entry field.

o Role: Set the role to the input data set that determines the way in which the data set is used throughout the
process flow. For example, this option will allow you to perform your own partitioning of the same input
data set by identifying the partitioned data sets assuming that the split-sample procedure is applied in
evaluating the performance of the model. Conversely, the input data set can be scored by selecting the
Score role option and connecting the Input Data Source node to the Seore node that will then add
prediction information to the data set that it is scoring, assuming that one of the modeling nodes is
connected to the Score node. The following are the various roles that can be assigned to the input data set.

RAW: (default) Raw data set.
TRAIN: Training data set that is used to fit the data for modeling.
VALIDATE: Validation data set that is used to assess and fine-tune the model.
TEST: Test data set that is used as an unbiased assessment in measuring the accuracy of the
predictions that is not a part of the modeling fit.

SCORE: Score data set that will allow you to include the prediction information such as the
fitted values or clustering assignments within the selected data set with or without the
existence of the target variable in the data set.

e Rows: Number of rows or records in the input data set.
e Columns: Number of columns or fields in the input data set.
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The Metadata Sample section that is located in the lower right-hand corner of the Data tab will allow you to
select the number of observations for the metadata sample. The metadata sample is the data set that
automatically assigns the model roles and measurement levels to the variables in the input data set that is then
passed along to the subsequent nodes for further analysis within the process flow diagram.

e Size: By default the Input Data Source node creates a metadata sample based on a random sample of
2,000 observations or the entire sample size of the source data set.
o Name: The data set name that is automatically assigned to the SEMMA metadata sample.

Note: Both the input data set listed in the Output display field and the metadata sample listed in the Name
display field will have the same number of records, assuming that there are 2,000 observations or less in the
source data set.

From the Data tab, press the Select... button or select File > Select Data... from the main menu to browse for
the input data set to read with the following SAS Data Set window appearing.

;?NﬂFrogram - = B g [ﬁ By . -lE'SJ % @0

|& Open Program... A
I'_.T.!_.

¥ Import Data... = @

Wy Export Data.. J0RK L

=] Sengd Mail.

Close |

Extt !

P p———]

0K Cancel

The SAS Data Set window to select the SAS source data set and import or export files within the node.

Importing Files

The node will allow you to read the source data through the Import Wizard that may reside in many different
file formats. Simply select File > Import Data from the main menu, which will automatically activate the
Import Wizard. The purpose of the Import Wizard is that it will allow you to automatically create the SAS
data set by converting the external file into the appropriate SAS file format. The Import Wizard will allow
vou to browse the operating system to import the selected file into the currently opened SAS Enterprise Miner
session that will automatically create the input data set.

Exporting SAS Data Sets from the Input Data Source Node

Conversely, select File > Export Data from the main menu options to export the input data set into many
different file formats by accessing the SAS Export Wizard. The purpose of the Export Wizard is that it will
allow you to automatically convert the SAS data set into a wide variety of file formats.
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Creating the Input Data Set

The following are the steps that must be followed in reading the SAS source data set to create the input data set
from the Data tab within the Input Data Source node.

1.

From the Data tab, press the Select... button within the Source Data section or select the File >
Select Data main menu options and the SAS Data Set window will appear.

2. SAS data sets are organized or stored in the various SAS libraries. Therefore, click the drop-down
arrow button in the Library entry field to display the currently available SAS library names that are
currently assigned to the associated SAS libraries or folders within the currently opened Enterprise
Miner project. For example, select the WORK library reference name that represents the SAS work
directory. This will allow you to select any one of the temporary SAS data sets that are created within
the currently opened SAS session. From the Tables listing, select the appropriate temporary SAS data
set to read by double clicking the mouse or highlighting the data set row and pressing the OK button.
The Input Data Source window will then reappear.

= 3 T T A R TR T R e AT N eI T

[l SAS Data Set ' &

3 ; 7 sl i

Libewry i foione | T
Tables: EMPROJ
ASSOCS SAMPSIO
el SASDATAS
LEADPRD SASHELP
TABL ENETA SASUSER
VIEW_NG5 WORK
il S — ] ——

0K |

Cancel |

Selecting the source data set to create the input data set and the associated metadata sample from
within the Input Data Source node by selecting the Library pull-down menu to select the SAS data
library or directory of the source data set. Notice the additional SASDATAS data library that is
created in the subsequent steps.

Selecting the SAS Library Reference
o To select a temporary SAS data set, you must first create the SAS source data set within the same SAS
session in which you have currently opened the Enterprise Miner session.

e To select a permanent SAS data set, you must first create a library reference name by selecting the
Options > Project > Properties main menu options, then selecting the Initialization tab. From the tab,

select the Edit button corresponding to the Run start-up code when project opened option that will open

the following Edit start-up code window to enter the LIBNAME statement that will create a library
reference name to the directory where the permanent SAS data set is stored in the system folder.

S Edit start-up code
L IBNAME SASDATAS "C:\My Project”;

o

R

o

Aila . m

-

The Edit start-up code window to create the library reference to the system folder.

An alternative technique in creating a data library is to select the New Library toolbar icon within the SAS
Program Editor. The New Library window will appear for you to specify the libret name within the Name
entry field. Select the Enable at startup check box in order for the library name to be connected to the
specified folder each time the SAS session is opened. This will result in Enterprise Miner recognizing the
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corresponding name of the directory where the permanent data set is located that will be displayed from the
previously displayed Library pull-down items. Finally, select the Browse... button to search your operating
system for the appropriate folder to assign to the specified library reference name. After selecting the
appropriate SAS data set, then click the OK button. This will result in the creation of the input data set and the
corresponding metadata sample with the Input Data Source window appearing.

Library
Name: [SASDATAS Engine Default .:] ¥ Enable at startup

Library Information

Path: [C\My Project Browse l

Options |

oK | Cancel | Heip |

The New Library window to set the library reference name to the corresponding directory.
From the metadata sample, every variable in the data set will be usually be assigned a model role of input,
with the exception of unary-valued variables and variables that are assigned date formats. Unary-valued
variables and formatted date fields are assigned the model role of rejected and are, therefore, removed from
the analysis. However, these same rejected variables are retained in the input data set. The Input Data Source
window will allow you to begin assigning model roles to the variables in the analysis within the Variables tab
that will be illustrated shortly. From the Variables tab, it is not a bad idea to make sure that the appropriate
levels of measurement have been correctly assigned to the variables in the input data set, even though the
metadata process in the variable assignments is extremely accurate.

Changing the Sample Size of the Metadata Sample

The metadata sample will be automatically created once the source data set is read into Enterprise Miner. By
default, Enterprise Miner performs a random sample of 2,000 observations from the source data set. From the
Input Data Source tab, the Metadata Sample section will allow you to change the number of observations of
the metadata sample. In other words, the section will allow you to sample the entire data set or a subset of the
selected source data set. Press the Change button or select the Edit > Sample Size... main menu options and
the following Set Sample Size window will appear.

o Select the Use complete data as sample check box to ensure you that the metadata sample contains all of
the observations from the source data set. From the Sample Size entry field, a sample size can be entered,
which determines the number of records to randomly sample from the source data set in creating the

metadata sample.
R T A T T R Ca [ S T e T e S T e
&3 Set Sample Size | ==

[ Use complete data as sample

Sample Size: | 2,000

0K | Cancel I

The Set Sample Size window used to specify the sample size of the metadata sample.
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Refreshing the Sample

The node will allow you to refresh the metadata sample to ensure that the current changes or updates have been
processed since the last project session. Select Edit > Refresh Sample from the main menu options to refresh
the metadata sample in order to update the corresponding changes that have been made to the input data set. It
is generally recommended to refresh the metadata sample if you have performed updates to the input data set
such as redefining the data library of the source data set, adding or removing observations or variables,
redefining variables or prior probabilities of the data, updating the decision values in the profit matrix from the
target profile, and so on. It is recommended to select this option if you have noticed some unexpected results
from the process flow diagram or if all else fails during the construction or execution of the process tflow
diagram. To refresh the metadata sample, simply select this option then close the Input Data Source node to
save the current changes and rerun the entire process flow diagram once more.

File | Edit | Window

o Sampte Size... - |') -
[gy  Refresh Sample : -. ¥ R PR T e > =
[E=% o
( ables | Interval Variables | Class Variables | Motes |
Source Data: |SAMPSI0.HMEQ " Balsct...|
Dutput: EMDATA .V IEM_BOC
Description: [SAMPSID.HMEQ
Role: [AAK !l Metadata sample:
Rows : 5,960 Size: 2,000 [:hangei
Coluans: 13 Name:  EMPROJ.SHP_VIFY

Selecting the menu option to refresh the metadata sample of the current Enterprise Miner diagram.

Browsing the Input Data Set

Select the File > Details main menu options to browse the file administration information or the header
information, such as the creation date and the number of variables and records of the input data set, or simply
view the table listing of the input data set that is illustrated in the following diagram.

| T3 Dota set details
| Information Table View |

¥ Variable labels

| 84D LOAN | MORTDL
1100 2
1300 7

VALUE |REASON| JOB | YOI | DEROG | DELING
35025 Homelmp Ciher 105 o

1500 13500
1500

1700

]

Sales 16

18
(Office 1
Homelmp Other i
Mgr 25
Homelmp Cithes B

Select the File > Details main menu options with a table view of the home equity loan data set.

Variables tab

The primary purpose of the Variables tab is to assign the appropriate model roles to the variables and define
the target profile of the target variable in the analysis. In addition, the tab will allow you to reassign a new
model role or level of measurement to the selected variable, view the frequency distribution of each variable
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from the metadata sample, and create, browse, or edit a target profile of the selected target variable. The tab
displays a table view of the various properties of the listed variables, such as the model roles, level of
measurements, formats, and variable labels that are assigned from the metadata sample. Both the Name and the
Type columns are grayed-out and cannot be changed. In the following tabs that are displayed throughout the
book, all columns or cells with white backgrounds will indicate that their attributes may be changed, and all

gray columns or cells will indicate that their attributes cannot be changed.

[ input Dota Source o
Data Variables Interval Variables | Class Variables | Notes |
Nane Model Role | Measurement | Type | Format | Informat | Variable Label
iba nun BEST12.
LOAN input Input al nun BESTI2. 12.
MORTDUE input target ol nuR BESTI2. 12,
VALUE input rejected al num BESTI2. 12. |
REASON input id char §7. $7.
JoB input group 1 char §7. $7.
YoJ input ol al nun BESTI2. 12.
DEROG input fory al nun BESTI2. 12,
DEL ING input al numn BESTI2. 12.
CLAGE input | @ Bl num  BESTIZ. 12, ‘
NING input |  predict al num  BESTIZ. 12,
CLND input sequence al num BESTI2. 12.
DEBT INC input crossid al num  BESTI2. 12,
timeid
row rj |
‘i column | 2] ‘

The Variables tab used in setting the target model role to the variable in the classification model.

The following are the various columns that are displayed from the Variables tab that lists the attributes of each

variable in the data set:

¢ Name: Variable name assigned to the listed variable.

o Maodel Role: Model role assigned to the listed variable.

e Measurement: Level of measurement assigned to the listed variable.

e Type: Type of measurement assigned to the listed variable, for example, character or numeric.
e Format: SAS format assigned to the listed variable.

o Informat: SAS informat assigned to the listed variable.

e Variable Label: Description label assigned to the listed variable.

F 1 input Data Source =5 ")

Data Var iables | Interval Veriables | Class Variables | Notes |

[ Nane Variable Label | ‘

hinary BEST12.

LOAN input | SetModel Role BESTI2Z. 12, :
MORTDUE input Sort by Model Role BESTI2. 12.

VALLE input Subset by Model Role BEBT12. 12. ‘
REASON input Find Model Role S7. 7.
| J08 input View Distribution of BAD 57. s7.
Yod input BESTI2. 12.
: DEROG input | Edittarget profile. BESTI2.  12.
DEL INQ input ~ interval num BESTI2. 12.
CLAGE input interval num BEST12. 2.
HING input interval num BESTI2, 12.
CLNO input interval num BESTI2. 12.

DEBTINC input interval num BEST12. 12. |

]|

e = Al

Selecting the pop-up menu items to set the level of measurement, view the frequency bar chart, or access

the target profile of the selected target variable.
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Assigning the Model Roles

One of the most important purposes of the Variables tab is assigning the appropriate model roles to the
variables in the input data set. Simply select the appropriate variables to assign the corresponding model roles,
then scroll over to the Mode! Role column and right-click the mouse to select from the variety of model roles.
For example, in unsupervised training, all variables that are a part of the analysis are assigned a modei role of
input. In predictive modeling or supervised training, all predictor variables are assigned a model role of input
and the variable that you want to predict is assigned a model role of target. Conversely, all variables that are
removed from the subsequent analysis are assigned a model role of rejected.

Note: If vou want to simultaneously assign several variables with the same model role, for example, input.
simply select any number of noncontiguous rows by left-clicking the mouse and holding down the Ctrl key at
the same time to highlight any number of input variables or rows, then release the Ctrl key. To highlight a
block of variable rows or contiguous variable rows to the data set, simply hold down the Shift key and select
the block of rows. For example, select the first row and last row of the block by left-clicking the mouse, then
release the Shift key.

Assigning the Measurement Levels

There might be times that you might want to assign different levels of measurement to the variables in the
input data set. For instance, a categorically-valued variable with more than ten separate categories might be
assigned an undesirable interval level of measurement. To change the level of measurement of the variable,
select or highlight the variable row, then scroll over to the Measurement column and right-click the mouse to
select the Set Measurement pop-up menu item that is illustrated in the previous diagram. At times, several
variables may be assigned the same level of measurement by selecting any number of variable rows, then
assigning the appropriate level of measurement.

Viewing the Frequency Distribution of the Variable

From the Variables tab, you may view the distribution of each variable one at a time. It is important to
understand that the various descriptive statistics and the range of values that are displayed in the resulting
frequency plot are based on the metadata sample that will provide you with a short summary of the data.
Simply highlight the row by left-clicking the mouse to select the variable row, then right-click the mouse to
select the View Distribution of <variable name> option from the pop-up menu items and the Variable
Histogram window will appear that will display a histogram of the frequency distribution of the selected
variable from the metadata sample that is used to create the histogram.

Viewing the distribution of each variable in the data set is usually a preliminary step in statistical modeling,
principal component modeling, decision tree modeling, cluster analysis, and overall data mining. This is
because it is very important that the variables in the analysis be normally distributed and share the same range
of values. In other words, many of the nodes and the corresponding analysis apply the sum-of-squares distance
function, in which the interval-valued input variables that have a wide range of values will tend to dominate the
final results. If the selected variable displays a highly skewed distribution, then a transformation might be
required, such as the standardizing the interval-valued input variables or applying the log transformation.
which will usually lead to better results. This is because these small number of outlving data points may have a
profound effect to the analysis. For instance, these same outlying data points could possibly shitt the prediction
line away from the majority of the data points being fitted, create a lop-sided tree design or create its own
mteractive or cluster groupings. This will then lead to biased estimates and misleading results of the analysis.
An alternative to nonnormality in the data is applying the various nonparametric techniques in which the
analysis is based on the ranks of the observations. In classification modeling, viewing the separate class levels
of the categorically-valued target variable is important since the classification model will have the propensity
to predict the class level of the most frequent class level. From the Replacement node, specitying the various
replacement values of the listed variable in the analysis, it is important that the variable follow a normal
distribution when applying the various traditional statistical estimates such as the mean. This is because that
many of the traditional statistical estimators can be inefficient due to the existence of outliers in the data.
Conversely. when replacing values with the various robust estimates, such as the M-estimators, it is best that
the variable follows a symmetric distribution such as a bimodal, trimodal, or other symmetric distributions in
generating the most reliable estimates.
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The following histogram displays a wide range of values in the ratio between debt and income due to a few
outlying data points at the upper end of the chart, therefore, a transformation might be required.
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The Variable Histogram window displays a frequency bar chart of the interval-valued variable.
Interval Variables tab

The Interval Variables tab will display the descriptive statistics of all the interval-valued variables in the input
data set. The tab will display various descriptive statistics such as the minimum, maximum, mean, standard
deviation, percentage of missing values, skewness, and kurtosis of all interval-valued variables from the
metadata sample. These statistics will allow you to view the range of values, the overall average value and the
overall variability from its own mean, the amount of missing cases, skewness, and peakness of the listed
variables. The skewness measures the amount of symmetry in the distribution. The kurtosis measures the
amount of flatness or peakness in the distribution. In SAS, a skewness of zero and a kurtosis of one will
indicate a perfectly normal distribution for the listed variable.

Data | variables Interval Variables | Class Variables | Notes ] ¢
Nane [ Min | Max | Mean | StdDev. | Missing X | S | Kurtosis +|
LOAN 1100 89200 18604 11242 0% 2.0941 7.3916
HORTDUE 2063 399412 74566 45201 (i3 2.0341 8.159
VALUE 8800 855909 1037683 60783 2 3.5362 28.747
Y0J 0 36  9.0125 7.5968 % 0.9486 0.1678
DEROG 0 10 0.2468 0.8354 1% 5.612 42.535
DEL INQ 0 11 0.5116 1.1862 9% 3.5159 16.422
CLAGE 0 649.75  179.71 83.363 5% 0.9174 2.2131
NINQ 0 12 1.1198 1.6754 % 2.5576 8.8353
CLND 0 71 21.206 9.9067 4% 0.7927 1.4052
DEBTINC 0.7203 143.95  33.672 8.429 21% 1.3837 21.872 -
] | o

The Interval Variables tab displays the descriptive statistics of the inférvaf-valued variables.

Class Variables tab

The Class Variables tab will display the number of levels, percentage of missing values, and the ordering level
of all the categorical variables from the metadata sample.

The following tab is important in controlling the level of interest to the categorically-valued target variable to
tit in the classification model in estimating the probability of the target event rather than the target nonevent,
setting the target event in interpreting the lift values to the performance charts, setting the reference levels to
the categorically-valued input variables that plays the role of the intercept term in the logistic regression model,
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setting the target event in interpreting the development of the tree branching process in the decision tree model,
setting the target event to the classification model in the two-stage modeling design, or setting the appropriate
target event in interactive grouping.

In Enterprise Miner, the target event is automatically assigned to the last ordered level of the categorically-
valued target variable in the classification model. In addition, the intercept term is automatically assigned to
the last ordered level of the categorically-valued input variable in the logistic regression model. In the
performance charts, in order to make the charts easier to interpret, it is important to make sure that the
classification model is fitting the probability of the target event rather than the target nonevent at each decile
estimate of the binary-valued target variable. In two-stage modeling, it is important to know the target event
that the classification model is fitting where the variable that represents the estimated probabilities of the target
event is one of the input variables to the subsequent prediction model. For nominal-valued target variables, the
last ordered class level is the input variable that is inserted into the second-stage model. In interactive
grouping, it is important to know the target event of the binary-valued target variable in interpreting the
response rate between the two separate class levels of the target variable. For binary-valued target variables, its
best to sort its values in descending order to easily interpret the modeling results.

From the Order column, you may set the class level of the target variable to predict or the reference level of
the categorical input variable to the logistic regression model. By default, all the categorically-valued input
variables are sorted in ascending order and the categorically-valued target variable is sorted in descending
order. Scroll over to the Order column, right-click the mouse and select the Set Order pull-down menu option
to set the ascending or descending ordering level to the selected categorical variable.

Data | Variables | Interval Variables Class Variables ] Notes |
Nane | Values | MissingX |  Order | Depends On s
BAD 2 0% Descending
REASON 2 5% fscending
b 5% fscending
Set Order
Sort by Order
Subset by Order
Find Order
View Distnbution of JOB

( | f

The Class Variables tab displays the descriptive statistics of the categorically-valued variables.

Notes tab

The Notes tab is a notepad to enter notes or record any other information to the Enterprise Miner Input Data
Source node.

Data | variables | Interval Variables | Class Variables Notes

The Notes tab to enter notes or record information within the Input Data Source node.
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Editing the Target Profile

The following example is based on the home equity loan data set that estimates the probability of clients
defaulting on their home loan.
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Data Variables ], Interval Variables ] Class Variables | Notes ]

Name | Hodel Role | Heasurement | Informat | Variable Label
target e

LOAN input | ¢tModel Role STIZ. | 12,

MORTDUE input Sort by Model Role sTi2, 12,

VALUE input Subset by Model Role sT12. 12,

REASON input Find Model Role 7 $7.

JoB input View Distribution of BAD . 87.

YoJ input 8T12. 12,

DEROG input Edit target profile... ST12. 12.

DEL INGQ input interval num  BESTI2, 12,

CLAGE input interval num BESTI2. 12.

NING input interval num BESTI12 12.

CLND input interval num  BESTI2. 12.

DEBTINC input interval num  BEST12. 12. v

. . rl
|

The Input Data Source window to either edif, browse, or delete the target profile of the target variable.

To edit the target profile from the Variables tab, highlight the row of the target variable with a model role of
target, then scroll over to the Model Role column and right-click the mouse to select the Edit target profile...
pop-up menu option. The Target Profiles window will appear. Alternatively, select the Browse Target
Profile... option to browse the currently created target profile or select the Clear Target Profile option to
delete the existing target profile.

The target profile can only be applied to categorically-valued target variables or interval-valued target
variables that are split into separate nonoverlapping intervals. Again, the target profile can be assigned to one
target variable in the input data set. The target profile will allow you to specify both the prior probabilities to
each level of the categorically-valued target and the assessment costs of either the amount of profit, loss or
revenue in order to incorporate business modeling decision objectives into the predictive modeling design in
selecting the final model.

One of the purposes of the target profile is assigning prior probabilities to each class level of the categorically-
valued target variable. Prior probabilities can only be assigned to the categorically-valued target variable. From
the Priors tab, the various choices in assigning the prior probabilities are either Prior Probabilities, Equal
Probabilities or None. None is the default. In other words, the prior probabilities are not applied.

The target profile is also designed to specify the profits, profit with costs, or losses at the various decision
levels of the target variable from the Assessment Information tab. In the numerous modeling nodes, the final
model is selected based on the smallest average error from the validation data set, assuming that you have the
luxury of an enormous amount of data to perform the split sample procedure. But by creating a decision matrix
and specifying the assessment objective with the corresponding assessment costs, one of the criterions in
selecting the final model can then be determined by either maximizing the expected profit or minimizing the
expected loss from the validation data set. The drawback in evaluating the model based on both criterions is
that they can both lead to selecting entirely different models.

The rarget profile can ether be edited or browsed from the corresponding Input Data Source node, Data Set
Attributes node, Assessment node, and the various modeling nodes. Alternatively, you can define a target
profile for a specific data set from the project level. The advantage is that the active profile created from the
project level can be accessed from the currently opened Enterprise Miner project. From the project level, you
may also specify defaults to the target profile that can be used throughout the currently opened Enterprise
Miner project. That is, specifying default settings such as the assessment objective to the decision matrix,
defining the prior probabilities, and setting the upper and lower bound to the profit function for the interval-
valued target variable that is split into separate nonoverlapping intervals. From the Diagram Workspace, you
can define the active target profile from the project level within the process flow diagram by selecting the
Options > Project > Data Profiles main menu options.
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Profiles tab

The Profiles tab is designed to manage the various target profiles that have been created within the Input Data
Source node. From the tab, you may either create a target profile, set the active target profile to be shared
throughout the currently opened Enterprise Miner project, browse, rename, copy, and delete the selected target
profile.
% SAS
File | Edit| Window

| Create New Profile
e Copy T e = — SR
o =E
P:

tsment Information | Prior | Notes |
Copy to Clipboard

Profile Description | Data Set | Data Type | Number of H_uw_s I.IJa.ta“éet ﬁnd ed Da
My Target Profile HORK . HHEQ J 19 WORK .HMEQ
My Target Profile |1  WORK.HMEQ 5960 O1JUN2007:21:32:19 MORK .HMEQ

1 | .'JJ

The Profiles tab displays the list of available target profiles of the currently opened project.

The Profiles tab will allow you tc create a target profile for the currently selected data set within the Input
Data Source node. However, the advantage in creating a target profile within the node is that it can be shared
throughout the currently opened Enterprise Miner project. By creating the target profile within the Input Data
Source node, the input data set is used to create the target profile. However, creating a target profile within any
one of the modeling nodes means that the target profile cannot be modified outside of the currently opened
Enterprise Miner diagram.

In addition to creating a new target profile, you may perform the following options by simply highlighting any
one of the currently listed target profiles that have been created:

o To create a new target profile, select the Edit > Create New Profile main menu options that will be added
to the list of existing target profiles.

o To activate the selected target profile, right-click the mouse and select the Set to use pop-up menu item.
An asterisk will then be displayed in the Use column to indicate that it is the active target profile.

o To rename the description of the selected target profile, select the Profile Description column and enter a
short description of the target profile.

o To copy the selected target profile, simply select Edit > Copy from the main menu items.

o To delete the selected target profile, simply select Edit > Delete from the main menu items.

You may also select any one of the listed target profiles in order to browse the various profile tabs and the
corresponding target profile information.

Target tab

For a binary-valued target variable, the most important item displayed from this tab is the Event display field.
It is extremely important to make sure that the value assigned to the event level is correct. This is because it is
important that the classification model and lift values are correctly modeling the probability of the target event
rather than modeling the target nonevent. Otherwise, it might be quite confusing in interpreting the
classification results. The Target tab displays the attributes of the target variable such as the variable name,
Jabel, format, and level of measurement of the target variable. The Levels section displays the ordering level of

either ascending or descending order, the number of categorical levels, and the value assigned to the target
event of interest.



18 Chapter I Sample Nodes

F;uflles Target fissessment Information ] Prior ] Notes ]

Name : BAD
Label:
Format : BESTI12.

Measurement: binary

Levels:
Order: Descending Event: 1

Number: 2 Levels... I

The Target tab displays the target variable attributes and view the frequency counts. .

From the Levels section, press the Levels... button from Target Profiles window and the following Levels
window will appear that will display the frequency counts at each class level of the categorically-valued target
variable.

Level Frequency _‘_]

The Levels window displays the frequency counts of each level of the categorically-valued target variable.

Assessment Information tab

The Assessment Information tab is designed to display or edit the default profit vector, loss vector, profit
matrix and the loss matrix. The default decision matrices that are displayed from the list of decision matrices
cannot be modified. That is, the decision values cannot be modified. Furthermore, you cannot add or delete the
decision levels or change the assessment objective to the default decision matrix. Therefore, these same
decision matrices are grayed-out. The purpose of the decision matrix is to assign a numerical value or a
decision value to each decision level and each class level of the categorically-valued target variable or each
separate interval of the stratified interval-valued target variable. In other words, the profit matrix is a table of
the expected revenue and the associated fixed costs accrued for each decision level at each class level of the
target variable.

There exist three basic decision matrices: a profit matrix, revenue matrix (profit with costs) or a loss matrix.
The decision matrices are designed so that the column represents each decision and the rows represent the
actual target levels. The default is the default profit matrix. The default profit matrix is a squared matrix that
consists of ones along the main diagonal and zeros elsewhere, with the average profit and the correct
classification rate sharing the same value. The profit matrix represents the profit amounts; the model that best
maximizes the predicted profit is selected. The default profit matrix is set to an identity matrix. Therefore, the
profit matrix assigns a profit of one for a correct classification and a profit of zero for misclassifying the target
response. Conversely, to calculate the misclassification rate, then you must specify the default loss matrix. The
default loss matrix will consist of ones in the off-diagonal entries and zeros in the main diagonal entries of the
matrix, where the average loss equals the misclassification rate. The loss matrix represents the losses; the
model that best minimizes misclassification rate or predicted loss is selected. The loss matrix assigns a loss of
one for incorrect classification and a loss of zero for correct classification.
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The profit matrix might also reflect a net revenue assuming that there is a fixed cost incurred in the analysis
since the amount of cost cannot be specified in the profit or loss matrix. However, by simply subtracting the
fixed costs from the net revenue is one way of specifying the profits (revenue minus costs) of each decision in
the protit matrix. The constant costs or fixed costs are strictly assigned to each decision. Therefore, the profit
would then be redefined as the difference between net revenue and fixed cost for each target level. That is, the
fixed costs are used in computing return on investments, which is defined as the ditference between the
revenue and cost divided by the fixed cost.

Target Profile Options

The tab will allow you to add a new decision matrix, delete or copy an existing decision matrix that has been
created, or set the selected decision matrix as the active profile of the currently opened diagram. Simply
highlight the desired decision matrix that is listed to the left of the tab, then right-click the mouse. which will
allow you to select from the following menu options:

o Add: Adds the selected decision matrix to the bottom of the list of existing decision matrices.

o Delete: Deletes the selected decision matrix from the list with the exception of the default decision
matrices or the active protile from the existing list of decision matrices.

o Copy: Copies the selected decision matrix that will be added to the bottom of the list of the existing
decision matrices that are displayed in the list box.

o Set to use: Sets the selected decision matrix as the active target profile to the process flow. An asterisk will
appear to the left of the listed entry, indicating that the decision matrix is the active profile of the current
diagram. Once the added decision matrix is set as the active profile matrix, it cannot be deleted until a
separate active profile is specified. In addition, only one target profile can be active in order for the
subsequent nodes within the process flow to read the corresponding information from the active target
profile.

Profiles ] Target fissessment Information l Prior | Notes |

*Profit vector Name: Default profit

Loss vector
Default prafit [ ) pyp | 1 | 0 |
Default loss | Set to use 1 1 (1]

Add 0 0 1
Copy

4 o

Edit Decisions...]

The Targets Profiles window used to view the decision matrix and add, delete or copy the decision matrix.
Creating the Decision Matrix

Since the predefined decision matrices cannot be changed, we must first begin by selecting from the list of
existing detfault matrices in Enterprise Miner to create our own custom-designed decision matrix. For example,
let us add an entirely different profit matrix. Simply highlight the default profit matrix, that is, the matrix called
Default profit, then right-click the mouse to select the Add pop-up menu item. A new decision matrix will be
appended to the bottom of the list of existing decision matrices. Select the listed entry with the corresponding
decision matrix appearing within the window. The next step is assigning a name to the decision matrix.
Therefore, from the Name entry field, enter a name for our custom-designed decision matrix. From the Name
entry field, simply enter “My Decision Matrix™ into the field. The next step is assigning this added matrix as
the active profile of the process flow as follows:
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Setting the Active Profile

To set the current decision matrix as the active profile, highlight the added decision matrix called My Decision
Matrix, then right-click the mouse and select the Set to use option. This will set the corresponding decision
matrix as the default decision matrix in computing either the posterior probabilities, maximum expected
profits, or minimum expected losses for the predictive modeling design. Again, only one target profile can be
active in order for the subsequent modeling nodes or the Assessment node to read the corresponding
information from the active target profile.

Decision Values Other than the Profit and Revenue Amounts

If the decision matrix consists of revenue and costs, then the fixed costs for each target level may be specified,
where the profit is defined as the difference between revenue and cost for each decision level. Keep in mind
that the values that are specified in the decision matrix can, at times, have nothing to do with profits, losses, or
revenue, but instead may represent weights or numerical values that are assigned when correctly and
incorrectly classifying the target class levels. Likewise, fixed costs may be specified for the target class levels
that have other practical interpretations than costs. However, the return on investments might have absolutely
no meaning.

Setting the Assessment Objective

The next step is to set the assessment objective to the target profile. The assessment objectives can either be
maximizing profits, maximizing revenue and costs, or minimizing losses. The window will allow you to set the
assessment objective to the decision matrix of either profits, revenues or losses to each decision. To set the
assessment objective to the target profile, simply select the Edit Decisions... button and the Editing Decisions
and Utilities window will appear. The Editing Decisions and Utilities window will allow you to enter the
assessment objective, and the various fixed costs for each decision level or even add additional decision levels
to the active decision matrix. The various assessment objectives to select from are either Maximize profit,
Maximize profit with costs, or Minimize loss. By default, the Maximize profit assessment objective option
is automatically selected since we have specified a default profit matrix as the active target profile, that is, the
assessment objective of maximizing profit with no incurred fixed costs for each decision. Conversely, the
Minimize loss assessment objective option will be automatically selected if the default loss matrix is set as the
active profile. Therefore, select the Maximize profit with costs option in order to maximize profit based on
the associated fixed costs, since we will be entering the separate costs for each decision. The Maximize profit
with costs option is the only available option that will allow you to assign a cost variable or a constant cost in
defining revenue amounts for each decision of the profit matrix.

Adding Additional Decision Levels

For a binary-valued target variable, it is important to understand that we are not limited to the default 2x2
matrix of two rows for the two class levels and two columns for the two separate decision levels. In other
words, we are not restricted to the two separate decision levels. Enterprise Miner will allow you to specify any
number of decision levels. Therefore, from the decision matrix, select the Edit Decisions... button to specify
both the assessment objective and the corresponding cost for each decision level with the added capability of
including any number of decision levels in the decision matrix. The Editing Decisions and Utilities window
will then appear. By default, the constant cost vector contains two separate rows or decision levels obtained by
fitting the binary-valued target variable. In other words, the default is a squared decision matrix with a separate
decision level for each class level of the categorically-valued target variable. Again, it is unlimited to the
number of decision levels of the decision matrix. With the exception of decision tree modeling in fitting an
ordinal target variable in the Tree node, there is no requirement that the number of decision levels must be the
same as the number of target levels of the decision matrix.

To add an entirely new decision level, simply select the Decision column, right-click the mouse and select Add
Decision from the pop-up menu items, which will result in a new decision level or row that will be added to
the list of existing decisions. To rename the decision level from the decision matrix, simply select the Decision
column and enter the appropriate decision labels into each one of the decision column entries, that is, overseas,
domestic. and over-the-counter. You may alse delete any of the decision levels by simply selecting any one of
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the rows, right-clicking the mouse and selecting Delete Decision from the pop-up menu items. To clear the
entire table of the various listed cost constant decisions, simply select the Clear table pop-up menu item.

Setting the Constant Costs

For example, suppose we want to maximize profit from the associated fixed costs. Constant costs may only be
specified if the decision matrix consist of strictly revenue amounts as opposed to profit or loss amounts. This is
because revenue is the difference between net revenue and costs. A constant value or a data set variable can be
entered for each decision in the matrix. The default is a constant cost of $0 for each decision level. The first
row of the cost variable or constant cost represents the fixed cost endured or the production cost at the decision
level 1. The second row represents the fixed cost endured at the decision level 2, and so on.

Let us set a fixed cost of $10 with a purchase order made overseas at the decision level of 1. Therefore. scroll
over to the COST column and left-click the mouse to select the first row and enter the value 10 into the cell.
Let us assume there exists a cost of $5 for a domestic purchase order at decision level 2. Therefore, scroll over
to the COST column and select the second row by left-clicking the mouse and enter the value 3 into the cell.
assume that there is no cost at all for an over-the-counter purchase in the last decision level. This is illustrated
in the following diagram.

From the table, you may either enter a specified amount for each cost or a cost model role variable in assigning
a value to the selected decision level. If you want to enter the fixed cost to the decision level make sure that the
option constant cost is assigned to the Cost Variable cell that is the default. If the Cost Variable column is
left blank, then right-click the mouse in the Cost Variable cell and select the Set Cost Variable pop-up menu
item. The first option from the pop-up menu items will display every variable in the input data set that has been
previously assigned a Cost model role to assign to the corresponding decision level. That is. the values from
the cost model role variable in the input data set may represent the amount of cost for the decision level. The
purpose of the cost variable is that the assessment costs might be quite different for each record in the data set.
Therefore. the cost variable will represent the separate costs incurred for each record in the data set. The
second option is to select the constant cost option to enter an appropriate cost for the decision level. Select the
constant cost option and enter the appropriate costs located in the adjacent Cost column cell. The last option
to select from the pop-up menu items is to clear the selected Cost Variable cell. If there are no fixed costs
assigned to each decision level, then the decision matrix defaults to a profit matrix.

155} Editing Decisions and Ubikties: Profit matsl | R T e

Decisions and Utilities ]

T Maximize profit
f- Maximize profit with costs
T Rinimize loss

i Decision |  Cost Variable I [Fi ] Py |
Overseas constant cost 10
Domestic constant cost 5
Over-the-Counter constant cost 0

Set Cost Variable
Sort by Cost Variable

Subset by Cost Variable | =
_.J Find Cost Vanable § _J_‘
-

Specifying the assessment objective and the corresponding costs for each decision level.

To save the changes of the assessment objective and the corresponding costs tor each decision level, select the
upper right-hand button or select the File > Close main menu options to close the Editing and Decisions and
Utilities window. A dialog box will then appear to confirm that you want to save the corresponding changes
with the dialog message of “Do you want to Save Decision and Utilitics Changes?™ Select Yes to save all the
changes that have been made. The Editing Decisions and Utilities window will close and return you back to
the Target Profiles window. The decision matrix will be updated to retlect the corresponding selections that
were performed in the Editing and Decisions and Utilities window.

The next step is specifving the various revenue amounts since we have added the additional decision level with
the various associated fixed costs of production. From the Target Profiles window. we can enter the amount of’
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revenue in production. From the Target Profiles window, we can enter the amount of revenue in production to
the first row. Let us say that the net revenue of the widget is $90 with an overseas purchase at the first decision
level. Therefore, select the first row and first column and enter 90 in the cell. Let us assume that there is a net
revenue of the widget of $50 based on a domestic purchase at the second decision level and a net revenue of
$10 with a over-the-counter purchase in the last over-the-counter decision level. If the decision values are a
part of the input data set, then you might want to calculate the average net revenue or median net revenue or
profit for each decision level by selecting the best decision values for the predictive model.

e M

3 TargetProfiles for 88D

Profiles | Target Assessment Information l Prior | Notes ]

Name : !ﬂy Profit matrix

Profit vector

Loss vector

Default profit |
1

Domestic | Duer-the-Caunfé;fq‘i
50 10
0 0

o

| LEVEL | Overseas
1 90
0

Edit Decisions..ij

The Target Profiles window used to enter decision values for each categorically-valued target level.
Saving the Changes to the Decision Entries and Prior Probabilities

To save the changes that have been made to the decision matrix, select the upper right-hand button to close the
Target Profiles window or select the File > Close main menu options and a dialog box will then appear to
confirm that you are saving the corresponding changes.

Diagonal Decision Matrix in Adjusting the Estimated Probabilities

A diagonal decision matrix can be used as an alternative to the prior probabilities in adjusting the estimated
probabilities. In classification modeling, if it is important to correctly classify the target levels, then simply
enter the numerical values along the main diagonal of the profit matrix. As a hypothetical example, let us
assume that it is 9 times more important to correctly classify the target event level of 1. Therefore, specify the
profit matrix and enter 9 to correctly classify the target level at 1 and a profit of one to correctly classify the
target nonevent level of 0 with all other decision entries of zero. This is similar to specifying a prior probability
of .9 for the target event and .1 for the target nonevent.

ey R

53 Target Profies for
Profiles ] Target

ST AR T S e e S

fissessment Information I Prior ] Notes ]

Profit vector
Loss vector
Default profit
Default loss

m

*Decision of Rare

Mame: [Decision of Rare Events

LEVEL | 1 |
1 9
0 1

Edit Decisiuns...l

The Profit Matrix used to specify the decision values for the categorically-valued target levels.
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Prior tab

The purpose of the Prior tab is to specify the frequency percentages of each class level of the target variable
called prior probabilities. By default. prior probabilities are not applied to the modeling design. The prior
probabilities represent the expected probability distribution of the true population, In classification modeling, it
is not only important to be concerned about the accuracy of the model, but it is also extremely important that
the sample that the current model is fitting is an accurate representation of the population. Prior probability
should always be specified if the sample proportions from the input data set differ significantly in comparison
to the original data set. For example, prior probabilities are highly recommended and very effective when the
target variable consists of very rare events or extremely infrequent categories, for example, credit card fraud,
defaulting on a loan, purchasing rare items, and so on. It is important that the predicted probabilities be
adjusted accordingly by the prior probabilities in achieving predicted values that accurately reflect the true
distribution that the model is trying to fit. Usually, the input data set is biased with respect to the original
population, since oversampling will often occur within the target categories of rare events. Therefore, prior
probabilities are applied to adjust the probability values of each target level back to the probabilities in the
underlying data. This will lead to a significant increase in the modeling performance of the classification model
assuming that the correct prior probabilities have been specified. The prior probabilities are usually selected by
prior knowledge, previous studies, or general intuition.

The prior probability adjusts the corresponding posterior probability at each class level of the target variable as
follows:

Adjusted p; :‘% for some prior probability 7, and posterior probability p; at the /™ target class level.

i

The three options that are available in specifying the prior probabilities within the Prior tab are Equal
probability, Proportional to data, and None. The default is None. In other words. there are no prior
probabilities assigned to the target levels. The Equal probability option assigns the prior probabilities of equal
proportion to the class level of the target variable by the number of target groups. The Proportional to data
option assigns the prior probabilities based on the frequency percentages of each target level. The default prior
probabilities assigned to the categorically-valued target variable can be specified from the project level. At the
project level, the default settings to the prior probabilities may be specified by selecting the Options > Project
> Data Profiles... main menu options, then selecting the Target Profile tab and the Class subtab. The baseline
probability from the lift charts or performance charts is defined by these same prior probabilities. The purpose
of the lift charts is to evaluate the performance of the classification model for binarv-valued targets. If there are
no prior probabilities specified from the Prior tab, then the response rate of the target event from the validation
data set is used as the baseline probability of the performance charts called lift charts. The baseline probability
is the probability estimate without the existence of the classification model.

T EE e e e
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Profiles ] Target ] fissessment Information Prior ] Notes ]

Equal probability Name: My Priors
Proportional to data o
None
My Pr

Target Value Prior Probability _I

The Prior tab is used to assign prior probabilities to the target classes based on some given probabilities.

Note: The previous prior probabilities that were specified to adjust the estimated probabilities is equivaient to
selecting the Equal probability option and specifying an equal probability to each class level of the
categorically-valued target variable.
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Specifying Prior Probabilities for the Target Levels

To create an additional prior vector to adjust the fitted values by the prior probabilities, highlight the row to
select the probability distribution applied to the target variable. Right-click the mouse and the identical pop-up
menu items will appear from the Target Profiles window of Add, Delete, Copy or Set to use. In the following
example, we will be entering the prior probabilities for each target level. Therefore, select the Add option. The
next step is to set the probabilities as the default prior probabilities assigned to the categorically-valued target
variable by selecting the Set to use pop-up menu item. The Target Profiles window will remain open until the
various prior probabilities that are entered add up to one. To copy an existing prior vector, select any one of the
existing prior vectors that are currently displayed, then right-click the mouse and select the Copy pop-up menu
item. To delete a custom-designed prior vector, simply select any one of the existing prior vectors, then select
the Delete pop-up menu item. However, the predefined prior vectors in Enterprise Miner or the active prior
vector cannot be deleted.

In the following example, let us assume that the sample proportions at each target levels from the given sample
are not the same as the original data. For example, suppose there was an average cost of production of $5 per
unit with a net revenue of $20. Therefore, the optimum prior probability or the cutoff probability will be at
20%, which is defined by the following theoretical approach:

Decision Matrix
1

Deciston
0

Actual Response 1 O1¢

(51m

0 (52111

52c

Again, one theoretical approach in selecting the best threshold probability for a binary-valued target variable is
based on Bayes rule. For binary-valued target variable, the threshold value or cutoff probability 8 that is
considered to be the best prior probability of the target event is calculated as follows:

1
——————— for some threshold value #
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1+ = :
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From Bayes rule, the theoretically best threshold probability of the target event for a binary-valued target
variable is calculated as follows:

Since we will be entering our own prior probabilities, the first step is creating a new prior vector for the list of
existing prior probabilities. From the Prior tab, select from the list of available prior probabilities, then right-
click the mouse to select the Add menu item to assign new prior probabilities. A new prior vector will be
created to enter the corresponding prior probabilities. In this example, select the added option called Prior
vector to enter the following prior probabilities. To assign the prior probabilities as the default probability
distribution of the categorically-valued target variable, right-click the mouse and select the Set to use pop-up

menu item from the newly created vector of prior probabilities.

JPR— _ ERITIETE
E.Targel Profiles for BAD o
Profiles ] Target | Assessment Information Prior ] Notes |
Equa'l El-'obahi Tity MName : |Pr ior Vector
Proportional to data ¢ - .
None 3 | Target Value Prior Probability o |
Prior U | 0.2
i ] 0.8
L o of

The Prior window used to enter prior probabilities for each level of the binary-valued target variable.
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The next step is to enter the net revenue and fixed costs for the added decision matrix. From the Assessment
Information tab, select the Default profit matrix to create a new decision matrix by right-clicking the mouse
and selecting the Add pop-up menu item. The next step is entering the revenue and cost amounts in the first
column of the decision matrix. that is, the first row and first column represent the net revenue ot $20 and the
second row and first column represent the average cost of production of $5. Therefore, select the first row and
column and enter 20 into the cell and select the first row and second column and enter =5 into the cell that is
illustrated in the following diagram.

Note: Alternatively. you could specify the profit amounts of $25 and $0 from the decision matrix and then
specify a fixed cost of $5 for Decision 1, that is, Buy, and $O for Decision 0, or No Buy, from the Editing
Decisions and Utilities window.

S5b Target Profiles for BAD : s Tl 15_5'

Profiles | Target fssessment Information ] Prior | Notes

Profit vector Name : |I"Iy Decision Matrix
Loss vector : -
Default profit | LEVEL | 1 | 0 N
Default los 7 20 0
*Hy Decision Matri

' ) | 0 -5 0

Edit Decisions... I

The Assessment Information tab is used to enter the revenue and cost decision entries for each
target level to the decision matrix or praofit matrix.

Again, in this hypothetical example. there are no fixed costs involved. Therefore, it is not necessary to open the
Editing Decisions and Utilities window to set the assessment objective to the decision matrix. Theretore.
select the upper right-hand button or select the File > Close main menu options to close the Target Profiles
window to save the changes.

The Loss Matrix

At times, the objective in measuring the accuracy of the predictive model is achieving the lowest
misclassitication rate. In addition, assuming that there are costs involved to each decision, then the objective to
the analysis is minimizing the expected loss. Again, the home equity loan data set will be presented in
explaining the following loss matrix. The default loss matrix will result in the correct misclassification ratc at
each decision with zeros on the main diagonal entries and ones everywhere else. The target variable in this
example is based on the binary-valued target variable of either defaulting on a home loan or not with the
corresponding business decision of either accepting or rejecting the creditor from this same home loan. In this
hypothetical example, let us assume that it is ten times more disastrous to accept a bad creditor than to reject a
cood creditor, The following foss matrix displays the corresponding decisions that are made about the good or
bad creditor at each decision.

The steps in creating the loss matrix are very similar to creating the previous profit matrix. In other words,
instead of selecting the Default profit matrix from the list box, select the Default loss matrix from the list box.
The loss matrix will be automatically appended to the list of existing decision matrices. The next step is
entering the appropriate decision values into the listed matrix and entering an appropriate name to distinguish
between the various listed decision matrices that are displaved in the list box to the left of the tab. The next
step is defining the Edit Decision ... button that will display the Editing Decisions and Utilities window o
set the assessment objective to the decision matrix. Select the Minimize loss radio bution to set the assessment
objective to the decision matrix in minimizing the expected loss. In addition, vou might want to enter
appropriate labels for the decision levels of the loss matrix. Close the window and return to the Assessment
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Information tab. The following illustration displays the corresponding loss matrix in accepting or rejecting
good or bad creditors.

.
{3l Target Profiles for BAD

Profiles | Target Assessment Information | Prior | Notes |

Profit vector | Name: IﬁY_ESS Matrix

Loss vector pou =1 R T A :
Default profit [ LeveL | 1 0 |
Df;gfault loss ‘ 1 0 1
| 0
|

| nes Matr
Y s Pia b
|

BR— o

Edit Decisions... '

The loss matrix of either accepting or rejecting good or bad creditors from the HMEQ data set.

In our example, since the off-diagonal entries of the loss matrix represent the worse case scenarios at each
corresponding decision of either rejecting a good creditor or accepting a bad creditor, this will always result in
a loss to the business. Therefore, a more realistic scenario in generating a profit from the model is to specify a
loss vector with one decision level that represents accepting the home loan, that is, redefining the decision by
specifying a negative loss in accepting a good creditor. Again, simply select the default profit vector, that is,
the matrix called Loss vector, then right-click the mouse to select the Add pop-up menu item. A new loss
vector will be created that will allow you to assign this additional loss vector as the active profile to the process
flow and enter the appropriate decision values to the corresponding loss vector.

Profiles | Target MAssessment Information ] Prior | Notes |

[Profit vector Name : |E_L°_33_”;£r_'; i
|Loss vector = '
Default profit - T NPT fcowpt —  CRiISHE
Good Creditor =1
Bad Creditor 10

I Iz |
i

Edit Decisions... |

—_—

|

| |
| ==

The loss vector to enter the cost decision of accepting a good or bad creditor from the HMEQ data set.

Note: Both loss matrices will result in the same decisions with the same models selected. However, the
assessment statistics such as the expected loss will be easier to interpret from the loss vector with a single
decision level that is based on all applicants who have been accepted for a home loan.

Defining the Profit Function for Interval-Valued Targets

The profit function is based on an interval-valued target variable in the active data set. The default profit
function is defined by the number of target intervals associated with a single column of decision values. The
default settings of the profit function, such as the minimum and maximum value of the profit function and the
number of intervals, can be specified from the project level by selecting the Options > Project > Data
Profiles... main menu options, then selecting the Target Profile tab and the Interval subtab. The default



1.1 Input Data Source Node 27

settings of the profit function will have two rows obtained by fitting the interval-valued variable that is split
into two separate nonoverlapping intervals and a single decision level with decision values of zero and one.
The default profit function is grayed-out and, therefore, cannot be changed. In the following profit function, by
fitting the interval-valued target variable DEBTINC from the SAMPSIO.HMEQ data set, by default the target
values between the interval of [0, .52] are assigned a decision value of zero. Conversely, the target values
between the interval of (.52, 203.31] are assigned a decision value of one. This will result in every record
assigned a decision value of one since the minimum value is .52 and the maximum value is 203.31. From the
Assessment node, since the cutoff value is computed by calculating the average of the maximum and
minimum value of the first decision level of the decision matrix, this will result in a default cutoff value of
101.92 in the lift plots. For example, all observations with actual profits greater than the cutoff value are
assigned as the target event with the remaining observations assigned as the target nonevent. The default profit
function will represent profit values. However, the profit function may also represent profit with costs, that s,
revenue or losses.

From the Assessment Information tab, the steps in creating a new profit function are similar as before. That
is, highlight the profit function, then right-click the mouse and select the Add pop-up menu item that will
display the profit function illustrated in the following diagram in order to redefine the configuration settings of
the profit function and the corresponding decision values. For interval-valued targets, there is no active profile.
None is the default. However, by creating the profit function, the tab will allow you to generate the various
performance plots for assessment by setting the default profit function as the active profile. This will result in
the creation of the various lift charts that can be viewed within the Assessment node.

ra‘faréﬂpmﬁkéﬁ.{ﬁfﬂm s e — e s T e

Profiles | Target fissessment Information Prior ] Notes ]

Name: My Profit Function
Izefaul t function | =5 Target Value | Decision E =13 S|
S v s e 0.5244992154 0
—= = 203.31214869

Define target values...

Plot all decisions...
Add row

Sort by Target Value

‘_i Find Target Value {—J

Edit Declslons...]

The profit function with two separate nonoverlapping intervals and a single decision level based
on the interval-valued target variable.

Redefining the Intervals of the Profit Function

To redefine the upper and lower bounds of the target values or the number of intervals or rows of the profit
function, simply select Target Value column of the profit function, then right-click the mouse and select the
Define target values... pop-up menu item with the following Define Target Values window appearing. The
window is identical to the default settings where you may enter the same entries from the Interval subtab at
the Enterprise Miner project level. By default, the minimum and maximum values are set at the range of values
in the active data set, and the number of points is automatically set to 2. The Minimum entry field sets the
lower bound to the target values. Conversely, the Maximum entry field sets the upper bound to the target
values. If the minimum target value is greater than the maximum target value, then the window will remain
open. Select the Number of points radio button to set the number of intervals or rows to the profit function
from the entry field. The default is two. The window will remain open if the number of intervals entered is less
than two. Select the Increment radio button and enter the incremental value of each interval from the entry
field. In other words, the incremental value is added to the lower bound within each interval that defines the
range of target values for each interval. [n our example, we will apply three separate intervals to the profit
function. Select the Number of points radio button and set the number of intervals to three. Close the window
and the profit function will result in three separate intervals of [0, .52], (.52, 101.91], and (101.91. 203.31] that
will not be shown.
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e e
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Minimum: 0.5244992154
Max imum : 203.31214869

& Number of points 2
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0K I Cancel ‘

The Define Target Values window is used to redefine the intervals and the minimum and maximum
decision values of the profit function.

Redefining the Minimum and Maximum Decision Values

To redefine the minimum or maximum decision value of each decision level within the profit function, simply
select the appropriate Decision column of the profit function, then right-click the mouse and select the Define
function values... pop-up menu item with the following Define Function Values for Decision window
appearing. From the Minimum entry field, simply enter the minimum decision value of the selected decision
level. Conversely, enter the maximum decision value of the selected decision level from the Maximum entry
field. In our example, we will set the maximum decision value to 100. Press the OK button to return back to
the profit function with the updates applied accordingly. That is, all debt-to-income values between the range
of 0 and .52 are assigned a decision value of 0. debt-to-income values between the range of .52 and 101.91 are
assigned a decision value of 50, and all debt-to-income values between the interval of 101.91 and 203.31 are
assigned a decision value of 100.

g3 Define Function Values for Decision : ' B 5™
Minimum: | 0
Mao>< i mum : | 1
Number of points: 2
OK I Cancel ‘

The Define Function Values for Decision to specify the minimum and maximum decision values.

Entering New Decision Values

From the profit function that we just created, if the minimum or maximum decision values are incorrect, then
simply scroll over to the Decision column of the profit function and select the appropriate decision cell to enter
the corresponding decision value to change.

Adding Additional Intervals to the Profit Function

To add an additional interval to the profit function, simply scroll over to either column of the profit function,
right-click the mouse and select the Add Row pop-up menu item that will result in a blank row appearing
below the selected row. By default, both the LEVEL and the Decision column will contain missing target
values and decision values. Missing target values and decision values are inappropriate in the decision matrix.
Therefore, type the appropriate target value and decision value into the corresponding cells.
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Deleting Rows from the Profit Function

To delete any interval or row from the profit function, simply select the row to be deleted by right-clicking the
mouse and selecting the Delete Row pop-up menu item.

Decision Plot of the Decision Values and the Target Values

A line plot can be created that displays the decision values or profits across the range of the target values. To
display the plot, select the Target Value column. then right-click the mouse and select the Plot all decisions...
pop-up menu item. The decision plot displays the decision values on the vertical axis with the range of the
target values displayed on the horizontal axis from the following Profit function window for each decision
level. Alternatively. select the appropriate Decision column. then right-click the mouse to select the Plot
decision... pop-up menu item that will then plot each decision separately. The line plot may represent profit
(default), profit with costs, or loss. Theretore. the following line plot will allow vou to perform lincar
approximations of the decision values across the range of the various target values for each decision level. In
addition, linear extrapolation may be performed by estimating the various decision values outside the range of
the target values from the piecewise linear spline function.

Fach box that is displayed in the graph represents each decision value from the decision matrix. To adjust the
decision values from the decision plot. select any one of the boxes that represents each data point in the
decision plot and move the box to a new decision value. Close the graph and the Profit function for LEVEL
window and the corresponding changes will then be reflected in the profit function. Alternatively, vou may
make the appropriate changes in the decision matrix, then open the decision plot to view the corresponding
changes.
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The Profit function for LEVEL window with a line plot of the decision values across the interval-valued
target values for each decision level.

Adding Additional Decision Levels to the Profit Function

The profit function is not just limited to a single decision level, therefore, press the Edit Decision... button and
the Editing Decisions and Utilities window will appear. The steps are the same as before in redefining the
profit function and incorporating fixed costs for each decision level, adding additional decision levels. and
specifying the assessment objective to the profit vector that has been previously explained. Again, it is
important to understand that the profit function is not restricted to a single decision level. In other words. vou
may redefine the default profit function with an unlimited number of decision levels or columns for the
interval-valued target variable that is illustrated as follows:
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Decisions and Utilities ]

* Maximize profit
" Maximize profit with costs
T Minimize loss

Decision [ Cost Variable Cost |
First Decision

Second Decision
Add decision

Delete decision
Clear table

| Sort by Decision
| Find Decision
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The Editing Decisions and Utilities window to specify the assessment objective, additional decision levels
and costs to the decision matrix.

Profiles | Target Assessment Information | Prior | Notes |

Name: |My Profit Function

Default function Target Value | First Decision | Second Decision ]
0.5244992154 0 100
101.91832395 50 50
203.31214869 100 0

4 o

Edit Decisions... |

The automatically updated profit function with an additional decision level, decision values, and
redefined interval of the target values.

Locked Diagrams

In Enterprise Miner, multiple users can work on the same project simultaneously. However, only one user may
open a diagram at one time. When you open an Enterprise Miner diagram, a lock file is created to prevent more
than one person from performing modifications to the same diagram at the same time. The purpose of the lock
file is to prevent two separate users from opening the same diagram. Therefore, if SAS terminates abnormally,
then the lock file for the corresponding project is not deleted and the lock will remain on the diagram. This will
prevent you from opening the same diagram in a subsequent SAS session. Therefore, in order to unlock the
diagram and gain access to the same locked diagram in Enterprise Miner you must delete the .LCK lock file
within the EMPROJ folder, The EMPROJ folder is automatically created below the project folder that is
created by Enterprise Miner. The directory structure that is automatically created by Enterprise Miner can be
viewed from the Reporter node.
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Calculating the Expected Profit from the Binary-Valued Target

Since we have now created a profit matrix for the Enterprise Miner diagram, the final parameter estimates can
now be determined from the objective function of either a maximum expected profit or minimized expected
loss based on the target-specific decision consequences and the prior probabilities at each level of the
categorically-valued target variable. The following profit matrix is obtained by fitting the binary-valued target
variable with two separate values of Yes or No and three separate decisions, where § is defined as the net
revenue values, p» posterior probabilities, and ¢ incurred fixed costs.

Profit Matrix

Decision
1 2 3
Response Yes S 312 0
No 81 22 023
Posterior Probabilities
Probability
Response Yes P
No 2
Calculation of the Expected Profit
Decision
1 2 3
Response Yes Sy pi 812+ py Si3e
No 021+ 2 0222 23+ 2
Sum 8 «pi+ 8 eps di3+p1+ 0520 po S5+ 1 0230 P2
Cost ¢ ¢ <3
Profit Oy 1t 0z e p2)— ¢y BraepiT e pa)—ca (813 p1# 623+ p2)—a

The expected profit is basically the difference between the summarized predetermined profit taken from the
profit matrix entries, multiplied by the posterior probabilities, along with the reduction to the fixed costs at
each decision level. The maximum expected profit is then defined as the largest profit among the three separate
decision levels that can be determined by the largest value from the last row. Furthermore, if there exist two or
more decisions with the same expected profits, then the first decision from the list of various decision levels is
selected.

Conversely, the expected loss, is defined as the predetermined loss based on the loss matrix entries, multiplied
by the posterior probabilities, and then summarized at each decision level. The minimum expected loss is then
defined as the smallest loss among the separate decisions. Note that the fixed costs are not involved in the
calculation of the expected loss since the fixed costs may only be specified for the decision matrix that contains
the net revenues as opposed to profits or losses.

Therefore, the classification model calculates the best possible linear combination of parameter estimates that
produces some combination of the posterior probabilities at each one of the target levels to determine the
largest expected profit or smallest expected loss from the separate decision levels. Conversely, the best
predictive model is selected that produces the largest expected profit or smallest expected loss from the
separate decision levels.

Note: In Enterprise Miner, calculating the best expected profit or loss from the mode! will be disabled when
fitting multiple target variables from the Neural Network node. In other words, the Neural Network node is
the only modeling node that will fit multiple target variables.
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-1l 1.2 Sampling Node

General Layout of the Enterprise Miner Sampling Node

¢ Data tab

e Variables tab

o General tab

o Stratification tab
o Cluster tab

¢ Output tab

s Notes tab

The purpose of the Sampling node in Enterprise Miner is to subset the input data set into a smaller, more
manageable data set. Subsetting the input data set is recommended by SAS for extremely large data sets in
order to significantly reduce processing time and disk space. Assuming that the sampling is performed
correctly, then the reduced sample should not have a severe impact on the accuracy of the results in
comparison with the original sample. In other words, it is important that the method of drawing the random
sample from the input data set will result in partitioned data that properly represent of the population of
interest. The goal in sampling is taking a collection of observations from the input data set that accurately
covers the entire sample. The default sampling technique that is commonly applied is a simple random sample.
Also, many of the other sampling designs that can be applied incorporate a simple random sample in some way
or another. The Sampling node either performs a simple random sample, systematic sampling, stratified
sampling, cluster sampling, or first nth sampling. In addition, you may either specify a certain number of
observations or a certain percentage ot the input data set in drawing the sample. Again, sampling is
recommended for extremely large data sets to reduce both the computational time and memory resources. An
output data set is created based on the sample selected from the input data set that is passed forward through
the process flow diagram. In the Enterprise Miner process flow diagram, one requirement of the Sampling
node is that it must proceed the node that creates the input data set that is usually from the Data Input node.

Random Sampling

In statistics, the objective is making an inference about a population from a sample. The basic statistical
assumption in a large majority of statistical analysis is the independence assumption. The common remedy to
independence in the observations can be achieved by performing random sampling from the underlying
population. A random sample is defined as selecting a sample of » observations from a population of V items
in such a way that each observation has an equal chance of being selected from the underlying population. In
random sampling, it is assumed that the sample drawn from the population is absolutely random with
absolutely no bias in the responses. A bias sanple is a sample that is not a true representation of the underlying
population from which the sample is drawn. In other words, a bias sample is a sample that is not completely
random. For example, a bias sample in predicting the rate of people being arrested results when vou sample
people who have been arrested are less likely to report the arrest than people who have not been arrested. In
predicting personal income, sampling people with high incomes who are less likely to report their income as
opposed to people at lower income levels will result in a bias sample. Failure to recognize serious bias or
independence in the data can produce bias standard errors and inaccurate test statistics. When the sample is
biased, the statistical inferences are questionable, meaningless, and unreliable.

The random seed number determines the sampling. Enterprise Miner uses an identical random seed number to
select the sample from the same SAS data set that will create an identical random sample of the data set with
the exception when the random seed is set to zero, which sets the random seed number to the computer's clock
at run time. From the Sampling node, an output data set is created from the random sample selected from the
input data set.
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Sampling With or Without Replacement

There are two separate sampling procedures used to draw the sample, called “sampling with replacement’™ and
“sampling without replacement”. Sampling with replacement means that any record that is selected for
inclusion in the sample has the chance of being drawn a second time. Sampling without replacement means
that once the record is drawn, then the observation cannot be drawn again. However, in data mining, due to the
existence of an enormous number of records, the difference in the results between the two sampling procedures
will usually be minuscule. Typically, the observations selected and the sampling procedure applied should be
such that no one observation is selected more than once, that is, without replacement, where each observation
has an equal chance of being selected for the sample. In Enterprise Miner, sampling is performed without
replacement.

Sampling Error

In statistics, inaccuracies in the statistical estimate may occur in one of two ways from taking a random sample
of the population. There are two types of errors that arise, called sampling error and nonsampling error.
Sampling error can be controlled by carefully selecting the appropriate sampling design. Nonsampling error is
mainly attributed to nonresponses, inaccurate responses, or bias responses. Nonsampling error is much more
difficult to control in comparison to sampling error. The first problem of nonresponses might introduce bias
into the sample data. That is, responders who do not respond may not represent the population in which vou
would like to make an inference. For example. people who have been arrested are less likely to report it as
opposed to people who have not been arrested. The second problem of inaccurate responses might arise due to
error in recording, miscalculation, or malfunction in the data processing equipment. The third problem is bias
responses. In other words, the various statistical estimates from the sample might be biased. For example,
performing a study to determine the overall weight of people would lead to a bias sample it the data that was
collected were based on the weight of women, that is, the biased estimate of the sample mean would to tend to
be too small since women generally weigh less than men. Therefore, in statistical inference, the bias can either
be too large or too small.

The key to making valid statistical inferences is that the sample drawn is an accurate representation of the
population of interest. In statistical analysis, as a good rule of thumb, it is generally a good idea to obtain a
sample as large as possible in order to improve the power of the statistical test, reduce the bias and the
variability in the data, and better meet the various distributional assumptions that need to be met in the
statistical tests. There are two factors that affect the accuracy of the sample drawn. The first is the size of the
sample drawn. More observations drawn from the population will result in a greater chance of replicating the
population of interest. The second is the amount of variability in the data, which can be controlled by the
sampling technique that is selected. The sampling technique determines the way in which the data is sclected.

Sampling Techniques

There are four sampling procedures that are typically applied: a simple random sample, stratified sampling,
systematic sampling, and cluster sampling. Simple random sampling is the most common sampling procedure.
A simple random sample simply selects observations from the data so that each observation has the same
chance of being selected. Stratified sampling design is applied in obtaining an accurate representation of the
population by grouping the data into nonoverlapping groups, for example, gender or income level, then
selecting a simple random sample within each group. Svstematic sampling is designed for hopetully covering
the entire population by uniformly sampling the entire population and selecting the observations within an
equal number of intervals. Cluster sumpling is used when the entire population of interest in unobtainable.
Therefore, various nonoverlapping cluster groups are created, then a random sample of clusters is taken and all
the observations within each cluster selected. In cluster sampling, it is important to achieve an adequate
balance in selecting the appropriate number of clusters and the appropriate number of observations within cach
cluster.

In conclusion, taking a larger sample from the population increases the probability of obtaining an appropriate
representation of the population. Also, the second factor that affects the quality of the sample that is selected is
based on the sampling method that is applied.

The various sampling techniques are discussed in greater detail in Cochran (1997). Scheaffer, Mendenhall, and
Ott (1986), and Thompson (2002).
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Data tab

The Data tab is designed for you to select the input data set to perform the various sampling techniques. The
tab will display the data set library, data set name, data set description, and the table view or table listing of the
input data set to perform the random sample. By default, the input data set is randomly sampled.

Data ] Variables f General ] Stratifivation ] Cluster I Output ] Notes ]

Data set: EMDATA.VIEW DP2  Select... |Properties...|

Description: SAMPS 10 .HMEQ

The Data tab displaying the data mining data set name used to perform the sampling techniques.

Most of the following nodes have a Data tab that will allow you to view both the file administrative
information and a table view of the selected input data set. The EMDATA library name is automatically
assigned to each currently opened project. The folder contains the data mining partitioned data sets. Therefore,
when you open an entirely different project, Enterprise Miner will assign the EMDATA library name to the
appropriate folder of the currently opened project. The Description field will display the data set name and the
associated library reference name of the previously created input data set, which is usually created from the
Input Data Source node.

Imports Map Window

The Select... button will be grayed-out if there exists one unique data set that has been previously connected to
the Sampling node that is usually created from the Input Data Source node. However, if there exist two or
more previously created input data sets that are connected to the node for sampling, then the node will
automatically select one active input data set for sampling in the subsequent nodes. Press the Select... button
and the following Imports Map window will appear that will allow you to select an entirely different active
input data set for sampling. Simply select the plus sign (+) that is displayed next to each input data set available
within the process flow, click it to expand the tree, then double-click the listed data set. Alternatively, if you
are not interested in sampling the training data set, then select the Clear button to remove the training data set
from the sampling process and the subsequent analysis. The Role display that is displayed below the Imports
Map window will list the role type of the input data set of RAW. The Selected Data and Description fields
will display both the data mining data set name and a short description of the selected input data set. Press the
OK button to return to the Sampling window and the corresponding Data tab.

From the Data tab, select the Properties... button to view the file information and the table view of the input
data set that is available for sampling within the node.

Note: Viewing the input data set will result in the data set being locked. This will prevent the currently opened
table from being modified or updated by other users until the corresponding table is closed.
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The fmports Map window will allow j:ou to select an entirely different input data set for sampling or
remove the selected data set from the analysis.

Variables tab

The Variables tab is designed to display the variables in the input data set that will allow you to view the
frequency distribution of the variables in the data set. The tab displays the table listing of the variables in the
data mining data set with its asscciated variable role, level of measurement, variable type, format, and variable
label, similar to the Variables tab from the previous Input Data Source node. To view the distribution of a
selected variable, right-click the mouse and select the View Distribution of <variable name> pop-up menu
item that will display the standard histogram within Enterprise Miner. The metadata sample is used to create
the histogram.

Ciluster | ODutput | Notes

Data Variables l General ] Stratifivation

Name: | Model Role I Measurement i Type ! Format | Label -_I
BAD input binary num BESTI2.
LOAN input interval num BESTI12.
MORTDUE input interval num BEST12.
VALUE input interval num BESTI12.
REASON input binary char B7.
JOoB input nominal char $7.
YouJ input interval num BESTI2.
DEROG input interval num BESTI2.
DEL INQ input interval num BESTIZ2.
CLAGE input interval num BESTI12.
NINQ input interval num BESTIZ2.
CLNOD input interval num BEST12.
DEBT INC target interval
| Sort by Measurement
! Subset by Measurement
I Find Measurement
o | View Distribution of DEBTINC |
4 L »

The Variables tab is used to display the variables and thefi‘equenq» distribution of fh;a se!e},'fed variable
Jfrom the input data set.

Note: To display the listed column entries in sorted order, simply click the appropriate column heading. To
toggle the sorted entries within each column, select the same ¢olumn heading a second time to reverse the
sorted order of the selected coluran listing. In addition, you can resize any column to the tab by adjusting the
column headings in the tab with your mouse to enhance the readability of the numerous column entries.

General tab

The General tab will automatically appear as you open the Sampling node. The tab is designed for you to
specify the sampling method that is performed on the input data set. From the tab, vou may specify the sample
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size by either selecting the number of observations or the percentage of allocation from the input data set.
However, the sample size that is randomly sampled is an approximation of the percentage or number that is
specified. For example, a 10% random sample of 100 observations may contain either 9, 10, or 11
observations. A random number generator or random seed may be specified that determines the observations
that are randomly selected.

T

Data ] Variables General ] Stratification ] Ciuster ] Output | Notes |

Sampling Methods: Sample Size:
# Simple Random * Percentage —
" Nth " Number 108

" Stratified
CFirst N
T Cluster

Random Seed:

[
| Generate New Seed || 12345
i

The General tab that displays the various sampling designs to select for the analysis.
The following are the various sampling techniques that are available within the Sampling node:

o Simple Random (default): This is the default sampling method. Simple random sample is the
most common sampling schema in which any one observation has an equal chance of being
selected for the sampling data set.

o Nth: Systematic sampling in which every nth observation is selected from the input data set. That
is, the starting point to begin the sample should be random and then every nth observation is taken
thereafter. A systemic sample is designed to generally cover more uniformly over the entire input
data set with the idea of providing more information about the population of interest as opposed to
a simple random sample. As an example, phoning every person in the phone book might be
impossible, whereas a more practical approach might be phoning every #th person as opposed to
drawing random numbers out of a hat. However, if the input data set is designed in an alternating
pattern, for instance, male followed by female, then this type of sampling will lead to disastrous
results. By default, the node selects 10% of the observations from the input data set. Therefore, the
node will select observations that are a multiple of (no. of observations/10%) = ». then randomly
select a starting point from 1 to n, and select every nth observation in the data from that point on.

o Stratified: Stratification sampling, where the categorically-valued variables control the separation
of the observations into nonoverlapping groups or strata, then taking a simple random sample from
each group. Stratification sampling is recommended if the data consists of observations of rare
events. In classification modeling with an ordinal-valued target variable, stratified sampling might
be selected in order to ensure you that the input data set contains all the target class levels with a
reasonable number of observations. For example, this type of sampling is effective if the analysis
is in regard to weight gain based on sex. Since men generally tend to weigh more than women,
therefore you would want to stratify the sample by sex, with weight gain being relatively similar
within each sex and different between both sexes. From the input data set, you must specify a
categorically-valued variable to create the separate strata or subsets. In the sampling design, each
observation within each stratum has an equal chance of being selected. However, observations
across the separate subsets will generally not have an equal chance of being selected. By default,
this option is disabled if all the variables in the input data set are continuous.

o First N: Sequential sampling draws a sample at the beginning and takes the first n observations
that are based on the number specified from the Sample Size option. From the tab, you may either
select a percentage or a certain number of observations, By default, the node selects the first 10%
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of the observations from the input data set. For instance, it the data set is sorted by zip code, then
this sampling technique will result in all records sampled from the eastern United States. This type
of sampling can be disastrous if the input data set is not arranged in a random order.

o Cluster: In cluster sampling, the observations are selected in clusters or groups. The ditference
between cluster sampling and stratitied sampling is that vou select a random sample of distinct
groups, and all records that belong to the randomly selected cluster are included in the sample.
Cluster sampling is designed for use when each cluster has similar characteristics and different
clusters have different characteristics. Cluster sampling is advisable if it is very difficult or
impossible to obtain the entire sampling population where the idea is to form various
nonoverlapping groups. Cluster sampling is often performed in political elections were the
sampling population that is represented by a certain city is divided into various clustering groups
or city blocks and a simple random sample is taken within each city block. By default. this option
is disabled when every input variable in the data mining data set is continuous since the
categorically-valued variable determines the clustering groups. In cluster sampling. an optimum
balance needs to be achieved with regard to the number of cluster groups to select and the number
of observations within each stratum. When you perform cluster sampling. you must first select the
appropriate sampling technique of either a simple random sample, a systematic sample or a
sequential sample. The default sampling technique is a random sample. The next step is selecting
the number of clusters based on the previously selected sampling technique.

The following are the percentages of allocation that may be specitied within the Sampling node:

e Percentage; This option will allow you to specify the percentage of observations that are selected
from the input data set. The default is a random sample of 10% of the input data set to be sampled
in creating the output data set. For example, specifying a percentage of 50% would result in
selecting half of the observations in the input data set.

e Number: This option will allow you to specify the number of observations to select from the input
data set. The default is a sample size of 10% of the input data set. In our example, 596
observations are selected from the HMEQ data set, with 5,960 observations in the data set.

Generate New Seed

Enterprise Miner lets you specify a random seed to initialize the randomized sampling process. Randomization
is often started by some random seed number that determines the partitioning of the input data set. A different
random seed will create a different partitioning ot the input data set. In other words, generating a new seed will
select an entirely different random sample of the input data set. Therefore, an identical seed number with the
same data set will create the same partition of the metadata sample based on repeated runs. The default is a
random seed number of 12345, The random number generator is applied to the first three sampling designs,
that is. simple random sampling. systematic sampling. and stratified sampling.

Stratification tab

The Stratification tab is designed for you to perform a stratitied sample of the input data set. The tab will
allow you to select the appropriate categorically-valued variable to perform the stratification. The Variables
subtab will appear as you first open the Stratification tab. If the input data set consists of all interval-valued
variables, then the Stratification tab is grayed-out and unavailable for viewing. However. if the Stratified
option is selected for stratified sampling, then the following Stratification tab will become available for
viewing in order for you to specify the various stratification configuration settings.

Variables subtab

The Variables subtab lists the various categorically-valued variables that are appropriate for use as
stratification variables to subset the input data set. From the tab. you may select the categorically-valued
variable to perform the stratification of the various levels or groups of the input data set. By default, every
variable in the data set is automatically set to a status of don’t use. To select the discrete variable to perform
the stratification, select the variable row and scroll over to the Status column, then right-click the mouse and
select the Set Status pop-up menu item to assign the selected variable to use. All other columns are grayed-out
and, therefore, cannot be changed.
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The Variables subtab is used to specify the variable to perform the segmentation.

Options subtab

The Options subtab will display the various stratification sample schemas for the design. These options are
designed for you to avoid creating a bias sample from the stratified design. The following options will allow
you perform sampling weights to adjust the proportion of the target responses in the biased stratified sample to
better represent the actual proportions from the input data set. In order to achieve valid statistical results, it is
important that sampling weights be applied to the stratified sample to adjust the proportion of the class levels
of the categorically-valued target variable in order to accurately represent the actual target levels from the input
data set.

Data ] Variables | Goﬂar;ll Stratification | Cluster | Output | Notes |

Criteria:
* Proportional  Equal Size
 Optimal allocation " User defined
Deviation variablie: |— _]

Minimum Stratum Size:
[ | L [ Exclude strata with size less than minimum I

[T Adjust frequency for oversampling

| r;' Exolude aissing values i_ pamay o ooty

Variables Options Haer Dol ined

The Options subtab that displays the various settings for the stratification sampling design.
The following are the various allocation schemas for the stratification sampling design:

o Proportional (default): The same proportion of observations are selected within each stratum in
order to take a steady fraction throughout the sample.

¢ Equal Size: The same number of observations are selected within each stratum that is defined by
the ratio between the total number of observations and the total number of strata.

e Optimal Allocation: The same proportion of observations are selected within each stratum, that is
relative to the standard deviation of the specified variable based on the interval-valued variable
selected from the Deviation variable field. Typically, the deviation variable is set to the target
variable to perform the analysis that calculates the standard deviation within each stratum. The
Deviation variable field is available for the Optimal Allocation option setting only.
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e User defined: By default, this option is disabled. This option will be made available by specifying
the categorically-valued variable in the data mining data set to perform the stratification or
partitioning of the input data set. Selecting this option will result in the Variable Levels Retrieval
window appearing, as illustrated in the following diagram. The window is designed for you to
specify the class levels cf the variable and the percentage of allocation that is based on the
Metadata sample or the Training data set. Selecting the appropriate data mining data set will
automatically generate the user-defined sample.

o Minimum Stratum Size: This option determines the minimum amount of data allocated within
each stratum. Selecting the Exclude strata with size less than minimum option will result in all
strata being removed from the selected sample for which the number of observations within the
strata is less than the specified amount. By default, this option is unchecked. The Minimum
Stratum Size option is associated with both the Proportional and the Equal Size option settings.
Simply enter the minimum number of observations for each stratum from the entry field.

e Adjust frequency for oversampling: This option is designed to prevent oversampling that will
allow you to specify a frequency variable that represents the sampling weights. By default, the check
box is not selected. This will prevent the Sampling node from adjusting the active training data set
for oversampling. This option is based on the categorically-valued target variable that determines
the stratification needed to perform the oversampling adjustments. If the input data set contains a
variable with a frequency variable role, then the variable is used to adjust for oversampling in the
data. If there are no variables in the active training data set mining data set with a freq variable role,
then the node will automatically create a frequency variable to perform the oversampling
adjustment. If the prior probabilities have been specified from the target profile, then the prior
probabilities are used to adjust the frequencies for oversampling. The amount of adjustments that is
applied depends on how biased the sample is in comparison to the input data set. In statistical
modeling designs, it is important that the biased sample be adjusted in order for the sampling
proportions of the target class levels to accurately reflect the target proportions from the original
data.

Selecting the Exclude missing values option will result in the node excluding all observations with
missing values from the stratified sample and assigning these missing records a weight of zero.
When the Exclude missing values option is not selected, the weights are adjusted for all
observations with missing values and the prior probabilities that are assigned to the stratification
variable will be ignored.

By default, the frequency weights are calculated from the proportion of each class level of the
categorically-valued strata variable from the input data set. Selecting the Based on counts option
will adjust these weights based on the actual frequency counts for each class level.

By selecting the user defined sampling technique from the Criteria section, the following Variable Levels
Retrieval window will appear. The window will allow you to determine whether to sample the metadata
sample or the input data set to determine the class levels of the categorically-valued stratification variable and
associated percentages that are retrieved from either data set. This selection is used to generate the values that
are displayed within the User Defined subtab. Both the class levels and the allocation percentages for each
class level of the categorically-valued stratification variable are calculated from the selected data set. By
default, the metadata sample is automatically selected to determine both the class levels and the allocation
percentages of each class level of the stratified categorically-valued variable. However, the training data set
might be selected in order to avoid oversampling in the data due to certain class levels of the stratified
categorically-valued variable with an insufficient number of records. In other words, the training data set might
be selected that will usually result in a better chance that the sample will adequately represent the true
distribution of the population of interest such as identifying the rare class levels of the stratified categorically-
valued variable. In stratified sampling, it is important that there are a sufficient number of observations within
each group of the stratified categorical variable to better meet the various distributional assumptions, obtain
stable and consistent estimates, and achieve more accurate estimates in the analysis.
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E&Véﬁéble Levels Retrieval ' o || 2| [
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EnntinueJ Cancel ]

The Variables Level Retrieval window is used to select the training data or metadata sample for sampling.
User Defined subtab

The User Defined subtab is designed for you to specify the percentage of allocation by each class level of the
categorical variable that will perform the stratification of the input data set. You may either select the metadata
sample or the training data set to apply the stratification sampling technique.

-

Data | Variables ] General Stratification ] Cluster | Output | Notes |

Based on: @ Metadata sample ( Training data

(' Sanple proportion ( Strata proportion [~ Enforce proportions

BAD —[ Metadata Sample Percentage _l > Perpmit. e
0 80.85 80.85

1 19.15 19.15 .
y | of

Variables | Options User Defined

The User Defined subtab with a table listing of the allocation percentages at each level from either the
metadata sample or the input data set.

The following options are based on the allocation proportions of the user-defined sampling technique from the
metadata sample or the training data set that you have previously selected:

o Sample Proportion (default): This is the default method that is used in determining the allocation
percentages of the user defined sampling design. If the Sample Proportion check box is selected.
then the allocation percentages that are displayed within each class level of the Percent column are
based on the sample proportions from each class level of the categorically-valued stratified variable.
The allocation percentages are calculated from either the previously selected metadata sample or the
training data set. From the Percent column, you may enter the appropriate proportions for each class
level. However, the restriction is that the column percentages that are entered must add up to 100%.

o Strata Proportion: If the Strata Proportion check box is selected, the percentages that are
displayed within each class level of the Percent column are determined by the allocation percentage
that is specified from the Sample Size option setting within the General tab. Again, the allocation
percentages that are displayed within the Percentages column are calculated from either the
metadata sample or the training data set. From the Percent column, you may enter the separate
percentages for each stratum. The restriction is that the percentages must add up to 100%.
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¢ Enforced Proportions: This option determines the percentage of allocation to the sampling data
set. This option is designed to meet the sample size requirements with regard to the given sampling
proportions that are specified from the Percent column. At times, the number of observations within
certain class levels might fall below the allocation percentages that can be specified from the
Sample Size option setting. As an example, suppose we have a sample of 1.000 observations with
three separate levels A. B and C of 100, 200, and 700 observations. In addition, suppose the class
proportions of the stratification variable are set to 50%, 25%, and 25%, respectively. Let us assume
that you request a sample size of 600 observations from the previous General tab. Therefore, the
sample will generate a sample of 300 A’s, 150 B’s, and 150 C’s. However. the problem is that there
are only 100 A's in the original sample. In other words, there are not enough observations for the
class level A to meet the requested proportion of 50%. Therefore, select the Enforced Proportions
check box to specify how you want this sample to be created. By default, Enforced Proportions is
not enforced. Therefore. the sample generated will have 100 A’s, 150 B’s, and 150 C’s with a
sample size of 400 and class proportions of 25%, 37.5%, and 37.5%, respectively. However, if the
Enforced Proportions is selected, then the sample generated will have 100 A’s, 50 B’s, and 50 C's
with a sample size of 200 observations and the proportions enforced at 50%, 25%, and 25%,
respectively.

Cluster tab

The Cluster tab is designed for vou to specify the categorical variable that will create the cluster groupings, the
cluster sampling design to determine the clusters that are selected for the sample and the number of clusters
that are created for the sampling data set. [t is important to understand that the observations that are selected
for the sample are based on the rendomly selected clusters as opposed to taking a random sample of
observations from the entire sample.

From the Cluster Variable display field, simply select the drill-down arrow button that displays the list of
categorically-valued variables in the input data set that will define the various cluster groupings that are created
from each class level. This is illustrated in the following diagram.

T A PR

Data ] Variables ] General ] Stratifivation Cluster ] Output | Notes

Cluster Variable: | ﬂ

“Sampling Method: | BAD
M g Number of Clusters: — REASON
~ Simple Random |
™ Nth

* Percentage | JoB
CFirst N " Number !

The Cluster tab that displays the various configuration settings for the sampling design.
The following are the various sampling methods that can be applied to the cluster sampling technique:

e Simple Random (defaulr): This is the default cluster sampling technique. Simple random cluster
sampling performs a simple random sample of cluster groups, where any one cluster has an equal
chance of being selected to the sampling data set.

e Nth: Systematic cluster sampling in which every ™ cluster is selected from the input data set.

e First N: Sequential cluster sampling in which the first » clusters are selected based on the number
specified from the Sample Size option.
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The following are the percentages of allocation within each cluster of the cluster sampling method:

o Percentage (default): This option will allow you to specity the proportion of clusters to sample
from all possible clusters that are created in the sampling schema. By default, Enterprise Miner
performs a 10% allocation of all possible clusters that are selected, which is attributed to the
sampling schema. The allocation percentage is hidden from the previous diagram.

e Number: This option will allow you to specify the number of clusters to sample from all possible
clusters that are created in the sampling schema. The number of clusters that are created is defined
by the number of class levels of the categorically-valued variable.

Output tab

The Output tab is designed to display the label description, library, and name of the sampling output data set
that is passed along to the subsequent nodes within the process flow diagram. The output data set is the random
sample of observations from either the metadata sample or the input data set that is determined by the sampling
method that is selected. The output data set is created once you execute the node. From the Description field
display, you may enter a separate label description for the sample, as illustrated in the following diagram. After
running the node, you may select the Properties... button in order to view the file administration information
and a table view or table listing of the data sample that is similar to the Information tab and Table View tab
within the Data tab. The output data set will be automatically created in the assigned EMDATA project
library.

fe= RO X8

Data | Variables | General Stratification | {lagter  Output 1 Notes

Library: EMDATA Data set: SMPXJJRP Properties... I

Description:|Simple Random from: EMDATA.VIEW_TGH

Tke Output tab that displays the data library and output data set of the randomly selected recordé.
Notes tab

From the Notes tab, you may enter notes or record any important information in the Sampling node.

Note: It is important to note that to view the default settings of the various nodes, place the cursor in the
Project Navigator Tools tab, listed to the left of the Diagram Workspace, and select the corresponding
folder of the Enterprise Miner node, then right-click the mouse and select the Properties pop-up menu item.
Alternatively, place the cursor on to the Tools Bar over the desired icon of the Enterprise Miner node, that is,
assuming that the respective node is displayed in the Tools Bar window. Right-click the mouse and select the
Tool properties option from the pop-up menu items.

Select the Edit Default... button to specify the various default configuration settings for the selected
Enterprise Miner node. Select the OK button to save the current setting and return to the Enterprise Miner
window. Select the Reset button to reset the current changes that have been made back to the default
configuration settings that SAS has carefully selected for the node.
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Viewing the Sampling Node Results

General Layout of the Results Browser within the Sampling Node

e Table View <table name> tab
e Strata Information tab

e Code tab

¢ Log tab

e Qutput tab

o Notes tab

Table View <table name> tab

The Table View <table name> tab displays the output data set based on the sampling method that is selected
for the input data set. The following table view displays the first few observations from the output data set. The
tab will allow you to export the listed data set to many different file formats by selecting the File > Export
main menu options, which will result in the standard SAS Export Wizard appearing. The listed output data set
is passed on to subsequent nodes within the process flow diagram.

Table View: EWDATA.SNPXIJRP | Strata Infornation | Code | Log | ODutput | Notes |

[ Bap [ oan | morTouE | vaLUE [Reason] Joe [ vos | peroG [ Detma [ ciAsE [ miNa [ civo [ peeTinc [«
1 1800 43845 57037 Homeimp Other 5 3 2 771 1 17
1 2500 15000 20200 Homelmp 18 o 0 13606665667 1 19
1 2800 50795 63100 Homelmp Self % 2 15 14563333333 3 45
1 3000 7000 20300 Homelmp Other 3 0 [ 508 5 5
1 3100 33589 36100 Homelmp Other 15 a 0 153 16666667 1 14
1 3600 41300 52430 Homelmp Mgr 3 (/] 0 72033333333 2 4
1 4000 26572 31960 Homelmp Office n /] 0 117.79510387 a B 41285491348
] 4000 64240 63350 Homelmp Sales 5 2 [ 1603 1 23
o 4200 66272 82953 Homeimp Other 3 (H] 0 11027866259 ] 15 43450587911
1 4500 57000 Homelmp Other 5 2226 1 13
0 4500 58688 63348 DebtCon ProfEre 3 0 3 179 16257471 2 31 22544392837
1 4500 25597 23031 Homeimp Other 5 o 0 101.74676644 ] 8 33243156978
1] 5000 12457 53448 Homelmp Sef o 0 207.14348133 0 12 44.107351691
1 5000 40000 70500 Homelmp Mgr 04 o 0 61766666667 2 B
1 5000 123000 157500 Homeimp Mgr ] —'_.J

A table view of the output data set obtained by taking a random sample of the input data set.

Strata Information tab

The Strata Information tab will only be displayed if stratified sampling is performed. The tab will list the
various descriptive statistics such as the frequency count and allocation percentages by each stratum that is
created from the categorically-valued stratification variable. The Stratum Size and Stratum Proportion
columns are based on the number of observations in each stratum from the input data set. The Sample Size and
Sample Proportion columns are based on the number of observations in each stratum from the metadata
sample.

Table View: EMDATA.SHPESNEN Strata Information | Code | Log | Output | Notes |

B0 | Stratum Size ] Stratum Proportion | Sample Size | Sample Proportion 3|
0 4771 80.05033557 477 80.033557047
1 1189 19.94966443 18 19.966442953 -
‘| | »

The Strata Information tab used io display the descriptive statistics for each stratum or group.
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Code tab

The Code tab displays the internal SEMMA training code that was executed when running the Sampling node
to create the output data set by performing a random sample of the input data set.

Table View: EMDATA.SMPXJJRP ] Strata information Code I Log | Output | Notes }

@ Train " Seore

00001 data EMDATA.SMPXJJRP( label="Sample of EMDATA.VIEW_TGW."); a
00002 set EMDATA.VIEW_TGH ;

00003 drop _sample_count_;

00004 if _sample_count_ ¢ 596 then do;

00005 if ranuni(12345)*(5961 - N_) <= (596 - _sample_count_) then do;
00006 _sample_count_ + 1;

00007 output;

00008 end;

00009 end;

00010 run;

00011 quit;

00012 *%%k END OF FILE #*%% -
KN | ,"I

The Code tab displays the internal SEMMA code used to perform the random sample of the data set.

Note: To copy the listed code, you must select the Edit > Copy menu options.

Log tab

The Log tab displays the log listing based on the above listed sampling code that creates the SAS sampling
data set. You may view the Log tab in order to diagnose any problems from the compiled code that produced
the node results and output data set.

Output tab

The Output tab displays the procedure output listing from the PROC CONTENTS procedure of the sampling
output data set. The procedure listing will not be displayed. The data set is located in the EMDATA folder of
the project folder based on the currently opened Enterprise Miner project.

Table View: EMDATA.BMPXJJRP | Strata Information | Code | Log Output | Notes |
The SNAS System e
The CONTENTS Procedure
Data Bet MHame EMDATA . BMPXJJRP Dhsorvat ions 596
Menber Type DATA Var iables 13
Erg i ne vy I ndexes o
Created Friday, June 01, 2007 11:18:23 PR Observation Length 104
Laxt Modified Friday, June 01, 2007 11:18:29 PR Deleted Observations 0
Protection Conpressed NO
Data Set Type Sor ted NO
Labe1 Sample of EMDATA VIEM_TGH.
Data RAepresentation HINDOMS_32
Encod ing wilatinl  Hestern (Mindows )
Erwg ines Host Dependent  Informat ion
Data Set Page Size 12288
Mumber of Data Set Pages 3
First Data Page 1
HMax Obs per Page "7
Dbz in First Data Page 96
Number of Data Set Repairs 0
File Mame C:\Handal IsMork'\Data Mining
Book'\Sanple' Sanp le'\endata’ smpx | jrp.sasfbdat
Asloase Created 9.0101M3
Host Creat: HIN_PRO
Alphabotic List of Variabhles and Attributes
- Var iable Type Len
1 BAD HNum a
o CLAGE Husm B
12 CLNO Hum ]
13 DEBT INC Num ]
2 DEL INQ Hum e
] DEROG MHusm B
6 JoB Char ¥
2 LOAN Husm B
a MOR TOLE Hum a
11 HiNG Hum a
5 REASON Char T
4 UnLUE Musm B
7 0. Num ]
s%% END OF FILE ®s% [:[

The Output tab that displays the contents procedure output listing of the sampling data set.
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1.3 Data Partition Node

General Layout of the Enterprise Miner Data Partition Node

e Data tab

e Variables tab

e Partition tab

o Stratification tab
¢ User Defined tab
e Output tab

¢ Notes tab

The purpose of the Data Partition node in Enterprise Miner is to randomly divide the input data set, usually
created from the Input Data Source node, into separate data sets called the training, validation, and test data
sets. However, partitioning the input data set should only be performed if you have the luxury of an enormous
number of records. This is because data splitting is inefficient with small to moderate sized data sets since
reducing the number of observations from the training data set can severely degrade the accuracy of the results
in the statistical model. The purpose of partitioning the input data set into mutually exclusive data sets is to
assess the generalization of the statistical model and obtain unbiased estimates for predictive modeling or
classification modeling. Generalization is a major goal of both predictive and classification modeling. In other
words, generalization is a process of choosing the appropriate complexity of the predictive or classification
model to generate unbiased and accurate predictions or classitications based on data that is entirely separate
from the data that was used in fitting the model. The general idea in achieving good generalization is to first
split or partition the data into separate parts, then use one part of the data to build your model and use the
remaining data points to measure the accuracy of the fitted model.

In predictive modeling, it is important to obtain an unbiased estimate of the MSE or mean square crror
statistic. The MSE statistic is the most commonly used statistic for measuring the accuracy of the model. It is
the squared difference between the target values and the predicted values, averaged over the number of
observations that the model is fitting. The best models that are selected will have the lowest MSE from the
validation data set. This is because the MSE estimate from the training data set that is used to fit the model will
almost certainty be overly optimistic since the same data is used to fit the model. It is important to understand
that just fitting the model to the training data set does not mean that the model is necessarily correct and that
the model will fit well to new data. Therefore, the simplest remedy is splitting the input data set into two
separate data sets: a training data set and validation data set. Generalization should be applied so that you can
achieve an appropriate balance between the complexity of the predictive model based on an adequate accuracy
of the modeling estimates and keeping the model as simple as possible. Again, one of the goals in model
building is finding the optimal model complexity that involves a trade-oft between the bias and variance. In
other words. finding a good fit to the data while at the same time simplifving the complexity of the model.
Generally, increasing the complexity of the model, for instance, by adding additional polvnomial terms to the
multiple linear regression model in fitting the curve, adding more leaves to the decision tree. increasing the
number of hidden units in the neural network model, or increasing the smoothing constant in nearest neighbor
modeling, will result in overfiring that will increase the variance and decrease the squared bias. On the other
hand. the opposite will occur by simplifving the model, which will result in underfirting.

The validation data set is used to reduce the bias and obtain unbiased prediction estimates in validating the
accuracy of the fitted model by fine-tuning the model and comparing the accuracy between separate fitted
models of different types and complexity. Fine-tuning the model is performed to avoid both undertitting or
overtitting. Therefore. the validation data set is applied in order to revert to a simpler predictive model as
opposed to fitting the model to the training data set. That is, by fitting the model several times in selecting the
appropriate complexity of the model while at the same time avoiding overfitting that leads to poor
generalization. This is because the training error can be very low even when the generalization error is very
high. In other words. choosing a model based on the training error will result in the most complex models
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being selected even if the same mode!l generalizes poorly. Therefore, the selected model will result in poor
generalization. Again, the validation data set is used in selecting the final predictive model. This data
partitioning process is called the hold-out method. The process of using the validation data set to assess the
stability and consistency of the statistical results is called the cross-validation method. As a very naive
approach, it is assumed that the most complex model performs better than any other model. However, this is
not true. An overly complex model will lead to overfitting in which the model fits the variability in the data.
Therefore, the main objective of model building is to determine a modet that has enough flexibility in
achieving the best generalization. For example, assuming the target values that you want to fit exhibits
extremely high variability, then overfitting the data to achieve a perfect fit is not recommended to achieve good
generalization. Therefore, in obtaining good generalization it is best to find a model that averages over the high
variability of the data. In the modeling nodes, the validation data set is automatically used to prevent
overfitting in the training data set. In the Regression node, the validation data set is automatically used in the
stepwise regression procedure in order to choose the best subset of input variables from a pool of all possible
combinations of input variables in the regression model. In the clustering nodes, the validation data set is used
to compare the consistency of the clustering assignments.

If the input data set is sufficiently large enough, then a third data set may be created, called the rest data set.
The test data set is independent of the modeling fit. The test data set is used at the end of the model fit that is
used in evaluating the accuracy of the final predictive model. The test data set is used at the end of model
fitting in order to obtain a final honest, unbiased assessment of how well the predictive model generalizes by
fitting the same model to new data. The test data set should be applied to reduce the bias and obtain unbiased
prediction estimates that are entirely separate from the data that generated the prediction estimates in
evaluating the performance of the modeling fit. The reason for creating the test data set is that at times the
validation data set might generate inaccurate results. Therefore, a test data set might be created in providing an
unbiased assessment of the accuracy of the statistical results. The purpose of the validation and test data sets is
to fit the model to new data in order to assess the generalization performance of the model. Again, the
drawback of the split sample procedure is that it is very inefficient with small or moderate sized samples. The
major drawback in creating the test data set for the split sample method is that the predictive model might
perform well for the validation data set, but there is no guarantee that the same predictive model will deliver
good generalization from the test data set that is not used during model training. In addition, another obvious
disadvantage in splitting the input data set into three separate parts is that it will reduce the amount of data that
would be allocated to the training and validation data sets. In statistical modeling, reducing the number of
observations for the model will result in degrading the fit to the model and reducing the ability to generalize.

It is important to point out that since the input data set is divided into separate data sets, it is critical that the
partitioned data sets accurately represent the distribution of the underlying input data set. As in our example, it
is important to preserve the ratio of the proportion of clients who either default on a loan or not in the
partitioned data sets. If the validation and test data sets are not a proper representation of the input data set,
then it will result in the validation statistics being invalid and the test data set producing inaccurate
generalization results. For categorically-valued target variables, in order to obtain a proper percentage of the
target class levels, you might have to adjust these percentages by specifying appropriate prior probabilities to
match the percentages of the target class levels of the underlying data set. These prior probabilities can be
specified from the target profile for the target variable.

Sampling Schemas

By default, the partitioned data sets are created from a simple random sample. The node creates a random
sample based on a random number generator that follows a uniform distribution between zero and one.
However, you may also specify either a stratified random sample or a user-defined sample. Again, a stratified
sample is recommended if the target variable is a discrete variable of rare events, to ensure you that there is an
adequate representation of each level of the entire data set, since a random sample will result in over-sampling
of the data. A user-defined sample is advantageous in time series modeling where you might want to partition
the input data set into separate data sets with the main objective of keeping the chronological order of the data
structure intact, that is, where each partitioned data set is based on a categorical variable of the separate class
levels that determines the partitioning of the input data set.

Data partitioning is discussed in greater detail in Hastie, Tibshirani, and Friedman (2001), Hand, Mannila. and
Smyth (2001), and Berry and Linoff (2004).
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Data tab

By default, the Data tab will first appear as you open the Data Partition node. The Data tab is designed to
display the name and description of the input data set to be partitioned, which usually created from the
previous Input Data Source noce. From the tab, select the Properties... button to display the creation date of
the active training data set, the number of rows and columns, and the number of deleted rows to the file from
the Information tab. Alternatively, select the Table View tab to display a table view of the input data set.

The Enterprise Miner is designed so that unique data set names are automatically assigned to each partitioned
data set. The naming convention for the partitioned data sets is such that the first three letters indicate either the
training data set with the first three prefixes of TRN, validation data set with the prefix of VAL, or test data set
with the prefix of TRT, along with some random alphanumeric characters, for example, TRNabcde, where
abcde are set by some random assignment. In other words, the data mining data set will consist of a maximum
of eight alphanumeric characters. However, this naming convention will change in future releases of SAS.

In Enterprise Miner, the naming conversion of the data mining data sets are randomly assigned, which will
result in several data mining data sets that will be created within the EMDATA folder. However, by creating a
new Enterprise Miner project, this will result in data mining data sets that are created within the currently
opened diagram that will be written to the EMDATA folder that is assigned to the newly created Enterprise
Miner project.

Note: The table view that displays the records of the partitioned data set must be closed in order to perform
updates, or recreate and redefine the source data set that is associated with the corresponding partitioned data
set.

Variables tab

The Variables tab is designed to display the variables in the input data set and the corresponding variable
attributes such as the variable model roles, level of measurement, variable type, format, and labels that are
assigned from the metadata sample. The variable attributes may be assigned in either the Input Data Source
node or the Data Set Attributes node. You can change the order of the listed variables of any column by
simply selecting the column heading and left-clicking the mouse button.

Partition tab

The Partition tab will allow you to specify the sampling schema, the allocation percentages, and initialize the
random seed generator to create the partitioned data sets within the node.

Partition I Stratification | User Defined I Output | Notes ]

Data ] Variables

_Method: -Percentages:
@ Simple Random Train: 40.%
" Stratified
" User Def ined Validation: 30 X
_Random Seed: Test: 30 %
Generate New Seed ] [ 12345 Total: 100 X

The Data Partition window is used to enter the allocation percentages in creating the partitioned data sets.
Sampling Methods

The sampling method to partition the input data set may be specified from Method section that is located in the
upper left-hand corner of the tab. The three separate sampling schemas may be specified from the Partition
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tab, that is, simple random sample, stratified sample or a user-defined sample. By default, the source data set is
partitioned by a simple random sample. The observations that are selected from the input data set are based on
a random number generator that follows a uniform distribution between the value of zero and one. As the node
is executed, a counter variable is created behind the scenes for each data set to regulate the correct number of
records to allocate to each partitioned data set that is determined by the allocation percentages.

The following are the sampling methods that may be specified within the Data Partition node:

¢ Simple Random (default): This is the default partitioning method. A simple random sample is the
most common sampling design; where each observation has an equal chance of being selected. The
input data set is randomly partitioned from the Data Partition node based on a random seed number
that follows a uniform distribution between zero and one.

o Stratified: This is a sampling technique that is used when the input data set is randomly partitioned
into stratified groups based on the class levels of the categorically-valued input variable. A random
stratified sample is a sampling design that partitions data into nonoverlapping groups or strata, then
selects a simple random sample within each group or stratum. Selecting this option will allow you to
view the following Stratification tab. Stratification may be performed by one or more categorically-
valued variables in the input data set.

o User-Defined: This sampling option will allow you to specify one and only one categorical variable
called a user-defined sample that defines the partitioning of the training, validation, and test data
sets. Selecting this option will allow you to view the User-Defined tab. The difference between
user-defined sampling and stratified sampling is that each data set that is created for the user-defined
sampling design is based on each class level of the categorically-valued partitioning variable for
which the data set is not randomly sampled. This method might be used in time series modeling
where you might want to partition the input data set into separate data sets and yet retain the
chronological order of the data set intact, as is required in time series modeling.

Generate New Seed

Since the various sampling schemas are based on a random sample of the source data set, the node will allow
vou to specify a random seed from the left-hand portion of the Partition tab, to initialize the randomized
sampling process. The default random seed is set at 12345. Specifying the same random seed will create the
same partitioned data sets. However, resorting the data will result in a different partition of the data. In
addition, if the random seed is set to zero, then the random seed generator is based on the computer’s clock at
run time. Since the node saves the value set to the random seed, it will allow you to replicate the same sample
by each successive execution of the node.

From the Partition tab, enter the allocation percentages to split the input data set into separate data sets called
roles, that is, a training data set, validation data set, and test data set. These percentages must add-up to 100%.
To save the various changes, simply close the Data Partition window.

Allocation Strategy

The Percentages section located on the right-hand side of the tab will allow you to specify the percentage of
observations allocated to the training, validation, and test data sets. The difficulty in the partitioning schema is
that there is no standard method as to the correct allocation percentages in partitioning the input data set. It is
under your discretion to choose the appropriate percentage of allocation to the partitioned data sets. By default,
the Data Partition node will automatically allocate 40% of the data to the training data set and 30% of the data
to both the validation and test data sets. However, it might not be a bad idea to specify separate allocation
percentages for each separate model fit. Typically, an allocation strategy is 75% of the data allocated to the
training data set and the other 25% set aside for the validation and test data sets, thereby allocating most of the
input data set to estimate the modeling parameter estimates from the training data set while at the same time
leaving enough of the data allocated to the validation data set to determine the smallest average validation error
to the split-sample procedure and the test data set in order to create unbiased estimates in evaluating the
accuracy of the prediction estimates. The node is designed in such a way that the user must specify allocation
percentages that must add up to 100% or the Data Partition window will remain open.
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schema used in partitioning each one of the data sets depends on both the amount of the available cases from
the input data set and the noise level in the underlying data set. Also, the amount ot data allocated to the
training data set depends on both the noise level in the target variable and the amount of complexity in the
predictive model that is used in trying to fit the underlying data set. It is also important to point out that there
must be more data points than the number of input variables in the model to avoid overfitting. In predictive
modeling, as a very conservative approach based on a noise-free distribution in the target values, it is

recommended that there be at least ten observations for each input variable in the model, and for classification

modeling there should be at least ten observations for each level of the categorically-valued input variable in

the predictive model.

Default Allocation Percentages

40% Training

The training data set is used for model! fitting.

30% Validation

The validation data set is used for assessment of the estimates in determining the
smallest average validation error and to prevent overfitting in the statistical
modeling design by fitting the model several times and selecting the most
appropriate modeling terms for the statistical model that generates the smallest
validation generalization error.

30% Test

The test data set is used at the end of the modeling fit in order to reduce the bias
by generating unbiased estimates and obtaining a final honest assessment in
evaluating the accuracy of the estimates since the data is entirely separate from the
data that is used in fitting the model in order to improve generalization. In other
words, the main objective of statistical modeling is to make predictions of the data
in which the target values are unknown. Therefore, the role of the test data set can
be thought as making predictions of the data with the target values that are not
exactly known, However, the drawback is that the target values in the test data set
are already known.

Note: The node is designed so that the Data Partition window will continue to stay open until you have
entered the correct allocation percentages, which must add up to 100%.

Stratification tab

The Stratification tab is designed to display the categorical variables that may be used as the stratification
variable to partition the input data set, where each class level of the categorically-valued variable will
automatically create a separate data set.

rEDmParliﬁon

Data | Variables | Partition

== =8 <)

Stratification | User Defined ] Dutput ] Notes ]

k1

REASON don't uf
JOB don't u

Format

hinary num BEST12.
nary char $7.
minal char §7.

Model Role
e

Set Status
Sort by Status

Subset by Status |
Find Status

Measurement

F

The Stratification tab used in specifying the categorically-valued variables to perform the partitioning.
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The Stratification tab can only be viewed if stratified sampling is specified from the previous Partition tab.
Stratified sampling may be performed by assuming that there exist categorically-valued input variables in the
data set. The categorically-valued stratification variable must have a model role of input or group to perform
the partitioning. The Stratification tab is identical to the previously displayed Variables tab, with the
exception that only categorically-valued variables are displayed. Also, the tab has an added Status column to
specify the categorically-valued variable to perform the stratification. By default, all the variables in the input
data set are automatically set to a variable status of don’t use. Simply select the Status cell to assign the
selected variable to use, as illustrated in the previous diagram, to select the categorically-valued variable that
creates the stratified groups. Again, it is important that there are an adequate number of observations in each
class level of the stratified categorically-valued variable to better meet the distributional assumptions that are
required in the test statistics and achieve more accurate estimates in the analysis.

User Defined tab

The User Defined tab is made available for viewing within the Data Partition node once you have selected
the user-defined partitioning method from the Partition tab. The node displays the Partition variable field to
select the categorically-valued variable that will perform the partitioning of the input data set. Each data set is
created by each unique discrete value from the categorically-valued partitioning variable. The categorically-
valued partitioning variable must have a model role of input or group to perform the partitioning. The
restriction is that the target variable cannot be selected as the partition variable to perform the user-defined
sample. The Partition Values section will allow you to specify the class level of each partitioned data set. The
Training display field will allow you to specify the class level to create the training data set, and the
Validation display field will allow you to specify the class level to create the validation data set. If you have
the luxury of a large amount of data in the input data set, then the Test display field will allow you to specify
the class level with which to create the test data set. From each display field, simply click the drop-down arrow
control button, then select the appropriate value from the drop-down list to set the partitioned values to create
each separate data set.

Data | U'Iablu; | Partition | Stratification Uw Def-lnnd. IDutput | Notes ]

Partition variable: |BAD ﬂ
Partition Values:
Training: [1 !I
Validation: [0 v
Test: [ !]

The User Deﬁﬁed tab to pém'rion the data set })ased on .fhe values of the user-defined variable.

Output tab

The Output tab is designed to display the partitioned data sets that are used in the subsequent modeling nodes
assuming the Data Partition node has been compiled and executed. From the tab, select the Properties...
button to view the file administrative information or browse the selected partitioned data set. Select the
Information tab to view the creation and last modified dates of the file and the number of fields of the
partitioned data mining DMDB data set. Alternatively, select the Table View tab to browse the table listing of
the selected partitioned data set.

Note: When browsing the partitioned data sets from the table view, the partitioned data sets must be closed in
order to perform updates, or recreate and redefine the observations in the corresponding data sets.

Notes tab

Enter notes or record any other information in the Data Partition node.
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Viewing the Data Partition Results

General Layout of the Results Browser within the Data Partition Node

e Table View tab
e Code tab

e Log tab

e Output tab

e Notes tab

Table View tab

The Table View tab will allow you to browse each one of the partitioned data sets that are created in order to
verify that the data partitioning routine was performed correctly by executing the node. The following
illustration displays the first few records from the training data set that is created by performing a simple
random sample of the HMEQ data set.

Table View: EMDATA.TANFIAQD | Code | Log | Output | Notes |

@ Training “Validation  Test

w]mmlmmuelvmlmlmlmlm]nmmlm|umjcun1nssnmp:-]
1 1 1100 25860 35025 Homelmp Other 105 D 54 366666667 1 L]
2 1 1500
3 0 1700 97800 112000 Homelmp Office 3 0 0 93331333333 0 "
4 1 1800 48643 57037 Homelmp Other 5 3 2 771 1 17
5 1 2000 20627 29600 Homelmp Office n 0 1 12253333333 1 8
3 1 2000 45000 55000 Homelmp Other 3 0 0 86.066666667 2 b,
7 0 2000 64535 87400 Mg 25 0 0 14713333333 0 2
[ 1 200 90357 102600 Homelmp Mgr 7 2 3 1229 1 2
9 1 2200 23030 13 imana
10 1 2300 2% 40150 Homelmp Other 45 0 [1] 546 1 16
n 0 2300 102370 120953 Homeimp Office 2 0 0 50992533467 0 13 315885032
12 1 2300 37626 46200 Homelmp Other 3 0 1 122 26666667 1 "
13 1 2400 28000 40800 Homelmp Mgr 12 0 0 672 2 2
14 1 2400 U863 47471 Homelmp Mgr 12 0 0 70491080032 1 21 382636007
15 (1] 2400 98445 117195 Homelmp Office 4 0 0 593.811774855 1]

13 29681827 »
1 of
The Table View tab that displays a table listing of the selected training data set from the HMEQ file.

Note: When browsing the partitioned data sets from the table view, the table listing must be closed in order to
perform updates, recreate, and redefine the observations in the selected data set.

Code tab

The Code tab will display the internal SAS training code that is compiled within the node to create the
partitioned data sets by the sampling technique that was selected. For random sampling, the input data
performs a simple random sample based on a random seed number that follows a uniform distribution. A
counter variable is automatically created for each partitioned data set to control the number of observations that
are assigned to each partitioned data set that is created. For stratified sampling, a random sample is performed
within each class level of the categorically-valued stratified variable. The code automatically creates a counter
variable within each class level of the categorically-valued stratification variable for each partitioned data set
that is created to control the number of observations that are assigned to each partitioned data set. For user-
defined sampling, the internal code will automatically generate a PROC SQL procedure for each partitioned
data set that is created by each class level that is specified for the partitioned data set from the user-detined,
categorically-valued variable.
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= =
| Toble View: EMDATA.TRNFIAQD Code | Log | Output | Notes |
@ Training  Soor ino
00001 Xlet seed - 12345; -
" 00002 data
00003 EMDATA . TRNF | AQO
00004 EMDATA . VAL IDB14
00005 EMDATA . TSTINFUV
00006 :
00007 drop _c00:
00008 _part-n-\:l
00009
00010 set EMDATA.VIEM_DUE;
00011 _partseed = rml(12345]
00012 If (5960 +1=_n_ )‘_pnrue-d <= (2384 - _c000001) then do;
L 00013 _c000001 + T;
00014 output EMDATA . TANF IAQ0 ;
00015 end;
00016 else
00017 if (5960 +1-_n_)* partseed <= (2384 - _c000001 + 1788 - _c000002) then dao;
00018 _c000002 + 1;
00019 output EMDATA.VUALIDBI4;
| 00020 end ;
[l 00021 u'l-u do;
N 00022 _c000003 + 1;
N 00023 Sutput EMDATA, TSTINFU;
- 00024 -nt.l.
i 00025
| 00026 *¥s END OF FILE wes -
J ;I 5

e = e e —=———m. =~ ey

| Table View: EMDATA.TANFIAGD Code | Log | Output | Motes |

& Training © Suor i

00001 proc freq data=-EMDATA .V IEW_OUE ; -
00002 format
! 00003 BAD BESTIZ.
\ 00004 H
00005 table
| 00006
o000V Sout=EMPRO . _FROJMVU( drop=percent ) ;
oo008 g
00009 proc sort data=EMPROJ . _FROJMVL
00010 by descending count;
[ o0l Fun g
| 00012 data EMPROJ. V( keepcount );
00013 =t
00014 where (.01 ¥ 50 * count) >= 3;
o015 o
00016 Xlet sead = 12345;
00017 data
00018 EMDATA . THNF | AGD
00019 EMDATA . VAL IDB14
Q0020 1
oo021 drop _c00:
Bo022 _par tseed
00023 H
00024 meat EMDATA.VIEW_OUE
00025 length _watl S$200;
00026 drop _Pforma
1 00027 _Prur-ti - wln( left{put(BAD ,BESTI12.)));
| 00028
00029 _Pformat! - "0
# 00030 then do;
00031 _partsesd = ranuni(12345);
00032 I (4771+1-_c000003)*_partsced <- (2386 - _c000001) then do;
00033 _c000001 + 1;
00034 output EMDATA . TRNF 1AQO0 ;
00035 end ;
00036 alse do:
00037 _c000002 + 1;
00038 output EMDATA.VALIDBI4;
00039 end ;
00040 _c000003+1;
00041 end;
00042 else if
00043 _Pformatl = "1°'
00044 then do;
1 00045 _partseed = ranuni(12345);
| 00046 if (1189+1=_c000006)*_partseed <= (595 - _c000004) then do;
00047 _c000004 + 1;
00048 output EMDATA . TRNF 1AQD ;
00049 end;
00050 else do;
00051 connoos + 1;
00052 output EMDATA.VAL IDB14;
00053 end;
i 00054 c000006+1 ;
00055 end ;
00056 un
00057 ®*% END OF FILE #w»= -
a |

The Code tab that dfsplays the internal SAS rrammg code that performs a strauf ed random
sample of the HMEQ input data set to create the partitioned data sets based on the binary-valued
stratification variable, BAD, by executing the node.
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Table View: EMDATA.TRNONMZJ Code | Log | Output | Notes |

(:Trainlm C Seor ing

00001 proc sql; -
00002 create view EMDATA.TRANONMZJ as select * from EMDATA.VIEW_RZA where

00003 trim(left(put(BAD,BESTI2.))) = '0°;

00004 quit;

00005 proc sql;

00006 create view EMDATA.VALORPH7 as select * from EMDATA.VIEW_RZA where

00007 trim(left(put(BAD,BESTI2.))) = "1°;

00008 quit;
00009 *x* END OF FILE *** G
i | o
The Code tab that displays the internal SAS training code that petj;orms a user-defined sample.
Log tab

The Log tab will allow you to view the compiled code that is executed once you run the node. The
corresponding programming code that is compiled is listed in the previous Code tab. The tab will allow you to
view any warning or error messages that might have occurred after you execute the Data Partition node.

Output tab

The Output tab is designed to display the file contents from the PROC CONTENTS procedure listing of each
partitioned SAS data set. The following illustration displays the contents listing of the training data set that is
created from the simple random sample. For stratified sampling, the procedure output listing will initially
display a frequency table listing to view the frequency counts at each class level of the stratified, categorically-
valued variable that created the partitioned data sets.

Table View: EMDATA.TRANF INGO | Code | Loy Dutput | Motes |

Tha SAS Bystem
The CONTENTS Procedurs

I

Data Set Name EMDATA . TANF |AQO Dbservat ions 2980
Member Type DATA Var iables 13
Eng ine vy I ndaxes o
Created Friday, June 01, 2007 03:52:54 PN Observation Length 104
Lazt Modified Friday, June 01, 2007 03:52:54 PH Deleted Dbservations 0
Protection Compressed ND
Data Set Type Borted NO
Label
Data Repr tion H _32
Encod ing wlatinl MHestern (Hindows)
Eng ine/Host Dependent Information

Data Bet Page Size 12288

Number of Data Set Pages 26

First Data Page 1

Max Obs per Page 17

Obs in First Data Page 96

Humber of Data Set Repairs ©0

File Name C:\Randal IsMdork\Data Mining

Book'\Samp le\ Sanp le\esdata’ trnf jago . sasThdat
Aelease Created 3.0101H3
Host Created HIN_PRO

Nliphabetic List of Variables and fttributes

- Var iable Type Len
1 BAD HNum 8
10 CLAGE N B
12 CLNOD Num B
13 DEBT INC Huum B8
9 DEL ING Num B
] DERODG Hum 8
6 JoB Char 7
2 LOAN Hum 8
a MORTDUE Hum 8
n NiINO Mo L]
5 REASON Char T
4 VALUE MNum a
T YoJ Hum a =

The Output tab that displays the data set contents procedure output listing of the training data set
Jrom the simple random sample.
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2.1 Distribution Explorer Node

2.1 Distribution Explorer Node

General Layout of the Enterprise Miner Distribution Explorer Node

e Data tab

e Variables tab
e X Axis tab

o Y Axis tab

e 7. Axis tab

e Notes tab

The purpose of the Distribution Explorer node in Enterprise Miner is designed to visualize the distribution in
the active training data set by producing multidimensional histograms. The node will generale either one, two,
or up to three-dimensional frequency bar charts from the metadata sample. By default, a one-dimensional
frequency bar chart is created that is identical to the Variable Histogram window that displays the standard
Enterpriser Miner frequency bar chart from the pop-up menu option within the Variables tab. For interval-
valued variables, the bars will be displayed by the values divided into separate intervals of equal length. For
categorically-valued variables, the bars will be displayed by each class level of the categorical variable. By
default, the multidimensional histograms are created from the metadata sample.

The node is an advanced visualization tool. The node creates 3-D plots with up to three separate variables that
can be plotted at a time based on the percentage, mean or sum. From the Variables tab, simply select the
variables to assign the correspending X, Y, and Z coordinates to the graphs. The node is designed to display a
histogram or a frequency bar chart of each variable in the graph. The histogram has the option of transforming
interval-valued variables into categorically-valued variables by specifying the number ot buckets. bins, or bars
for the chart. Cutoff values to the bar charts can be set for interval-valued variables. For interval-valued
variables that are plotted, descriptive statistics are created from the Output tab. For categorically-valued
variables, cross-tabulation statistics are created.

The basic idea of the node is that it will allow vou to graphically observe the distributional form of the
variables, visualize relationships between the variables, and observe any extreme values or missing values in
the data. The node is designed to gain a greater insight in visualizing the interrelationship between the
variables in the active training data set. Histograms or frequency charts provide the simplest way of displaying
the location, spread, and shape of the distribution based on the range of values in the variable. The frequency
charts are designed to view the distribution of the values, such as viewing the spread or variability in the
variable and observing whether the range of values are concentrated about its mean or whether the variable has
a symimetrical, skewed, multimodal, or unimodal distribution. In other words. if the variable displays an
approximately bell-shaped distribution, you may then assume that the variable is normally distributed about its
mean, which is extremely important in various statistical modeling assumptions and statistical hypothesis
testing. There are two important reasons for the frequency plots. First. it is important to determine the shape of
the distribution of the variable. For example, if the variable displays a bimodal distribution. that is. two peaks,
then it might suggest that the observations will be normally distributed among two separate groups or
populations. Second. many of the statistical tests in addition to the following nodes and corresponding analysis
in Enterprise Miner are based on the normality assumption with regard to the distribution of the variables in the
analysis. If the variables do not tollow a normal distribution, then transtormations of the variables might be
considered. The reason why it is so important to first view the distribution of each variable in Enterprise Miner
is that typically the variables are measured in different units — dollars, pounds. and so on. [t is important that
the variables in the analysis follow the same range of values since many of the following nodes apply the sum-
of-squares distance function in the corresponding analysis. In other words. the variables that have a wide range
of values will tend to have a great deal of influence to the results.

As a preliminary step in data mining analysis, you might want to first observe the distribution of cach variable
in the data set. The next step might be to observe the bivariate relationship between two separate variables and.
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finally, constructing the multidimensional charts to visualize the distribution and the relationship between the
three separate variables. The reason that up to three-dimensional frequency bars are displayed within the node
is that the human eye can only visualize up to three-dimensional plots at one time. The advantage to
constructing frequency bars of two or three variables at a time is that it might reveal multivariate outliers that
would otherwise be unnoticed using the standard frequency bar when viewing one variable only. Since the
human eye can only visualize up to three-dimensional plots at one time, principal components analysis might
be considered. Principal components analysis is designed to consolidate a majority of the variability in the data
into usually at most two separate variables or principal components. In the analysis, each principal component
is a linear combination of every input variable in the model, where these same components can be plotted in
order to observe multivariate outliers in the data.

For categorical variables, you may specify separate levels from the chart. For interval-valued variables, you
may specify a separate range of values. The node is designed to exclude certain class levels from the chart
based on the categorically-valued variable. For interval-valued variables, you can set a certain range of values
to remove from the analysis. The node is also designed to create several cross-tabulation reports and summary
statistical listings based on the specified categorically-valued or interval-valued axes variables from the active
training data set.

In statistical modeling, it is not a bad idea to construct various bars charts of the residuals in addition to the
modeling terms in order to view any outlying data points that will have a profound effect to the final results.
These outlying data points will be located at either end of the bar chart. The bar charts are also important to use
in order to visualize normality in the data, which is one of the modeling assumptions that must be satisfied.
Also, the error terms must be reasonably normally distributed or have an approximately bell-shaped
distribution with a symmetric distribution about its mean of zero. The importance of the error terms in the
model having a normal distribution is that the statistical tests used to determine the significance of the effects
in the model assumes that the interval target values are normally distributed around its mean. In statistical
modeling, a residual is the difference between the observed target value, and the predicted target value where
the sum of the residual values equal zero. In analysis of variance, with an interval-valued target variable and
one or more categorically-valued input variables, it is important that the target values is approximately normal
with equal variability within each group of the categorical input variables in the analysis. Normality can be
verified by examining the frequency plot for each group. If the assumptions are not satisfied, then it will result
in making invalid inferences to the analysis. In multivariate analysis, it is important that the variables in the
analysis are multivariate normally distributed in order to avoid bias and misleading results. This means that not
only the variables in the analysis are normally distributed, but also their joint distribution should be normal as
well. That is, each pair of variables in the analysis are normally distributed with each other. This can be
observed from the bivariate bar charts.

In logistic regression modeling, it is important to avoid both complete and quasi-complete separation that will
result in undefined parameter estimates in the model. Quasi-complete separation occurs when none of the
observations falls within any one of the class levels of the input variable in the model and the class levels of the
target variable that you want to predict. This can be observed from the two-dimensional bar chart displaying
any bar within any one of the separate class levels of the input variable and target variable in the classification
model.

In decision tree modeling, it is important that there be a balance between the separate class levels of the
variables in the model. This is because the model will do better at distinguishing between the separate class
levels of equal size when performing the exhaustive split searching routine. In addition, it is important to
observe large discrepancies in the frequency counts between the training and validation data sets within each
leaf of the tree that might indicate instability and bad generalization to the decision tree model. A remedy
would be to remove these splits from the model, which will result in a smaller number of leaves. Therefore, it
is important to view the distribution between the target variable and the input variables in the model. The bar
chart, might give you an indication of where to best split the range of values or class levels in the input
variable. This can be achieved by observing break points in which there are significant changes in the
distribution of the target values across the range of values of the input splitting variable. In the analysis. it is
important that you select the range of values in the input variable in which most of the data resides in order to
achieve consistency and stability in the decision tree estimates.
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In discriminant analysis, it is critical to observe both normality and equal variability within each class level of
the categorically-valued target variable that you wish to classify from the range of values of the interval-valued
input variables in the analysis. If the variability assumption is violated, then this will result in making incorrect
inferences with regard to the group differences. In addition, the multivariate tests that are designed to
determine equal variability across the separate categories depends on normality in the data within each class
level of the target variable.

In cluster analysis, bar charts are helpful to both identify and profile the various cluster groupings, that is,
constructing separate bar charts for each input variable in the analysis to distinguish between the various
clusters in determining both the similarities and the differences between the clusters. In addition, it is important
to distinguish between the various characteristics of the separate clusters that are created. For example,
identifying the various characteristics from the clusters, where the first cluster consist of younger people with
higher incomes, the second cluster that consist of older people with lower incomes, and so on. Since the node
can create bar charts of up to three separate variables, the analysis can be performed by identifying the
characteristics of each cluster grouping by stratifying the analysis by using an additional grouping variable.

In interactive grouping analysis. the input variables are transformed into numerous categories in order to create
the most optimum groupings in the input variables in the analysis based on a binary-valued target variable. The
optimum groupings are determined by certain grouping criterion statistics that are defined by the ratio or log
difference between the two separate proportions of the target variable. Therefore, it is important to construct
various bar charts to observe normality in the input variables. but also normality in the input variables within
each of the two separate groups of the binary-valued target variable, since the outlying data points will result in
the interactive grouping results creating their own separate groupings.

The various graphical techniques are discussed in Friendly (1991), and Carpenter and Shipp (2004).

Data tab

The Data tab is designed to select the input data set to create the various graphs. The tab displays the selected
file administrative information and a table view of the data set. Press the Select... button that will open the
Imports Map window to select an entirely different active training data set that is connected to the node
within the process flow diagram.

Data | Variables | X Axis | ¥ Axis | Z Axis | Notes |

Data set: EMDATA.VIEW_19J Select... | Properties...|

Descr iption: SAMPSI10.HMEQ |

¥ Use Meta Sample

The Dam. tab is rfséd to view the input dafa set and sample the entire sa:rs;rpk for rhé graphs.

¢ Use Meta Sample: By default, this option is checked. The corresponding bar charts are
automatically created from the metadata sample. However, clearing the check box will result in
Enterprise Miner using the entire input data set to create the corresponding bar charts.

Variables tab

The node is designed so that the Variables tab will appear when you open the Distribution Explorer node.
The tab will allow you to view the various properties of the listed variables in the active training data set. If the
previously assigned model roles or measurement levels are incorrect, then they cannot be corrected within the
node. Therefore, you must go back to the Input Data Source node to make the appropriate corrections. The
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Variables tab is designed for you to select the variables for the three X, Y and Z axes variables that create the
bar charts and reports. From the tab, up to three separate variables can be selected for the three-dimensional bar
charts from the metadata sample. Since the human eye can only view the charts in up to three-dimensions, the
node is limited to three separate variables. Although, the Distribution Explorer node is capable of creating a
bar chart from three separate variables, you may also elect to create a univariate bar chart based on a single
axis variable or a bivariate bar chart based on two separate axis variables.

The tab will also allow you to view the standard Enterprise Miner histogram from the selected variable listed
within the tab. Select any one of the listed variables, then right-click the mouse to select the View Distribution
of <variable name> pop-up menu item. The Variable Histogram window will appear with the corresponding
frequency bar chart of the selected variable from the metadata sample.

File Edit Tools Window

v | | B@ % xR DOMEDP T
L. Distribution Explorer aa = oy =
Data Varisbles | X Axizs | ¥ Axis | 2 axiz | Notes |
M Chart Only ‘
Neae: | fxis | Status | Model Aole | Heasurement | Type | Informat | |
BAD don't use target binary num 12,
LOAN don't use Input interval num 12.
MOATOUE X use input interval o 12.
VAL LE ¥ ume input interval um iz.
REASON don't use input b inary char s7.
Joa don't use input nom inal char 87.
You don't use input interval i ne.
DERDG don’'t use Input interval num 12z.
DEL ING don't use input Interval num 2.
CLAGE don't use input interval o 12,
NING don't use input Iinterval num 12.
CLNOD don't use input interval L) 12.
poseThel = = _ -} bden taae Jpgit __interval __own 12|
Set Axns
Son by Axs
Subset by Axis
Find Axis
View Dutribution of DEBTINC
-l
< | of

The Variables tab is designed to select the variables for each axis of the three-dimensional bar chart.

Setting the Axes Variables

The Axis column will allow you to specify the variables to the frequency bar chart. Simply scroll the mouse
over to the Axis column, then right-click the mouse and select the first pop-up menu item of Set Axis. A
second pop-up menu will appear for you to either clear the axis specification or set the variable as the X, Y, or
Z axis. The Y axis will always represent the vertical axis, the X axis represents the horizontal axis and the Z-
axis will also represent the horizontal axis. The restriction is that the X and Y axis variables must exist in order
to specify the Z axis variable for the chart. Specifying the variable selected to the X, Y, or Z axis setting will
change the status variable attribute setting from the Status column to use with the corresponding Y Axis and Z
Axis tab undimmed and available for viewing the corresponding one-dimensional bar charts. By default, the
one-dimensional bar chart is automatically created based on the target variable in the data set with a variable
status of use. However, if there is no target variable in the data mining data set, then the first variable listed
with a variable role other than freq will be the default variable selected for the bar chart. By default, the X
Axis tab is undimmed and available for you to view the one-dimensional frequency bar chart, whereas the Y
Axis and Z Axis tabs are grayed-out and unavailable for viewing.

Specifying the Statistical Listing

By defauit, the Chart Only check box is selected, indicating to you that once the node is executed, then only
the charts will be created. However, clearing the check box will instruct the node to create cross-tabulation
reports and classification tables from all the categorical variables and calculate descriptive statistics from all
the continuous variables with a variable attribute status of use. From the Results Browser, assuming that the
axes variables are all interval-valued variables. the PROC MEANS procedure listing will be displayed within
the Qutput tab. For a single categorical axes variable, the PROC MEANS procedure listing will be displayed
by each class level. Cross-tabulation reports will be automatically created from all the categorically-valued
axes variables in the chart.
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X Axis tab

%5 e i P T AT .

Data | Variables X fxis | Y fAxis | 2 axis | Notes |

Nusber of Bins:[16 ¥| Bound: [MAX ¥|  value: [  276724.50217|

MIN MAX
Pergpntage | ]
kL
30 4

53834 875 10322275 152610625 2019985 251386375 = 30077425 350162125 399550
291409375 785288125 1279166875 177304 5625 226692 4375 2760803125 3254681875 374856 0625
MORTDUE

The X Axis tab displays the frequency bar chart of debt-to-income ratio from the HMEQ data set.

The X Axis tab will open the Variable Histogram window that will display the standard univariate trequency
bar chart that is displayed in many of the other Enterprise Miner nodes within the Variables tab. The chart
displays the frequency percentages from the interval-valued variables divided into separate intervals of equal
length, where each bar is located at the midpoint of each separate interval. By default, 16 separate intervals or
bars are displayed. However, you may specify the number of intervals or bars to view from the value entered
within the Number of Bins entry field. A pop-up menu option will appear for you to enter 2, 4, 8, 16,32, 64 or
up to 128 bars. In the previously displayed bar chart, the red bars represent high values, orange bars represent
intermediate values, and yellow bars represent low values. In addition, the reason that the bar chart creates a
wide range of values along the horizontal axis is that there are a small number of outlying data points in the
variable where there are small yellow bars that are displayed at the upper end of the horizontal axis that is very
difficult to view from the previous illustration. For categorically-valued variables, the X Axis tab will allow
you to view the frequency distribution across the separate class levels.

Adjusting the Axes Boundaries

The node will allow you to set the range of values to the interval-valued axes variables that will be displayed in
the following bar chart from the Result Browser. Restricting the range of values ot the axes variable can only
be applied to interval-valued variables in the active training data set. To set the upper limit to the interval-
valued variable, select the Bound drop-list arrow, and select the MAX option, then simply enter the
appropriate value from the Value entry field. To set the lower limit to the variable, select the Bound drop-list
arrow, then select the MIN option to enter the appropriate value from the Value entry field. Otherwise, select
the sliders or the black boxes called the houndury boxes, which are located on either vertical axis. then hold
down the left button on your mouse to scroll across the X axis to set the range of values for the axes variable.
The Value entry field is synchronized with the slider that displays the corresponding values by scrolling the
slider across the range of values from the axis. Therefore, setting the predetermined minimum and maximum
values to the axis variable will be reflected in the corresponding charts that are created from the Result
Browser.

The Y Axis and Z Axis tabs will not be displayed since the tabs are similar to the previous X Axis tab. The
only difference in the tabs is that the bar charts are based on the range of values of the selected Y and Z axis
variables.

Run the Distribution Explorer node to generate the following multidimensional bar charts.
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Viewing the Distribution Explorer Results

General Layout of the Results Browser within the Distribution Explorer Node

¢ Chart tab
e Code tab

¢ Log tab

e Qutput tab
e Notes tab

Chart tab

The following chart is based on the axis variables selected from the tab. Also, the axis values for the 3-D bar
chart are based on the range of values specified for each axis variable from the tab.

Distribution Explores

=i File Edit [View| Window - oix

o I— Rimension... *in?e AP ST
Chart | G Pespricire . - |
Ayes Statustics L
? VALUE
Type of Bar Coloring 3 >

1 - ” A
reyy 4178 12429 182680 241ad$s 1890
123058

43895747599 |

The 3-D bar chart is used to visualize the relationship between the three separate axis variables.

From the Result Distribution Explorer window, the various menu options are designed to change the
appearance of the frequency bar chart:

o View > Dimension > Drill Up: The Dimension option will then display the Drill Up window that
will allow you to increase the number of variables for the chart. However, the Dimension menu option
is disabled with only one axis variable in the chart.

e View > Dimension > Drill Down: The Dimension option will then display the Drill Down window
that will allow you to decrease the number of variables for the chart.

Note that both dimension options are related to each other. In other words, either option is available in
order to add or remove the axes variables from the currently displayed frequency bar chart. By defauls,
the Drill Down option will be available that will allow you to reduce the selected variables from the
current chart. Conversely, select the Drill Up option to instruct the node to restore the axis variables
back to the multidimensional chart.

o Perceptive > 2D View: The Perceptive option sets the mode in viewing the charts to a two-
‘dimensional frequency chart. When there are two separate axis variables in the chart, then the chart
will display the top of each bar where you must rely on the color coding schema to determine the size
of each bar. This option is not available with three separate axes variables in the chart.
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e Perceptive > 3D View (default): The Perceptive option sets the mode in viewing the charts to a three-
dimensional frequency chart.

o Perceptive > 3D Depth View: The Perceptive option will display an overhead or aerial view of the
three-dimensional frequency chart that is designed to make it easier to view the hard-to-see bars that
maybe buried among the larger bars.

e Axes Statistics > Response Axis > Frequency: The Axes Statistic option will allow vou to display
the frequency values of the corresponding variable within each interval for continuous variables or
each group level for categorically-valued variables in the chart.

o Axes Statistics > Response Axis > Percentage (default): The Axes Statistic option will allow you to
display the frequency percentage of the corresponding variable within each interval for continuous
variables or each group level for categorically-valued variables in the chart.

e Sort Axes > Data Order: The Sort Axis menu options are only available for categorically-valued axis
variables in the chart. This option sorts the axis values in the original order that is displayed in the
data.

o Sort Axes > Format > Sort (default): The values across the axis are based on the formatted values
assigned to the categorically-valued axis variable in the chart.

e Sort Axes > Sort > Format: The values across the axis are based on the raw values of the
categorically-valued axis variable, then applying the assigned formats.

e Type of Bar Coloring > Top: Changes the coloring settings to the top of the displayed bars.
e Type of Bar Coloring > All (default): Changes the coloring settings to the displayed bars.

Code tab

The Code tab is designed to display the internal SEMMA training program to the node that generates the listed
output in the Output tab. Again. if all the axis variables of the chart are categorical, then the Code tab will
display the listed code based on the execution of the PROC SQL procedure to extract the data. In addition, if
the Chart Only option is not selected from the Variables tab, then the code will display the PROC FREQ
procedure that will generate up to a three-dimensional frequency table listing of the categorical axes variables.
However, if there are any interval-valued axes variables to the chart, then the PROC MEANS procedure is
automatically applied. The PROC MEANS procedure will produce the descriptive statistics based on the range
of values of the interval-valued variable by each class level of the categorically-vaiued axis variable. If the axis
variables are all interval-valued responses, then the PROC MEANS procedure listing will display the
descriptive statistics for each interval-valued axis variable to the chart. This is illustrated in the following
diagram. The Qutput tab will not be illustrated since it simply lists the procedure output listing from either the
PROC FREQ or PROC MEANS procedures.

Code | Log | Output | Notes |

# Training  Scor g

00001 data EMPROJ.DSMPJRGW/ view =EMPROJ.DSMPJRGH ; w
00002 set EMPROJ.SMP_VITF (keep =
¢ | 00003 MORTDUE
; 00004 VALUE
© | 00005 DEBT INC
00006 »n
00007 if 4447 <= MORTDUE <= 276724.502173913 ;
00008 run;
00009 options formchar= '|-=-=]#]-==s=|-/\»";
00010 proc means data = EMPROJ.DSMPJRGM ;
00011 var MORTDUE VALUE DEBTINC;
00012 run;
00013 options formchar= "|— HH Y +=|=/\¢o"; !
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a 2.2 Multiplot Node

General Layout of the Enterprise Miner Multiplot Node

e Data tab

e Variables tab
¢ Qutput tab

e Notes tab

The purpose of the Multiplot node in Enterprise Miner is that it will allow you to graphically view the
univariate or bivariate distribution of the variables in the active training data set. The node is designed to create
bar charts, stacked bar charts, and scatter plots. The plots are designed to determine the statistical distribution
in the variables and to discover outliers, and determine trends and patterns in the input data set. The Multiplot
node creates both bar charts and scatter plots for the variables in the active training data set. By default, the
node is designed to create only bar charts. However, scatter plots can be generated in order to view the
functional relationship between the target variable and each input variable in the data set. The assortment of
charts and graphs can be viewed from the automated slide show that will automatically scroll through each
graph that is created. From the slide show, the node will allow you to quickly view outliers and normality in
each input variable in the predictive model and also determine the functional relationship between each input
variable and the target variable you want to predict. The node will allow you to manage the charts and graphs
that are created by preventing certain charts and graphs from being displayed from the built-in slide show.

Bar Charts

By default, bar charts are generated from the node. In predictive modeling, the slide show that is generated
from the node will allow you to view both outliers and normality in the variables in the statistical model. Bar
charts are designed to display the distribution of each variable separately by partitioning the interval-valued
variable into separate intervals of equal length or to view the distribution of the separate class levels of the
categorically-valued variable. The bar chart or histogram is designed to view the distributional form of the
selected variable. The bar chart is constructed when the length of the rectangular bars are positioned in the
center of the midpoint of each interval for continuous variables. The purpose of the frequency plot is to display
either the specific values or a range of values that are most frequent, whether the range of values are
concentrated about its mean, whether the distribution is symmetrical or skewed, and whether the distribution is
multimodal or unimodal. The bar chart provides the simplest display for viewing the shape of the univariate
distribution across the range of values of the variable. Basically, the number of intervals or the number of
categories of the variable and the location of the class intervals determines the shape of the bar chart. The
drawback to the histograms is that they can be misleading based on a small sample size with the different
diagrams created from a wide variety of values and several choices for each end of the intervals. However, for
large samples the diagram will display the distribution of the variable. Assuming that the sample size is
sufficiently large and there exist several class levels or small intervals within each class level that forms a bell-
shaped distribution, then the bar chart can be approximated by a normal distribution. The bar charts listed
helow are used to either display frequency counts or frequency percentages in the data.

I'he possible bar charts that are created within the Multiplot node are the following:

e Bar chart of each input or target variable
e Bar chart of each input variable across each class level of the target variable
e Bar chart of each input variable grouped by each interval-valued target variable

Stacked Bar Charts

i.ine plots are far better for presenting the data than bar charts. This is particularly true in comparison to
stacked bar charts. Stacked bar charts are bivariate bar charts. In stacked bar charts, each bar in the frequency
bar chart represents a certain level of the categorical variable and each bar in the stacked bar chart represents a
certain class level of an additional categorical variable. The advantage of the stacked bar charts is that these
charts will allow you to view the relationship between two separate categorically-valued variables by viewing
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the range of values of the interval-valued variable or the various class levels of a categorically-valued variable
within each class level of the categorically-valued variable that will ailow you to view the differences within
the groups by scanning across the vertical bars. The shacked bar charts are very good for visualizing the
proportionality between the first grouping that is represented by the bars positioned in the bottom stack.
However, the major drawback in interpreting the tiered bar chart is viewing the proportionality between each
bar that is positioned above the bottom tier. Also, the limitation of the bar charts is that it is harder to visualize
the relationship or interaction between the variables in the data in comparison to line plots.

Scatter Plots

The node is designed to create scatter plots based on the target variable in the active training data set. In
predictive modeling, the slide show that is created from the node will allow you to view the functional
relationship between the target variable and each input variable in the statistical model. Scatter plots are
designed to observe the distributional relationship between two or three separate variables. The most common
way 1o visualize the relationship between two or three separate interval-valued variables is by constructing
scatter plots. Scatter plots are typically applied to continuous variables. However. scatter plots may be drawn
for all kinds of variables. At times, scatter plots in data mining might not be that usetul since the data set can
potentially consist of an enormous amount of data. The plot could potentially display a huge cloud of points
that might not be that informative. Therefore, contour plots might be constructed. The bivariate plot is also
useful in observing bivariate normality, spotting outliers, determining various groupings or showing
intercorrelation and trends between two variables at a time.

In cluster analysis, it is important to determine the appropriate number of clusters. Therefore, one of the first
steps to the analysis is constructing scatter plots that will provide you with the ability in hopefully viewing a
clear separation in the various cluster groupings that exists between two separate interval-valued variables that
is defined by the categorically-valued variable that formulates the various cluster groupings.

Scatter plots are designed to display either linear or curvature relationships between the two separate variables.
For linear statistical modeling designs, appropriate data transformations might be applied in order to achieve
linearity between both variables. In regression modeling, correlation analysis is often applied to examine the
linear relationship between two separate interval-valued variables in order to determine the degree ol linearity
between the variables. However, before performing correlation analysis, it is recommended to construct scatter
plots in order to view the functional relationship between both variables. For example, a strong curvature
relationship might exist between both variables with a correlation statistic close to zero or outlying data points
might influence high correlation that is far beyond the rest of the other data points. Scatter plots provide a
diagnostic tool enabling vou to determine if your predictive model is an adequate fit to the data in determining
both the mathematical form between the input variables and the target variable that you want to predict and the
various statistical modeling assumptions that must be satisfied in the model. The scatter plot of the residuals
and the predicted values is typically used in determining uniform random variability and nonlinearity in the
multiple linear regression model. Scatter plots will allow you to view both trend and variability between one
variable across the increasing values of the second variable in the plot. One assumption we must check n
traditional regression modeling is that the error terms are chronologically independent or uncorrelated to one
another over time. In other words, scatter plots must be constructed to verity that the error terms are randomliy
distributed, centered about zero across the fitled values, all the input variables in the model. and over time.
Since we must have independence in the data, therefore a counter or time identificr variable is used to keep
track of the chronological order in the data by checking for cyclical patterns in the residuals against the
identifier variable over time {rom the plot. If the independence assumption is not valid, the error terms are said
to be nonnormal or the error terms are autocorrelated with one another over time. I the error terms display a
cyclical pattern over time, then it may be due to one of two reasons. Either the incorrect functional form has
been applied to the model or there exist a high degree of correlation between successive error terms over time.
In time series modeling, it is important to first check for stationarity in the data by constructing scatter plots of
the target values across time. In time series modeling in predicting the current target values as a function of its
past values, the data must be stationary. If the time series scatter plot display a unitform fluctuating behavior
with any increasing or decreasing trend over time, then the time series model can be determined.

In statistical modeling, scatter plots or line plots arc used to determine interaction effects between the response
variable and two separate input variables in the model. In other words, at times, interaction effects can increase
the accuracy in the prediction estimates, however the drawback is that it will make it much harder to interpret



66  Chapter 2 Explore Nodes

the linear relationship between the target variable and the input variables involved in the interaction. Scatter
plots or line plots can be used in detecting interacting effects in the statistical model. If there is no interaction
between both variables, then each line will be relatively parallel to each other. Assuming that interaction is not
present in the statistical model, then it is also important in detecting confounding in the statistical model.
Confounding is present in the model when the primary input variable might not explain the variability in the
target variable without the existence of an additional confounding input variable in the model.

In logistic regression modeling, one of the first steps is constructing several scatter plots to visually observe the
linear relationship between the estimated logits of the target variable and each input variable in the model.
Similar to linear regression modeling, it is assumed that there is a linear relationship between the target
variable and each input variable in the logistic regression model. In classification modeling, once the model
has been fitted, it is important to evaluate the accuracy in the logistic regression model and identifying outlying
data points where certain observations fit the model poorly by constructing a scatter plot of the residual values
across the estimated probabilities. The accuracy of the model can be determined by overlying a smooth curve
between the calculated residuals across the estimated probabilities of the target class levels. The accuracy of
the logistic regression model can be determined when the smooth curve does not display a trend across the
estimated probabilities with a slope of approximately zero that also crosses the intercept of the residuals at
approximately zero. In addition, it is important to determine which observations have a great deal of influence
in the final estimated probabilities by constructing various scatter plots of the diagnostic statistics across the
estimated probabilities. The diagnostic scatter plots are designed to observe outlying data points that are well
separated from the other data points. When you are modeling ordinal-valued target variables, it is important
that the “proportional odds assumption™ is satisfied. The assumption can be visually satisfied by constructing
several scatter plots to observe that there is no overlap in the cumulative estimated probabilities at each target
class level across each input variable in the classification model.

The possible scatter plots that are created within the Multiplot node:
e Scatter plot of each interval-valued input variable across the interval-valued target variable
o Scatter plot of each categorically-valued input variable against the interval-valued target variable

The various graphical techniques are discussed in Friendly (1991), Carpenter and Shipp (2004).
Data tab

The Data tab is designed to select the active training data set in order to create the various plots and graphs
within the node. Furthermore, the tab will allow you to select a subset of the active training data set. The tab is
also designed for you to view the selected training data set. Press the Select... button to view the data sets that
are available within the process flow diagram. By default, the Validation and Test radio buttons will be
dimmed and unavailable for selection, assuming that a validation or test data sets are not created within the
process flow. The tab has the same appearance and functionality as the previously displayed Data tab.
Therefore, the tab will not be displayed.

From the Imports Map window, the tab will allow you to select an entirely different active training data set
that is used in producing the various graphs within the node. The listed data sets within the window are based
on the various data sets that have been created from previous nodes that are connected to the Multiplot node.
The Imports Map window will provide you with a browsable interface for you to select your favorite data set.

By default, Use samples of data is unchecked. However, selecting the Use samples of data check box will
allow you to select a subset of the active training data set. This will result in the node performing a random
sample of the active training data set. The Sampling options window will be displayed for you to select the
number of observations and the random seed for the random sample.

Number of rows: | 2000
Random seed: [ 12345 Generate I
oK I Cancel I

PR e it

The Sampling options window is used to select the number of records and random seed for the sample.
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Variables tab

When the Multiplot node is opened, the Variables tab will first appear. The Variables tab will allow you to
define the variables for the bar charts and scatter plots. You may also view the frequency distribution of each
variable in the data mining data set. By default, all the variables are plotted with a variable attribute status of
use. To prevent the variables from being plotted, simply select the corresponding variable rows and scroll over
to the Status column, then right-click the mouse and select the Set Status pop-up menu item to select the
variable status of don’t use. All variables with a variable role of rejected are automatically set to a variable
status of don’t use and are excluded from the following plots. As opposed to many of the following modeling
nodes, the Multiplot node will allow you to specify any number of target variables within the node in order to
view the distribution between all other input variables in the active training data set.

File Edit Tools Window
| B IR R
WS Hame [ Saw ] Modsl Role | Messrement [ Twe | Fomat | Laba |
BAD use target binary um BEST12
LOAN use rput interval um BEST12
MORTDUE use rout interval um BESTI2
VALUE use nput rterval um BEST12
REASON use o bnary char $7.
JoB s nput nominal char 7
Yo use input interval num BEST12 ‘
DEROG use input irterval um BEST12
DELING use input interval num BEST12
ICLAGE use input interval rum BESTI2
NING use input interval um BESTI2
CLND use Inpul interval num BEST12
Set Status
Sort by Status
Subset by Status
Find Status
View Dustribution of DEBTINC |
« J L]

The Variables tab is used to specify the variables for the scatter plots and bar charts.
To view the various option settings for the bar charts and scatter plots, select the Tools > Settings main menu

options or select the keyhole Settings A,toolbar icon that is located on the Tools Bar menu. The following
Multiplot Settings window will then appear for you to specify the various option settings for the bar charts
and scatter plots. You may also select the default font type for the graphs and plots.

The following are all of the possible bar charts and scatter plots that can be created within the node that
depends on the existence of the target variable in the data set or not.

Target Variable Charts Description

| No Target Variable Univariate bar charts Bar charts are created for each variable with a
variable role of input.

Target Variable Bivariate bar charts Bar charts are created for each target variable
across the midpoint of each interval-valued or the
class level of each categorically-valued input
variable with a variable role of input.

Scatter plot Scatter plots are created for each target variable
against each input variable with a variable role of
input and a variable attribute status of use.
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Bar charts tab

The Bar charts tab is designed for you to specify the various configuration settings for the bar charts.

Bar charts Scatter plots ] Fonts ‘
Numer ic variable threshold: ﬁ
Orientation: @ Vertical " Hor izontal
Statistic: * Frequency ( Percent
Show values: * Yes " No
Include missing values:  Yes " No
Class target charts: * Yes " No
Interval target charts: “*Mean ¢ Sum ( None
Univariate Histograms: “Yes ( No

Setting the various configuration settings to the bar charts that are automatically displayed.

The following are the various configuration settings for the bar charts within the Bar charts tab:

Numeric variable threshold: This option is design to determine if binning will be applied to the
bar chart. Specifying a numerical threshold value less than the number of unique levels of the
variable displayed on the x-axis will cause binning to be performed with the midpoints being
displayed instead of the actual levels. Otherwise, if a threshold value greater than the number of
levels is specified, then binning will not be applied. The default is a threshold value of 20. For
example, this will result in an interval-valued variable or a categorically-valued variable with more
than 20 unique class levels collapsed into 20 separate levels. In other words, 20 separate bars that
will be displayed within the chart.

Orientation: This option sets the orientation of the bar chart to either a vertical or horizontal
orientation. The default is a vertical orientation.

Statistic: This option sets the frequency value or percentage to the vertical axis of the bar chart. By
default, the charts are displayed by the frequency counts.

Show values: By default, each bar displays the corresponding statistical values that are displayed at
the top of each bar. Otherwise, select the No radio button to prevent the values from being displayed
on the top of each bar that is created.

Include missing values: This option treats missing values as a separate category. By selecting this
option, then an additional bar will be created that will represent missing values in the variable.

Class target charts: This option creates frequency bar charts for each class level of the
categorically-valued target variable.

Interval target charts: This option creates a bar chart at each interval of the interval-valued target
variable by either the Mean, Sum, or None. None will display the frequency counts.

Univariate Histograms: This option is designed to create a separate bar chart for each variable with
a variable status of use. The Variable Histogram window will appear that displays the standard
univariate frequency bar chart. By default, both the standard univariate histogram and stacked bar
charts are created. However, selecting the No radio button will create only stacked bar charts based
on a target variable with two or more levels. The stack bar charts are based on the class levels of the
categorically-valued target variable in the input data set.
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Scatter plots tab

The Scatter plot tab is designed to specify the various option settings for the scatter plots. The scatter plots are
based on the target variable of the data set. [t a target variable is not specified in the input data set, then the
following scatter plots will not be created and the bar charts with separate class levels of the target variable will
not be created. The tab will allow you to generate the bivariate scatter plots or not. By detault. the various
scatter plots are not automatically generated unless specitied otherwise.

Bar charts Scatter plots ] Fonts ]
Target scatter plots: * Yes " No
Interval target regression: & Linear
" Quadratic
" Cubic
" None
Display regression equation: " Yes " No
Conf idence intervals (90%): @ Yes " No

The option settings of the scatter plots are based on the target variable in the input data set.
The following options are the various configuration settings to the scatter plots within the Scatter plots tab:

o Target scatter plots: The target scatter plots display the distributional relationship between all
interval-valued target variables against each interval-valued input variable in the data set. By detault,
scatter plots are not created based on the target variable in the active training data set.

o Interval target regression: This option will allow you to either specify a Linear. Quadratic, Cubic
or No regression line or trend line to the scatter plot. By default, the options are grayed-out and
unavailable for selection unless you specify the corresponding scatter plot of the target variable. In
addition, the Linear option is automatically selected that will result in the simple linear regression line
displayed within the scatter plot.

o Display regression equation: Displays the simple linear regression equation with regard to the
continuous variables in the simple linear regression model that will be automatically displayed in the
lower left-hand corner of the scatter plots.

o Confidence interval (90%): Displays the 90% confidence interval of the target mean trom the simple
linear regression line. The confidence interval is designed to include the most likely values of the
target variable with 90% confidence. For instance, with 90% certainty you would conclude that the
observed target values will fall within the interval, assuming that there is a linear relationship between
the target variable and input variable in the simple linear regression model. By default, the 90%
confidence interval is displayed, assuming that the corresponding scatter plots are specified.

Fonts tab

The Fonts tab is designed for you to specify the type of fonts that are used in the bar charts and scatter plots. In
other words, vou may specify the type of font that is used in all titles, axis labels, data points, and the
regression equation, assuming that it has been specified.

You may specify a font type other then the available type of fonts that are listed in the display box. Select the
last display item, that is, the User Defined ftext goption item, and save the changes by closing the node, then
from the SAS Program Editor window submit the following SAS statement:

frext=fontname;

where the fontname is the type of font that is applied in the various bar charts and scatter plots.
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Viewing the Multiplot Node Results

General Layout of the Results Browser within the Multiplot Node

e Model tab
e Graphs tab
e Code tab

¢ Log tab

e Qutput tab
e Notes tab

Running the node and choosing to view the corresponding results will result in the following Results—
Multiplet window appearing in the Results Browser.

Model tab

The Model tab is designed to display the file administration information of the data set, a tabular display of the
variables that will allow you to reconfigure the variable role of the variables in the active training data set and
view the various configuration settings and data sets that are used to create the corresponding bar charts and
scatter plots. That tab consists of the following four subtabs:

e General subtab
e Variables subtab
¢ Settings subtab

¢ Status subtab

General subtab

The General subtab displays the file administration information of the plotting data set, such as the creation
and modification date of the data set, and the target variable that is assigned to the training data set.

Variables subtab

The Variables subtab is similar to the standard Variables tab with which you may view the standard
frequency bar chart for each variable in the data set. In addition, the tab is also designed for you to reassign
new variable roles to the listed variables in the data mining data set.

Hame [ Smw | Modei Roke
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Set New Role

Sort by New Role

Subset by New Role

Find New Role

4 View Distribution of DEBTINC

_General _Varisbles | Settings | Status |

The Variables subtab is used to specify separate model roles for the variables in the training data set.
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The tab will allow you to redefine the variable roles of the variables in the data set. Simply scroll the mouse
over to the New Role column, then right-click the mouse and select the Set Variable role pop-up menu item to
redefine the appropriate variable role to the variable. By default, all the variables in the input data set have a
variable attribute status automatically set to use.

Settings subtab

The Settings subtab is designed to display the various configuration settings and the data sets that are used to
create the corresponding bar charts and scatter plots. The following listed option settings are specified from the
previous tabs within the Multiplot node.

Model | Graphs | Code | Log | Dutput | Notes |
Bar _type = Vertical b
Basic_statistic = Freguency
Show_values = Yes
Numer ic_wvar iable_threshold = 20
Include_missing_values = Yes
Group_by_class_target = Yes
Sum_by_interval_target = Mean
Univariate_plot = Yes
Scatter_plots = Yes
Scatter_regression = Linear
Scatter_conf idence = Yes
Scatter_equation = No
Font_type = GHI88 Ty
Bubble_plots = No
Three_d_plots = No
Samp les : Sampsize = 2000
Seed = 12345
Use_sample = Yes
Input data : Training = EMDATA.TRNKATAI
Validation = EMDATA.VALZBYHL
Dutput data : Training = EMDATA.STARNLULC IB
Validation = EMDATA.SVAL2MTR -l
General | Variables Settings Status
————— —

The Settings subtab disp!ays_the bptﬁetﬁngs?har a_re-p. ;.'w’oét.;!y specz)‘iemrﬁin the node.
Status subtab

The Status subtab is designed to display the processing status that occurred when executing the node. The
subtab displays the creation dates and processing times of the active training and scoring data sets.

“Modo1 | Grapha | Code | Loo | Outout | Notes |

Creation date = 01JUNO7:16:40:30
Training date = 01JUNO7:16:40:35
Scor ing date = 01JUNO7:16:40:35

' Preprocessing time = 0:00:00

h Training time = 0:00:02

| Scor ing time = 0:00:00

! Postprocessing time = 0:00:00

Completed
Completed

Training status
l Scor ing status

*%% END OF FILE **x -
k1| 3|

y |
i General L Variables [ Settings Status ] i
: —— ._—E —= = = R = Sy, =

The .Status subtab displays various proéessing inforation by executing the noe.
Graphs tab

After executing the node, the following Results—Multiplot window will appear that will display the various
graphs that are generated from the node.
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From the Results—Multiplot window, there are three separate ways to navigate through the separate graphs in
the node:

. Press the Page Up or Page Down button from the keyboard to browse backwards or forwards
through the list of available graphs that are created within the node.

2

Select the Graphs > Previous or Graphs > Next to scroll backwards or forwards through the
assortment of charts and graphs that are created.

o]

3. From the Tool Bars menu, select the left arrow or right arrow icons to go backwards or forwards
through the numerous graphs that are created within the node.

File Edit View Iﬁlgml Window Help
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The Graphs tab displays the numerous bar charts and scatter plots of the node.

"B Resutts - Munipiot e e e T |
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The scatter plot displays the simple linear regression line and the 90% confidence interval by fitting thé_
interval-valued target variable.

The tollowing are the menu options within the Results—Multiplot window used to navigate the charts and
graphs that are displayed within the tab:

o View > Detailed Results: This option will open the Detailed Results... window for you to specify the
various graphs to be displayed and run within the built-in slide show.

o Graphs > First: Navigates to the first graph.

o Graphs > Previous: Navigates to the previous graph
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¢ Graphs > Select: Opens the Selection window that lists the order of every possible bar chart and
scatter plot in order to select the corresponding graph to be displayed.

¢ Graphs > Next: Navigates to the next graph within the series of graphs.
e Graphs > Last: Navigates to the last graph within the series of graphs.

e Graphs > Play: Runs an automated slide show to view the assortment of bar charts and scatter plots
by automatically scrolling through each bar chart or scatter plot that is created. To stop the automated
slide show from running, simply press the Enter key or left-click the mouse on the displayed graph.

Select the View > Detailed Results from the main menu options or select the blue keyhole Settings me
toolbar icon to display the following Detailed Results—Select Graphs window. The window will allow you to
manage all the possible graphs and charts that are automatically generated once you execute the node. By
default, every graph is displayed. The slide show will allow you to quickly view the assortment of charts and
graphs that are generated from the node. The bar charts will allow you to view the distributional form of each
variable in the analysis with a variable status of use. The scatter plots of the slide show will allow you to view
the functional relationship between the target variable and each input variable in the statistical model.
However, vou may remove certain graphs from being displayed within the tab. Press the double arrow button
to move all the plots from the Keep list box to the Drop list box to prevent all the plots from being displayed
within the Graphs tab. This will also prevent the built-in slide show from being displayed. Alternatively, press
the single right arrow button to move each plot separately from the Keep list box to the Drop list box.
Conversely, from the Drop list box, press the double arrow or the single arrow button to transfer the plots from
the Drop list box into the Keep list box in order to display the plots.
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The Detailed Result window is used to manage the various bar charts and scatter plots that are created.

Code tab

The Code tab is designed to display the internal SAS SEMMA training code that created the corresponding
graphs. The various bar charts are created from the PROC GCHART procedure and the numerous scatter plots
are generated from the PROC GPLOT procedure. The code might be used to generate entirely different charts
and plots by randomly drawing an entirely different sample from the active training data set.

Output tab

The Output tab is designed to display the standard PROC CONTENTS procedure output listing of the plotted
data mining data set.
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&4 | 2.3 Insight Node

General Layout of the Enterprise Miner Insight Node

¢ Data tab
e Variables tab
e Notes tab

The purpose of the Insight node in Enterprise Miner is to perform a wide range of statistical analysis along
with generating a wide range of graphs and charts. The node opens the SAS/INSIGHT session. SAS/INSIGHT
software is an interactive tool for data exploration and statistical analysis. The SAS/INSIGHT interface
displays a table view of the input data set that is similar to the SAS/Viewer interface. Several graphs and
statistical analyses can be generated based on a number of table views or windows that can be opened within
the node. The node is comprised of a data window, graph window, and output window. From the data window:,
you can sort observations, transform variables, perform edits and queries, and save the listed SAS data set.
From the graphics window, you can create various bar charts, box plots, probability plots, line plots, scatter
plots, contour plots, and three-dimensional rotating plots in order to view the distribution of the variables in the
analysis. From the output window, you can perform a wide variety of analysis from descriptive statistics, both
parametric and nonparametric regression modeling and multivariate analysis. The node is designed so that the
windows are linked to one another. The windows are linked to each other so that the data is displayed within
the data window and then passed on to the subsequent analysis that will be displayed in the output window or
the graphics window. In addition, the node is designed for you to create an output data set from the various
statistical results. From the node, a random sample of 2,000 observations is performed on the training data set
that is automatically used as the analysis data set. The node is discussed in greater detail from my website.

Plots and Graphs

The node creates univariate histograms and bar charts, bivariate box plots, line plots, scatter plots and 3-D
contour plots and rotating plots through the SAS/INSIGHT session.

Descriptive Statistics

The node creates various descriptive statistics that can also be stratified into several groups. The node displays
various box plots, histograms, and standard univariate results such as means, variance, skewness, kurtosis and
the various quartiles and percentile estimates. You may request nonparametric Kolomogorov-Smirnov
normality test, student t-test statistics, frequency counts, robust measurement of scale, nonparametric
Kolomogorov-Smirnov normality test, trimmed means, and kernal density estimation statistics.

Predictive Modeling

The node can also perform both linear, nonlinear polynomial and logistic regression modeling. Although the
node is capable of creating various predictive models, it is recommended that the other modeling nodes be
used. This is because the other modeling nodes can be used to fit much larger data sets. By default, the node
lists the regression equation, fitted plot, ANOVA table with both the r-square and adjusted r-square statistic,
parameter estimates based on Type 111 testing, and the residual plots. However, you may request the correlation
matrix, parameter estimates based on Type 1 (sequential) testing, confidence intervals of the parameter
estimates, collinearity diagnostics, variance—covariance matrix, various leverage plots, probability plot by the
residuals, confidence interval plots, spline, kernal, and loess interpolations of the target values.

Multivariate Analysis

Multivariate analysis can be performed from the node. By default, the node generates various univariate
statistics in addition to the correlation matrix. However, you may request a wide variety of other multivariate
listings such as the covariance matrix, correlation matrix, principal components, canonical correlations,
maximum redundancy analysis, canonical discrimination analysis, and the associated scatter plots from the
statistical results. The node also creates various scatter plots for you to observe the multivariate distribution
between the variables in the analysis in addition to generating elliptical prediction interval in order to observe
the various multivariate groupings within the scatter plots.
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qi"h 2.4 Association Node

General Layout of the Enterprise Miner Association Node

e Data tab
e Variables tab
e General tab

e Sequences tab (sequence analysis only)
¢ Time Constraints tab (sequence analysis only)
e Sort tab

e Selected Output tab

The purpose of the Association node in Enterprise Miner is designed to identify or measure the associations
and relationships between items or events within the input data set. The node is designed to perform either
association discovery analysis or sequential discovery analysis. This type of association or sequence analysis is
often called market basket analysis. A simple example of market basket analysis is if a customer buys product
A, then what are the chances that the same customer will also purchase product B or C?. The goal to the
analysis is basically to determine the buying behavior of customers who purchase a certain combination of
items or purchase items in a particular sequence. However, management is usually not only interested in the
most popular combination of items that their customers purchase, but, more importantly, the amount of money
spent. The association rule of the analysis is defined by the frequency counts or the number of times that the
number of combinations or interactions of two or more items occur. The general rule is that if item or event A
occurs, then item or event B will occur a certain percentage of the time. Association rules are the most well-
known techniques used in discovering associations, interactions, and relationships between the variables in the
data. The main goal of the analysis is to determine the strength of the association rules among a set of certain
items. The strength and weakness of association analysis is that understanding the calculations and interpreting
the results is fairly easy. However, the difficulty in the analysis is selecting the correct set of items that are
related to each other.

From the various items that are selected, link analysis might be performed in order to view the separate items
that are associated with each other. In addition, the link diagram will allow you to graphically view the strength
of each item that is associated with each other based on the color and thickness of the line that connects the two
separate nodes. The drawback of the association rules is that they cannot be used to calculate predictions.
However, decision trees can be applied to create both classifications or predictions that are based on a set ot'a
certain combination of association rules. These if-then rules are analogous to a backward search of the decision
tree, where there are as many rules as there are leaves in the recursive tree branching process.

Data Structure and Data Process of the Association Data Set

The general database layout in market basket analysis must be hierarchically structured such that there are
several observations per customer with separate observations for each transaction. The input data set in
association analysis must have both a categorically-valued target variable with each class level identifying each
transaction and an id variable to identify each item. In sequence discovery, an additional sequence variable
must exist in the data set that identifies the sequential order of the numerous transactions.

Initially, the Association node computes the single items that have the best support with the largest relative
frequency of each separate item. Single items with a support less than the threshold value. that is, those
specified from the General tab, are discarded. At each subsequent pass through the data, all combination of
items are formed based on the single items that are determined from the first pass. During the second pass
through the data, all paired items are retained, with a support and confidence probability that is greater than
some threshold value, and so on. The process stops when there are no more combinations of items that meet
the specified threshold.



76  Chapter 2 Explore Nodes
Association Discovery

For example, consider the following association rule of A — B. In other words, A preceding B, where A and B
might represent either a particular product item or a popular website. The item or event A is called the
antecedent, the body of left-hand side of the rule, and B is called the consequence, head, or right-hand side of
the rule. A rule consists of a condition (body) and a result (head) that is defined in the following logical form.

if condition then result

To better understand the association or interaction between two separate items or events, it is best to construct
various two-way frequency tables. The support (occurrence probability), and the confidence (conditional
probability), are the most common type of probabilities used to determine the strength of the association
among a set of items. From the following two-way frequency table, the support is the ratio between the
frequency count of both events occurring over the total sample size. A low support will indicate to you that
there is a small chance of a person purchasing both items. The confidence of the rule is based on the
conditional frequency, which is the frequency count of both items occurring divided by the marginal total of
the body to the rule. The lift is the ratio between both items of the two marginal frequencies.

It is important to understand that high confidence and support does not necessarily imply cause and effect.
Actually, the two separate items might not even be related. For example, from the following table, the
association rule of A — B has a support of (4,000/10,000) or 40% and a confidence of (4,000/7,000) or 57%.
This would lead you to believe that having item A leads to having item B. However, those not having item A
are even more likely to have item B (2,000/3,000) or 66%. This indicates that there is a negative association
between both items that can be identified by the lift value.

Freguency Table of ltem & by ltem B
The FBEQl Procedure
Table of A by B

fi B

Frequency |No Yes Total
Ho 1000 2000 3000
Yes 3000 4000 7000
Total 4000 6000 16000

The following support, confidence, and lift statistics are used to measure the strength of an association rule:

¢ Support(%): for A— B is the proportion of times that the rule A and B occur together divided by
the number of rules in the data set, that is, if customers purchases item A, then they will also
purchase item B which is defined as follows:

transactions that contain every item in A and B
all transactions

Support(A—B) =

=Na—p/ N, thatis, Na_g = relative frequency of A then B occurring
= 4,000 /10,000 = 40%
Note: The support is symmetric since the probability is based on the association or interaction of
both items or events divided by the totai sample size.

o Confidence(%): for A— B is the proportion of times that the rule will contain the left side A that
will aiso contain the right side B. For example, the percentage of customers who bought item B
after they have purchased item A that is based on Bayes theorem as follows:

transactions that contain every item in A and B
transactions that contain every item in A

Confidence(A — B) =(Na_p / N) / (N, /N)=(Na_p/ N,) = Support(A— B)/ Support(A)
Confidence(A — B) =4,000/ 7,000 =57.14%
Confidence(B — A) = 4,000/ 6,000 = 66.67%

Confidence(A — B) =
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The confidence is the ratio between the transactions that contain every item in A and B over the
transactions that contain A items. The confidence is the most often used measure of an association
rule. Although the order of the items is of no concern in association analysis, the order of the items
or events does matter with regard to the confidence of the rule, that is, the left-hand side of the rule
A preceding the right-hand side of the rule B. The statistic measures the strength between the two
items or events. The higher the confidence indicates the greater the chance that the person will buy
item A given that they will subsequently purchase item B.

¢ Lift of A— B measures the strength of the association between two items. A lift value of 2 will
indicate that the randomly selected customer is twice as likely to purchase item B given that they
already purchased item A as opposed to having not purchased item A. Lift values greater than one
will indicate a useful rule. In other words, the lift value indicates how much better a rule is in
predicting the association in comparison to randomly guessing the association.

LifttA— B) = Confidence(A — B) / Support(B)

= Support{A — B) / [Support(A)- Support(B)]
Lift(A — B)=.5714 /(6,000 / 10,000) = 95.23%
Lif(B — A)=.6667 /(7,000 / 10,000) = 95.23%

Note that the lift is reflexive, that is, the lift value of the rule A — B is the same as the lift value of

the rule B — A. The lift value is the ratio that is defined by the relative frequency of both items or
events occurring and the relative frequency of the each item or event independently. A lift value
greater than one will indicate to you that there is a positive association or correlation, and the
significance of the association and the likelihood of the right-hand side increasing given the left-
hand side. Conversely, lift values less than one will indicate a negative association. In other words,
the association should be interpreted with caution and that randomly guessing the association is
better than predicting the association. Therefore, to obtain reliable associations, it is important to
retain the rules with the highest lift values. The advantage of the lift value statistic is that you can
place an interval bound about this statistic, assuming you have a relatively large active training
data set. This interval statistic is analogous to the odds ratio statistic as follows:

1
\/ support(A—B) — 1/N+ 1 /support(A)+ 1 /support(B)

log(lift) £ 7y

Taking the exponential of the statistic will result in the confidence interval of the lift statistic. The
strength of the rule can be determined by a relatively large support and confidence probability
along with a large lift ratio greater than one. In addition, all rules with a low support probability
along with a high confidence probability should be interpreted with caution.

Note: Since the denominator of the lift statistic is based on the relative frequency of each item
separately. the lift value statistic is absolute nonsense in sequence discovery.

Association rules might involve various patterns called item sets. So far you have observed items with
association rules of order 2, that is, A— B. A simple association rule of order 3 would be (A ~ B)—C or if
(A and B) then C. In other words, if a customer buys products A and B, then she will also buy product C.
Therefore, in order to reduce the number of possible combinations. it may be advisable to reduce the number of
combinations to analyze.

Sequence Discovery

The node is also capable of performing sequence discovery. The difference between sequence discovery as
opposed to association discovery is that sequence discovery takes into account the order or timing in which the
items or events occur for each customer. In Enterprise Miner, a sequence, ordering, or time stamp variable
must exist in the data set that identifies the order of occurrence in which the items or events occur for each
customer. As an example of sequence analysis, suppose a person purchased item A, then what are the chances
that they will then purchase item B, with the added condition that the person has earlier purchased item A, then
purchase item B?7 In sequence discover, the meaning of support is the number of times A precedes B. The
confidence is interpreted as the probability of event B occurring conditioned on the fact that event A has
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already occurred, given that event A occurred earlier in time. In sequence discovery, there are either indirect or
direct sequence rules. In indirect sequence discovery, there might be times at which certain events occur
between the body A and the head B of the rule that are ignored. Direct sequence looks for occurrences in which
A exactly precedes B in succession. The node is designed to define a certain time window for each time
sequence, thereby adjusting the window of time in order to observe the trend in the items during the separate
time periods.

Transaction Matrix

Since association discovery is typically applied in market basket analysis, the following explanation of the
Association node and the following results are displayed from association analysis that is based on the data set
called ASSOCS that is provided by SAS in the SAMPSIO library. The data set in the following diagram was
transformed into a fransaction matrix in which the rows represent each unique customer and the columns
represent the numerous binary indicator variables used in identifying the various items that are purchased, that
is, 1-buy or 0-no buy. Since association analysis is based on exploring item-based data to determine whether
certain items occur together, the range of values in the id and target variable to the analysis is usually
categorical rather than numeric. The following table listing will allow you to view the various items that have
been purchased by the first few customers. Each customer listed can be viewed as a single, large market basket.
The id variable identifies each customer and the categorically-valued target variable, that is, with its values
transposed in the following table listing, identifies each item in the analysis.

To visualize the various associations or frequency counts between the # items, you would need to collapse the
following matrix into an » x #n symmetric matrix that collapses the transaction matrix into two-way associations
where the items are comprised of both the rows and columns. The two-way symmetric matrix will indicate the
number of times that two items where purchased together. For three-way associations, the interpretation of the
various combination of items gets a bit more difficult since the data would then need to be formulated into a
symmetric three-dimensional cube, where the same set of items would be represented by the X. Y, and Z
coordinates of the three-dimensional cube. The three-way symmetrical cube will indicate the number of times
the three separate items where purchased together, and so on.

information Table View ] .
|
¥ Var jable labels 1
CUSTOMER | apples [ snichok | avoceds | baguetie | bordesu [ boutbon [ chicken | coke [comed b| cracker | ham [ hereken | hemng [ice crea
1 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1 |
Wy 1 0 o 0 1 0 0 0 0 1 1 0 1 1 0 |
3 2 0 1 1 ] 0 0 0 0 0 1 1 1 0 0 |
4 3 0 0 0 ] 0 1 0 1 o 0 1 ] 0 1 |
| & 4 1 0 1 o ] 0 ] 0 1 0 o o 1 0 |
= 5 U] 0 0 ] 0 0 1 1 o 0 1 1 0 1 |
7 6 1 0 0 ] 0 1 0 1 0 o ] 1 0 1 |
B 7 ] 0 0 1 0 1 1 0 1 1 0 0 0 1
] ] 0 0 0 1 0 1 0 0 ] 1 0 1 0 ]
o L] 0 0 0 0 1 1 1 0 1 1 0 [\ 1 ]
11 0 1 ] 1 1 ] 0 0 0 ] 0 0 0 0 ]
12 1 1 1 1 1 o 0 0 o 1 o 0 1 1 ]
1 12 1 0 0 0 0 0 0 0 1 ] 0 ] ] ]
| 13 1 o 1 1 ] 0 o ] ] ] 0 0 0 1
15 1 1 0 0 0 0 0 0 1 1 ] 1 0 1 0
16| 15 ] 1 ] o ] 1 o 1 0 ] 1 ] ] 1
7 18 ] 1 1 1 ] 0 0 1 0 ] ] 1 1 0
7 % 17 1 0 ] 0 0 0 1 1 : 0 0 1 - 1
13 18 0 0 0 1 ] 1 0 ] 0 1 0 1 0 0
} -] 13 ] 0 0 ] ] 1 ] ] 0 1 0 1 1 LR |
. | |

A table view of the transaction matrix based on the following association analysis data set.

Missing Values in the Association Node

When there are missing values in the categorically-valued target variable, then the missing values will be
assigned as a separate item that will be identified by a period within the listed rules. In association analysis,
missing values in the id variable will be assigned as a separate item. In sequence analysis. transactions with
missing values in the sequence identifier variable are completely ignored.

Association analysis is discussed in greater detail in Hastie, Tibshirani, and Friedman (2001), Giudici (2003),
Berry and Linoff (2004), Hand, Mannila, and Smyth (2001), and Applying Data Mining Techniques Using
Enterprise Miner Course Notes, SAS Institute (2002).
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Data tab

The Data tab is designed to select the input data set to perform association analysis. Otherwise, the active
training data set is automatically selected for the subsequent analysis, assuming that the partitioned data sets
have been previously created within the process flow. Association analysis is performed on the active training
data set only. Similar to the other Data tabs, simply press the Select... button to display the Imports Map
window, assuming that there are several Input Data Source nodes within the process flow. The Imports Map
window displays all the previously created data sets that are currently connected to the Association node. Click
the directory tree check box to interactively find and select the desired data set that will be used in the
subsequent analysis. Press the Close button to return back to the Data tab. Select the Properties... button to
view both the file administrative information and the table listing of the selected training data set. The
following diagram displays a table view of the association data set.

Information run-um-]
¥ var iable labels
| customen ] TeeEs O[5 TPRGBUCT o] =
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The Table View tab is used to display the layout of the input data set used in association analysis.

From the above data set listing, notice that the customer identified as zero had first purchased herring, then
corned beef, and, finally, some ice cream. This same data set may also be used in sequence discovery with the
TIME variable that would be identified as the sequence variable in the analysis. The table listing must be
closed in order to perform updates to the selected data set.

Variables tab

Initially, the Variables tab will appear as you first open the Association node. The Variables tab is designed
to view the variables in the active training data set. The tab lists the various properties of the listed variables
that are assigned from the metadata sample. In association analysis, the active training data set must have
variables with id and target model roles. In association discovery, the input variable called TIME that is
defined from the Input Data Source node is automatically removed from the variable listing and excluded in
the subsequent association discovery analysis. The model role assigned to the listed variables must be specified
from the previously connected Input Data Source node or the Data Set Attributes node. In association
discovery or sequence discovery, one and only one target variable can be specified in the active training data
set. If you define more than one target variable to the data set, usually from the Input Data Source node, then
the Target Selector window will appear once you open the node, which will force vou to select the unique
target variable from the active training data set. The same restriction applies to sequence variables. In sequence
discovery, only one sequence variable can be assigned in the input data set.

From this tab, you have the option to remove certain id variables from the analysis by selecting the Status
column and setting the variable status attribute to don’t use. Similar to the other Variables tabs, you may also
view the distribution of each variable separately, by simply selecting the variable row. right-clicking the mouse
and selecting the View Distribution of <variable name> pop-up menu item in order to view the frequency bar
chart of the selected variable. Initially, the histogram might be a good indication of an adequate cutoff value to
exclude certain customers or items to remove from the analysis. The metadata sample is used to view the
distribution of the variables from the histogram.
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%, SAS
File Edit Tools Window

v| R CERIER —

Data Variables ] General | Sequences | Time Constraints | Sort ] Dutput | Selected Qutput ] Notes ]

Name | Status | Model Role | Measurement | Type | Informat | Format | Label -

CUSTOMER  use id interval num 12. BESTI2.
PRODUCT use =

5 char $8,
Set Status

Sort by Status

Subset by Status

Find Status

View Distribution of PRODUCT

The Variables tab that displays a table view of the variables for association discovery.

To perform association analysis, there must exist a categorically-valued variable with a target role model and a
categorically-valued variable in the data with an id model role. The data may have more than one variable with
an id model role, that is, you might have an additional id variable for which the association model would have

a separate id model role in identifying the various attributes of one variable within another. For example,
suppose you are interested in the buying habits of certain customers buying items at particular stores.

Therefore, you would assign a primary id model role to the variable that identifies the various stores you are

interested in selling the items and a secondary id model role assigned to a separate variable identifying
customers who purchase items at these same stores.

General tab

The General tab is designed to set the mode of the association analysis and control how many association rules

that will be generated within the Association node.

Data ] Variables General l Sequences | Time Constraints | Sort | Dutput | Selected Dutput l Notes l

finalysis mode: By Context ( fAssociation ( Sequences

Mininum Transaction Frequency to Support fissociations:

* 5% of largest single item frequency
(" Specify as a percentage: %
(" Specify a count:

Max imum number of items in an association: [ 2
Minimum confidence for rule generation: 0%

The General tab is used to specify the type of analysis and cutoff values of the association rules.

By default, the mode of the association analysis is By Context. The mode of the analysis is related to the

model roles specified for the variables in the Input Data Source node.
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The following are the various modes of analysis to select from the General tab:

e By Context (default): This option is based on the way in which the variables in the data are identified
model roles within the Input Data Source node.

e Association: This type of association analysis is automatically performed if there exists both a
categorically-valued target variable and an id variable in the input data set. Association analysis ignores
the order in which the data is recorded.

e Sequences: This type of association analysis is performed assuming that a sequence variable has an
attribute status of use. Again, sequence analysis takes into account the order or time in which the items
were purchased or the order in which the Web pages were browsed. Therefore, a variable is required in
the training data set with a variable role of sequence.

The Minimum Transaction Frequency to Support Associations option is based on the minimum level of
support needed to claim that the items are associated with each other in the association analysis. In other
words, you may specify either a frequency rate or a frequency count. Processing an extremely large number of
items in the active training data set can potentially cause your system to run out of disk space and reduce
memory resources. Therefore, these options will allow you to reduce the number of items that are initially
created in the analysis. Conversely, if you interested in associations of extremely rare items to your analysis,
then you should consider reducing the minimum number of transactions.

o 5% of the largest single item frequency (default): This option will allow you to specify the minimum
level of support to claim that the items are related to each other. The defauit is a 5% rate of occurrence. A
higher percentage will result in a fewer number of single items, or conversely. a fewer number of
combinations of items that will be considered in the analysis.

o Specify a count: This option will allow you to specify the minimum number of times that a single item
occurs or a combination of two items occurs together. A higher count will result in fewer combinations
of items being considered in the association analysis.

e Maximum number of items in an association: This option will allow you to specity the maximum
number of order » associations or n-way associations performed in the analysis. The default is order 4
associations, The node will create the combinations or associations of up to four separate items. If you
are interested in associations involving fairly rare items, then you should consider smaller n-way
associations. Conversely, if you have created too many rules that are practically useless, then you should
consider higher #-way associations. This option is available in both association and sequence discovery.

e Minimum confidence for rule generation: This option will allow you to specify the minimum
contidence needed to generate an association rule. The default confidence level is automatically set at
10%. If you are interested in rules that have a higher level of confidence, such as 50%, then it is to your
advantage to set the minimum confidence to this level. Otherwise, the node can generate too many rules.
This option is designed so that only the rules that meet the minimum confidence value are outputted.
This option will not appear if you are performing sequence discovery analysis.

Sequence tab

The Sequence tab is designed for you to specity the various configuration settings from the sequence rules in
sequence analysis. The tab will allow you to remove the sequence of items from the output data set that either
occur too frequency. or infrequently. If you are performing association analysis, then Sequence tab is grayed-
out and unavailable for viewing. In other words, the tab may be accessed if there exists a variable in the input
data set with a sequence variable role. Again, in order to perform sequential analysis. there must exist a
sequential or time stamp variable that distinguishes between the duration of time or dates between the
successive observations.
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Data ] Variables ] General Sequences ] Time Constraints i Sort ] Dutput | Selected Output ] Notes ]

Minimum Transaction Freguency to Support Sequence:

(# 2% of total transaction count e S 8
(" Specify as a percentage: | X
(" Specify smallest count to use:

Number of items in longest chain: [_3

The Sequence tab is used to specify the various cutoff values to the sequence rules.

The Sequence tab has the following options for sequence discovery:

¢ Minimum Transaction Frequency to Support Sequence: This option is designed to exclude

sequences from the output data set that occur too infrequently in the input data set. The default is
set at 2%, that is, the sequence of items that occur less than 2% of the time in the data are
automatically excluded from the output data set. Similar to the minimum transaction frequency
from the General tab, you may select the corresponding radio button to change the default settings
by specifying either a minimum rate of occurrence from the Specify as a percentage entry field or
a minimum frequency of occurrence from the Specify smallest count to use entry field.

Number of items in longest chain: This option is designed to remove sequences that occur too
frequently. By default, the maximum number is set at 3. The maximum value that may be
specified is 10. This option limits the number of sequences in the data mining analysis. If the
number of items specified is larger than the number of items found in the data, then the chain
length in the results will be the actual number of sequences that are found.

Time Constraints tab

The Time Constraints tab is designed to specify the length of the time sequence in the analysis. The Time
Constraints tab is based on sequence discovery. If you are performing association analysis, then the Time
Constraints tab is grayed-out and unavailable for viewing.

Data | Variables ].Beneral | Sequences Time Comirainte '] Sort | Output | Selected Output | Notes |

Transaction Window Length:

 Maximum duration S 7
(" Specify duration to use:

|
|

Consolidate time differences (= : 0

The Time Constraint tab is used to specify the maximum duration in a sequence in sequence analysis.
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e Transaction Window Length: This option defines the time interval, that is, the time window

length, of the time sequence. Select the Specify duration to use radio button to specity the time
window of the desired numeric time range of the time sequence. The default is the Maximum
duration, where the node automatically determines the maximum time range based on the values
of the sequence variable. The node is designed so that any difference between successive
observations in the sequence variable that is less than or equal to the value entered in the
Transaction Window Length entry field is considered the same time and the same transaction.
Conversely, any time difference greater than the window length value does not constitute as a
sequence and is, therefore, removed from the analysis.

Consolidate time differences: This option is designed to collapse sequences that occur at
different times. For example, consider a customer arriving at a restaurant in four separate visits. At
the beginning, the customer goes to the restaurant to buy breakfast in the morning, then the same
customer returns in the afternoon to purchase lunch, and, finally, returns in the evening to buy
dinner. This same customer returns two days later to buy soda and ice cream. In this example, the
sequence variable is defined as visits with four separate entries. Therefore, this option is designed
for you to perform sequence discovery on a daily basis by consolidating the multiple visits into a
single visit. If you want to perform sequence discovery on a daily basis, then you would need to
enter 24 (hours) in the Consolidate time differences entry field. Again, this option would instruct
the node to consolidate these multiple visits on the same day into a single visit.

Sort tab

The Sort tab is designed to specify the primary and secondary sort keys for the id variable in the analysis. The
output data set will be sorted by the primary sort key within each corresponding secondary key.

Data | Variables | Gonwl;l | Ssm:erme | Tine I:om;traints

S:;rt l Output ] Solut:te.d Output ] Notes ]

The tab displays both an Available list box and a Selected list box. The variables listed in the Available list

The Sort tab is used to specify the primary and secondary sort keys for the active training data set.

box are all the variables in the active training data set that have been assigned a variable role of id with a
variable status of use. Simply select the variables listed in the Available list box to the Selected list box in
order to assign primary and secondary sort keys to the data mining analysis by clicking the right arrow control
button to move the selected variables from one list box to the other. In first step, you must select the id variable
that represents the primary sort key for the data set. The primary sort key will be the first id variable displayed
in the Selected list box. All other id variables listed in the Selected list box are assigned as the secondary sort
keys. The arrow button located at the bottom of the Selected list box will allow you to change the sort order of

the selected variables one at a time. You must set at least one of the id variables to a variable status of use if

83

you have defined several id variables in the Input Data Source node. By default. the node sets all nonselected
id variables to variable attribute status of don’t use.
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Output tab

The Qutput tab is designed to browse the output scored data set from the PROC ASSOC, SEQUENCE, and
RULEGEN data mining procedure output listing. Which procedures are executed depends on the type of
analysis that is specified, that is, association discovery or sequence discovery. The PROC ASSOC data mining
procedure is applied in both types of analysis. However, association discovery applies the PROC RULEGEN
data mining procedure in creating the rules, whereas sequence discovery uses the PROC SEQUENCE data
mining procedure in creating the rules within each sequence.

The PROC ASSOC procedure determines the various items that are related to each other. In other words, the
PROC RULEGEN procedure generates the association rules. The PROC SEQUENCE procedure uses the time
stamp variable to construct the sequence rules. The output is saved from these procedures as SAS data sets
after you execute the node. The data sets will allow you to observe the various evaluation criteria statistics
from the various if-then rules that are listed.

Select the association Properties... button to view the Information tab that displays the administrative
information about the data set, such as the name, type, created date, date last modified, columns, rows, and
deleted rows. Alternatively, select the Table View tab to browse the output data set that is created from the
PROC ASSOC procedure by running the node. The output data set displays a table view of the frequency count
by all the possible n-way associations or interactions of the items or events. The scored data set will display
separate columns called ITEM I, ITEM2, and so on, based on the number of associations that are specified
from the Maximum number of items in an association option within the General tab. The frequency listing
to association discovery is displayed in the following diagram.
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Information Table View I

M Variable labels

COUNT _ — mEmi ITEM2 -]

1001
600 heinelken
488 cracker

486 henng
473 olives
403 bourbon
392 baguette
391 comed_b
363 avocado
318 soda
315 chicken
314 apples
913 ice_crea
305 ham
305 amchok
236 sardinea
296 peppens
296 coke
283 turkey
227 steak
74 bordeaus
366 heineken cracker
288 henng heneken

. 261 heineken baguette _lll

The Table View tab displays the unique frequency counts from all possible association of items.
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Select the rules Properties... button to display the file administrative information and a table view of the rules
output data set. The options are similar to the previous association options. From the tab, you may view the file
information of the rules data set. However, the file layout of the rules data set is a bit more detailed. Select the
Table View tab to view the rules data set that contains the evaluation criterion statistics such as the frequency
count, support, confidence, and lift values, based on the various rules that were specified from the General tab.
The table listing is sorted in descending order by the support probability between each item or event in the
association analysis. From the following listing, focusing on the combination of Heineken beer and crackers
then purchased, of the 1,001 customers purchasing items approximately 36.56% of these customers purchased
both Heineken beer and crackers, customers purchasing Heineken beer resulted in 61.00% of these same
customers then purchasing crackers, with a lift value of 1.25 indicates the reliability of the association and that
the rule is better at predicting the association between both items as opposed to randomly guessing the
association of both items purchased. The table listing will provide you with the list of all combinations of items
with a low support and a high confidence probability that should be interpreted with caution. Although it is not
shown in the following table listing, there were four separate combinations of items where customers first
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purchased Bordeaux, then olives, herring, crackers or Heineken beer, with a low support ranging between 3.2
and 4.4 and a high confidence probability ranging between 43.25 and 59.36.

. Information Table View |
¥ Variable labels
_@m@_ﬂmm[ LA [Transaction Count| Fde [ Lot Hand of Fuke] Fight Hand of Fuke] =

1 1 5954 600.00 heineken heinekan
2 1 4875 1375 48200 cracker cracker
3 1 4855 4855 486 00 hesing
4 1 4725 4725 473.00 oclives olives
] 1 0w 4026 403.00 bourbon boubon
6 1 816 3916 392,00 baguett baguette
7 1 39.06 33.06 35100 comed_b comed_b
8 1 3626 %% 363.00 avocado avocado
9 1 nn nmnw 318.00 soda soda by
10 1 47 347 315,00 chicken chicken \
1 1 N3 ny 31400 apples apples
12 1 nzm nxw 31300 ice_crea ice_crea
13 1 3047 3047 30500 ham ham
14 1 3047 3047 305.00 artichok: artichok
15 1 257 257 29600 sardines sardines
16 1 2957 257 296 00 peppers peppen
17 1 25 2957 296.00 cole coke
18 1 2827 827 283.00 turkey trkey
13 1 268 2268 22700 steak steak
20 1 73 73 7400 bordeaws bordeaux:
21 2 4875 61.00 HB% 125 366 00 heineken ==> cracker heinsken cracker
2 2 5554 75.00 kS 125 36600 cracker ==3 heineken cracker heineken
F2) 2 5984 2% M7 09 288,00 hering ==> heinsken heng heineken I

ol | v f
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The Table V‘ew tab of rhe evaluat;on criterion statistics of the various rules from the assoc:auon anabes:s

Conversely, selecting the sequence rule will display the procedure output listing from the PROC SEQUENCE
data mining procedure. From the following diagram, the same combination of Heineken beer and crackers are
the most popular items purchased from the sequence analysis results. Notice that the support probability is
smaller in the following table listing from sequence analysis among customers purchasing crackers and
Heineken beer since the order in which these items are purchased are taken into account.

Information Table View |
¥ Variable labels
Chain Length| Transaction Court | Support(%)| Confidencel)| Rue lummtlmmmzlf-‘n-ﬂ-ﬂ_f

1 2 37 1367 6306 cracker ==> heineken cracker Theineken
2 2 235 B4 48 35 heiing ==> heinekan herng heineken
3 2 233 228 4326 olives ==> boubon olives bourbon
4 2 29 2m 47.12 hesing ==> comed_b henng comed_b
5 2 26 258 46.50 henng ==> olives hemng olives
6 2 25 248 5740 baguetie ==> heineken baguelte  heineken
7 2 220 2198 18 soda ==> cracker soda cracker
8 2 0 2198 56 12 baguette ==> hering baguette  hering t
9 2 20 21398 4651 clives ==> turey olives turkoey 4
10 2 218 2178 68.55 soda ==> heinsken soda heinsken I
11 2 7 2168 7331 coke ==>ice_crea colke ice_crea
12 2 213 2128 5285 boubon ==> cracker bowbon cracker
13 2 210 2098 5371 comed_b ==> olives comed b olives
14 2 209 2088 5332 baguette => avocado baguelte  avocado
15 2 208 2078 57.30 avocado ==> heineken avocado  heineken
16 2 207 2068 5702 avocado ==> atichok avocado  aichok
17 2 198 1978 64 52 wrtichok ==> heineken arichok heiraken
18 2 183 1828 3050 heneken ==> chicken heneken  chicken
19 2 167 16,68 27 83 heineken ==> ic8_crea hensken  ice_crea
20 2 155 1548 2583 heinelen == coke heneken  coke
21 2 154 15.38 2567 heineken ==> ham heineken  ham
2 2 150 1455 3086 haing ==> cracker hering cracker
] 2 148 1479 3045 hering ==> avocado hesing avocado -

£ _'l_I

T}ée Table View tab of the evaluation criterion statistics of the variou.f rules ﬁ'(-Jm the sequence analysis.
Selected Output tab

The Selected Output tab is designed to create separate output SAS data sets for each one of the association
and sequence rules selected from the Rules tab. The tab will allow you to browse the listed rules data sets that
have been created from the compiled node. The Association node assigns a data role to each output set from
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the analysis that is selected. For instance, the data roles are automatically assigned Assoc and Rulegen based
on association analysis and Assoc and Sequence based on sequence analysis. The data set lists the
corresponding rules, the order of the association rule, the frequency count for each association rule, and the
three rule statistics: the lift, support, and confidence. The listing is sorted by the order of the association rules,
that is, by all the two-way associations, three-way associations and so on, based on the Maximum number of
items in an association option setting from the General tab.

From the table, you may either retain or delete the listed output data set. By default, all the output data sets
from the associated rules are saved with a variable attribute status automatically set to Keep. To delete the
selected output data sets, select the corresponding rows and set the Status column to Delete. To select multiple
variable rows, either select the Shift key or Ctrl key or drag the mouse over the desired rows. Rerun the node,
to delete the output data sets from the Selected Output tab. Deleting all the output data sets will result in the
Selected Output tab being unavailable for viewing when you reopen the node.

If you intend to fit a model to the output data set from a modeling node, then you should use the Data Set
Attributes node. From the node, you can set the data set role to training and define any variable roles that are
appropriate for the subsequent modeling node. The output data sets do not have any rules assigned to them.

Resetting to the Default Settings

At times, it might be advantageous to revert back to the basic default configuration settings within the node.

Select the Reset .'gj toolbar icon or select the Tools > Reset main menu options that will display the
following Reset to Shipped Defaults window. The window will allow you to select any one option or all of
the listed options in order to reset the original association discovery or sequence discovery configuration
settings back to the default settings that SAS has carefully selected.

Select 1 or more items:

Analysis mode

Minimum Transaction Frequency to Support Associations:
Max imum number of items in an association

Minimum confidence for rule generation

Select 1 or more items:

fAnalysis mode

Minimum Transaction Frequency to Support fissociations:
Max imum number of items in an association

Minimum Transaction Frequency to Support Sequence:
Number of items in longest chain

Transaction Hindow Length

Consolidate time differences

The Reset to Shipped Defaults window is used to reset the sequence options back to the default settings.
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Viewing the Association Node Results

General Layout of the Results Browser within the Association Node

e Rules tab

¢ Frequencies tab
e Code tab

e Log tab

o Notes tab

Association Analysis

The following tabs from the Results Browser are based on the association analysis results that will
automatically open the Results— Association window.

Rules tab

The Rules tab is designed to display a table listing of the association rule, the order of the association rules and
the evaluation criterion statistics {frequency count, support, confidence, and lift values) in the following
Results—Association window. The tab will allow you to specify a variety of queries in reducing the number of
associations or interactions between the items under analysis. You may either save the following listing to a
SAS data set by selecting the File > Save as Data Set from the main menu or select the File > Export main
menu option that opens the SAS Export Wizard to save the following table listing to an external file for further
processing.

The table listing is sorted by the highest support probabilities based on order 2 rules of association. Many of
the following listed associations are listed next to each other since the support probability is a symmetric
probability. It is also important to keep in mind that the list of if-then association rules are based on a minimum
support rate at 5%, which is the default or whatever support rate is specified from the Minimum Transaction
Frequency to Support Associations option from the General tab. The following table listing displays some
of the best two-way association rules that were generated from the Association node. The most desirable
associations will have high support and confidence probabilities along with lift values greater than one that will
indicate to you of the strength and reliability of the corresponding associations. In addition, it might be of
interest to determine what items that should be interpreted with caution. Since the table listing displays the
support probabilities in descending order, scroll to the bottom of the table listing to observe these suspicious
rules with a low support and a high confidence probability.

Lé) . - Associatio . v ) = X . "
Rules ] Frequencies ] Code ] Log ] Notes ]
Relations| Lift | Suppont(%)] Confidence(%)| Transaction Count | Rule [~]

1 2 1.25 36.56 61.00 366.00 heineken ==> cracker
2 2 1.25 36.56 75.00 366.00 cracker == heineken
3 2 1.1 26.07 43.50 261.00 heineken ==> baguette
4 2 111 2607 66.58 261.00 baguette === heineken
5 2 1.35 25.67 80.82 257.00 soda ==> heineken
[ 2 1.35 2567 4283 257 00 heineken ==> soda
7 2 1.1 2557 5412 256.00 olives ==> hering
a8 2 1.11 25.57 52.67 256 .00 hering === clives
9 2 1.38 25.17 4200 252 00 heineken ==> artichok
10 2 1.38 2517 8262 252 00 artichok ==> heineken
11 2 162 2507 78.93 251.00 soda ==> cracker
12 2 1.62 25.07 51.43 251.00 cracker ==> soda
13 2 1.3 24 88 51.23 249 00 hering ==> baguette
14 2 1.3 24 88 63.52 245 00 baguette ==> hering

- 15 2 114 2488 41.50 249 00 heineken ==> avocado _’L'

4 »

The Rules tab displays the evaluation criteria and the various association rules.
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From the Results Browser, the following are the various menu options that are available from the View main
menu option within the Rules tab.

e View > Table: This option displays a table view of the various rules and the corresponding evaluation
criterion statistics such as the frequency counts, the support and confidence probabilities and lift ratio.

e View > Graph: This option displays a grid plot of the if-then association rules and the corresponding
evaluation criterions.

e View > Relations > 1: This option displays a table listing of all associations of order two or more,
that is, all order 2 associations, order 3 associations, and so on. Otherwise, the table displays all single
item association rules.

e When Confidence > Expected Confidence: This option displays a table listing of all of the
association or sequence rules that have a lift ratio greater than one, that is, all positive associations.

o Subset Table: This option displays a frequency table listing of all of the possible rules and frequency
bar charts from the evaluation criterion statistics such as the confidence, support, and lift values. The
tabs do not only view the distribution of the various n-way association of items, but also remove
certain n-way association of items from the table listing.

o Reset Table: This option resets the table to the original settings that SAS has carefully selected.

e Swap Stats; By default, the symbols in the scatter plot graph correspond to the magnitude of the
confidence probability and the color of the graph indicates the magnitude of the support to the rule.
This option will allow you to switch the meaning of both the symbols and the color of the graph.
However, the size of the symbols will stay the same, representing the magnitude of the lift values.

e Grid: By default, the rules graph does not display grid lines. This option will allow you to add grid
lines to the symbol scatter plot.

Grid Plot

Select the View > Graph main menu options that will graphically display both the support and confidence
probabilities from the combination of items. The grid plot is designed to display all the association rules of
order two, that is, based on order 2 associations between the set of items under analysis that have been
previously specified from the General tab. The horizontal axis represents the left-hand side of the rule and the
vertical axis represents the right-hand side of the rule. The size of the symbols in the graph indicates the
magnitude of the lift value.

If there exist too many association rules in the grid plot, then simply select the desirable associations from the
table listing in the Rules tab and replot the graph by selecting the View > Graph menu option to display the

desired association rules. Otherwise, select the Create Viewport into Data kils 1 toolbar icon and drag the

2
mouse over the plot to resize the listed symbols. You may also select the View Infok—" toolbar icon that will
display a text box of the body and head of the rule along with the associated evaluation criterion probabilities.

Interpretation of the Grid Plot

From the graphical display, the head of the rule is displayed on horizontal axis and the body of the rule is
displayed on the vertical axis. The support probability of each rule is identitied by the color of the symbols and
the confidence probability of each rule is identified by the shape of the symbols. The items that have the
highest confidence are Heineken beer, crackers, chicken, and peppers. In other words, customers purchasing
Heineken beer will also buy crackers and customers buying chicken or peppers will also purchase Heineken
beer. Also, there exists a relatively small probability that customers purchasing corned beef will also buy steak,
or people buying an avocado will also buy sardines. Conversely, there are low support probabilities to certain
items, like apples, that can be distinguished by the light blue symbols indicating that there is a small
probability that customers will purchase both apples and steak or apples and Bordeaux. Interpreting both
probabilities, it is important that the confidence probability be read from the items displayed on the vertical
axis that represent the left-hand side of the rule, since it is a conditional probability. However, it makes no
difference which axis is read from in interpreting the support probability, which is basically the relative
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frequency of both items combined. The larger symbols that are in reference to the lift values will indicate the

strength and reliability of the associated items with a higher occurrence of customers purchasing the items

displayed on the horizontal axis given that they have already purchased the items displayed on the vertical axis

as opposed to not buying items displayed on the same axis. On the other hand, smaller symbols will indicate

less reliable associations. From the following graph, the association between customers purchasing Bordeaux

then buying olives displays a small light blue circle, indicating that the relationship should be interpreted with

caution since the items generated a low support and a high confidence probability.

ﬁ Edn View  Window
vl D @RI AR E N 2

T T =i
Rules | Frequencies | Code | Log | Notes |
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A graphical view of the support and confidence probabilities from the two-way association resulls.

Subsetting the Association Rules

Select the View > Subset Table main menu option to view the Subset Table window based on association
discovery. The window displays the frequency count of each item based on the body and head of the /f-1/1cn
association rule. The window also displays a frequency bar chart of the confidence. support, and lift of the
association items.

Predecessor — Successor tab

The Predecessor — Successor :ab is designed to display the evaluation criterion statistics such as the
frequency count of all items under analysis. In other words, the frequency count of the body to the rule is listed
on the left-hand side of the tab and the frequency count of the head of each association rule is listed on the
right-hand side of the tab.

The tab is designed for vou to subset the list of all the desired combination of items that have been determined
from the various criterions specified within the General tab. The tab will allow you to build your own queries
from the list of the if-then rules in order to subset the list of items into various combinations or interactions.
The items listed in the left-hand side of the tab are based on the body of the association rules and the similar
items listed to the right of the tab represent the items of the head of the association rule.

Simply press the Shift or Ctrl key to select several items at one time. Alternatively. right-click the mouse and
select the Select All pop-up menu item to select all items from either the left-hand or right-hand side.
Conversely, select the Deselect All pop-up menu item to clear all items from either the left-hand or right-hand
side.



90  Chapter 2 Explore Nodes

A ——- < = |

| Sl 2@ Mo NS AP ?
- W S WY AR T SR TP R G S

Pr -3 | Conf idence | Support | Exclude Aelations ] Life 1
Laft Hand Side: . Right Hand Side:
Transaction Courd| __ Fide X
600 00 hewrskcan
48800 cracker
43500 henng
47300 ohves
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The Subset Table option is used to query the combination of items based on the association rules.

Specifying the Various Query Items for the Association Results Window

The following listing is a brief explanation of the menu items available in the Type field in order to query the
combination of items from either the left-hand or right-hand side. The following list of available queries are
based on the combination of items desired either from the left-hand or right-hand side of the association rule.
For example, if you want to query a combination of items, then you must first select two or more items from
the list.

o Find Any: Searches for any item, that is, it does not matter which item you select from the list.

o Combination Exclude Single: Exclude searching for single items, that is, searches for any
combination of two or more items, for example, (AB, AC and ABC).

¢ Combination & Single: Searches for both single items and any combination of items of two or more
items, for example, (A, B, C, AB, AC, BC and ABC).

¢ Only Combination Specified: Searches for a specific combination of items.
¢ Single Items: Searches for single items, for example, (A, B and C).

¢ Only Combination and Single: Searches for a specific combination of items and also searches for
single items, for example, (A, B, C and ABC).

o <Reset Type>: Sets the Type field to blank that is the default, that is, displays all possible
combinations of items.

Select the Process button to execute the specified query. The Association Discovery Subset window will
appear, which displays the listing of the subset of association rules that met the corresponding query. You may
display the grid plot of the resulting combination of association rules by selecting View > Graph from the
main menu. From the Subset Table window, you may also save the desired subset of association rules to a
SAS data set by selecting the File > Save as Data Set from the main menu. The node will also allow you to
export the list of association rules and the corresponding evaluation criterion statistics through the SAS Export
Wizard by selecting the File > Export main menu option.

If vour subset request did not find any valid matches, then a message window will open asking you to modify
the subset request. To modify the subset request, click Yes and make your changes in the Association
Discovery Subset window. If you do not want to modify the subset request, then select No to return to the
Associations Results table.
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Confidence tab

The Confidence tab is designed to display a frequency bar chart of the confidence probabilities that have been
automatically grouped into separate intervals. Large confidence probabilities that are displayed within the
graph will indicate to you the strength of association between the separate items.

In Enterprise Miner, there exists a color coding schema of the bars used to identify the frequency counts or the
frequency percentages of the range of values in the following evaluation criteria probabilities. All bars colored
in red will indicate a relatively large frequency percentage of the associated items, vellow bars will indicate a
relatively low frequency of the associated items, and orange bars will indicate relatively moderate frequency of
the associated items. However, the height of each bar will be consistent with the color coding that is assigned
to each bar. Large bars will be colored in red and small bars will be colored in yellow.

% SubsetTable e e e ]
Pr =3 Conf idence | Buppor t | Exclude Relations | Life 1
Bound : [RAX ¥| Value: | B2.82
MIN MAX

17.041875 25 785625 34 529375 827N 52 016875 B0 760625 69 504375 TB 248125
Confidence %

Process| Cancel |

The Confidence tab that displays the distribution and range of values of the confidence probability.
Setting the Cutoff Ranges to the Confidence, Support, and Lift Values

The charts will not only allow you to view the distribution of the association statistics, but you may also
remove certain items from the analysis. For instance, the charts will allow you to set certain cutoff values to
remove items that have a weak association between one another. From the chart, simply select the slider or
boundary box to a desired location along the horizontal axis to retain all items that are within the specified
range of values. Alternatively, select the Bound drop list to select either the Min or Max menu items. Simply
enter a value into the Value entry field and the slider will automatically be positioned to the corresponding
cutoff value of the confidence probability.

By pressing the Process button, the Results Associations window will open with the Rules tab being
displayed. The tab will display the resulting rules that have been selected from the graph. From the tab, you
may save the rules to a data set by simply selecting the File > Save as Data Set from the main menu.

Support tab

The Support tab is designed to display a frequency bar chart of the support probabilities that are automatically
grouped into separate intervals. Similar to the previous Confidence tab, you may also remove certain
associations from the analysis and the corresponding output data set. Simply select the desired cutoff values
based on the support probability between the interaction of the various items by selecting the slider along the
horizontal axis or entering the desired upper or lower bounds from the Value entry field. Since items with a
low support and a high confidence probability should be interpreted with caution. It might not be a bad idea to
remove all support probabilities that are located at the lower end of the graph with a low support probability.
From the following plot, the minimum support probability was entered in the Value entry field to remove all
items that seemed suspicious (with a low support and high confidence probability) that were observed from the
previous association rules scored output table listing.
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The Support tab that displays the distribution and range of values of the support probability.

Exclude Relations tab

The Exclude Relations tab is designed to display a frequency bar chart to view the frequency distribution as to
the order of the association rules. Each bar represents the n-way association of the items from the number of
associations specified from Maximum number of items in an association options within the General tab.

Excluding the Specific Association Rules

To exclude certain n-way interaction effects from the analysis, simply select the frequency bar based on the
relation number that you want to remove from the list of n-way association rules. To remove more than one »-
way associations, simply press the Ctrl key while at the same time selecting more than one bar. The selected
bars will turn to the color gray to indicate to you that the corresponding n-way associations have been removed
from the analysis. Once the desired order of associations is selected, then the results will be reflected in the
Rules tab. Select the Process button and the Rules tab will appear with the desired n-way order of
associations.

" T = 7
= Subset Table [E== Koy s

Predocessor =) Buccessor Conf i dence Bupport Exc lude Helations | Life

Frequency
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Process| _Cancel |

The Exclude Relation tab used to exclude certain association of items or events from the analysis.
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Lift tab

The Lift tab is designed to display a frequency bar chart of the lift values. Since the bar chart groups the
statistic into corresponding intervals, the lift chart will allow you to view both the positive and negative
associations among the various items under analysis. Lift values greater than one are the most desirable. A
positive association or correlation between the corresponding rules will indicate how much better the rules is in
predicting the association as opposed to a random guess. Conversely, lifts below the value of one will indicate
that the associations should be interpreted with caution and that randomly guessing the association is better
than predicting the association. To retain all items that are positively associated with each other, reposition the
slider to the left. that is, the minimum slider, along the X-axis to the value of one. Alternatively, to remove all
items that are positively associated with each other, then reposition the slider to the right, that is, the maximum
slider, along the X-axis to the value of one.

4 Subset Table
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The Lift tab is used to view the distribution of the lift values in displaying positive or negative associations.
Frequencies tab

The Frequencies tab is designed to display the frequency count of each item or event. For example, the
frequency count for Heineken beer can be interpreted as 600 different customers who have purchased
Heineken beer at least once. That is, the actual frequency count in the active training data set is actually 602. In
other words, there were two customers — customer id 380 and 719 — who purchased Heineken beer more than
once. The listed items display the variable assigned the target variable role with the associated frequency
counts that are displayed in descending order by the id variable role in the training data set.

- —

=+ Results - Association =N <=
Rules Freguencies ] Code | Log Notes ]
| Count | Item | -]
1 | 600 heineken |
2 488 cracker
3 486 hering
4 473 olives
5 bourbon
& bagustte
7 comed_b
8 avocado
9 soda
10 315 chicken
11 31 apples
12 31 ice_crea -
23 _’J_]

The Frequencies tab that displays a table listing of the frequency counts of all single items or events.
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Code tab

The Code tab is designed to display the internal SEMMA training code that generates the evaluation statistics
from the corresponding rules. In Enterprise Miner, the PROC ASSOC and RULEGEN data mining procedures
are performed for association discovery. The process used in generating the association results is designed so
that the internal SAS code must initially create a DMDB data mining data set. The DMDB data set is then read
into the PROC ASSOC procedure that determines the items that are related to each other. The procedures
create an output data set based on all items that meet the various criteria that are then used as inputs to the
PROC RULEGEN procedure that creates the various support, confidence, and lift statistics. These statistics are
written to the rules output data set that can be viewed when making your own interpretation of the strength and
relationship between the related items.

Rul“]Frlu- [‘.nd-]Lr:nu]Nntul

& Training C Soer im
00001 proc sort data=EMDATA.VIEH_KPT( keep= -
00002 PRODUCT =
00003 CUSTOMER
00004
00005 out=_emtrain |
00006 by

00007 CUSTOMER

00008 :

00009 run ;

00010 options nocleanup;

o001l Proc fAssoc dmdbcat= EMPROJ .dm_DGMO0O0004

00012 data= _emtrain

00013 out=EMDATA .ASCOKEGX (label = "Dutput from Proc fissoc')
oool4 items=2;

00015 Cus tomer

00016 CUSTOMER 3 =
00017 :

ogolgB target

00019 PRODUCT

00020 H

00021 run;

00022 quit;

00023 opt lons nocleanup;

00024

00025 Proc Rulegen in = EMDATA.ASCOKBGX

00026 out = EMDATA.ALAJTIVL (label = "Dutput from Proc Rulegen')
00027 minconf = 10;

00028 run

00029 quit; s
b | _»IJ

The Code tab that displays the SEMMA training code that created the association rules results.

Log tab

The Log tab is designed to display the procedure log listing of the SEMMA programming code that is executed
once you run the node. The corresponding programming code is listed in the previous Code tab. The Log tab
will display the number of records that are processed for each single items and all combination of items based
on the single items that are determined from the first pass.

Notes tab

Enter notes or record any other information to the Association node.

Sequence Analysis

The following tabs from Results Browser are based on the sequence analysis results that will open the
following Results - Sequence window. The Frequencies and Log tab will not be displayed since it is
essentially identical to the previously illustrated tabs that have been explained in association discovery.

Rules tab

The following listing displays the most frequent sequence of items purchased. Notice that the lift values are not
displayed since they are based on the relative frequency of each separate item. The listing is sorted in
descending order by the most frequent sequence of items purchased. The tab displays the number of chained
sequences of items or events, the support probability, confidence probability, and the frequency of occurrence
of each listed sequence of items. Similar to the previous Association Rules tab, you may save the following
table listing to either a SAS data set or to an external file by selecting the File > Save as Data Set or File >
Export main menu options.
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Aules ] Frequencies ] Code | Log ] Notes ]
Chain Length | Support(%)| Confidence(%)| Transaction Court | FRule |
1 2 3367 69.06 337 cracker ==3 heineken
P 2 2348 48.35 235 hering ==> heineken
3 2 2328 49.26 233 olives ==> bourbon
4 2 2288 4712 229 hering ==> comed_b
5 2 2258 46.50 226 hering ==> olives
6 2 2248 57.40 225 baguetie ==> heineken
7 2 21.98 69.18 220 soda ==> cracker
8 2 2198 56.12 220 baguette ==> henng
3 2 2198 46.51 220 olives ==> turkey
10 2 2178 68.55 218 soda ==> heineken
11 2 2168 3N 217 coke ==> ice_crea
12 2 2128 52 85 213 bourbon ==> cracker
13 2 2058 537N 210 comed_b ==> olives
. N 2 2088 53.32 209 baguette ==> avocado
15 2 20.78 57.30 208 avocado ==3 heineken
16 2 2068 57.02 207 avocado ==> artichok
17 2 1578 64.92 198 artichok ==3 heinelcen
18 2 18.28 30.50 183 hsineken -->c=hckml -
4| b|

The Rules tab displaying the evaluation criteria statistics from sequence analysis.

From the Rules tab, the table listing displays the highest confidence. Although Heineken beer is the most
popular single item purchased, it seems that the buying behavior of customers is to either first purchase
crackers, herring, baguette, soda, avocados, and artichokes, then subsequently purchase Heineken beer.

Subset Table

The Subset Table option is designed to subset the sequence rules that are automatically generated. Simply
select the View > Subset Table main menu option and the following Subset Table window will appear. The
Subset Table window is designed for you to specify a built-in operator of the requested chain of sequences
based on a simple WHERE expression. To begin building the WHERE expression, simply select any one of the
evaluation criteria listed in the Available Columns list box and the following list of operators will appear. This
is illustrated in the following diagram. The next step is to select from the listed evaluation criteria statistics to
complete the corresponding WHERE expression that is listed in the Where container box. Execute the
specified WHERE query expression by selecting the OK button. The Rules tab will then appear that will list
the various rules based on the query condition specified by the WHERE statement.

("Available Columns

<CONSTANT enter value> Operators | ok |
LengQen e —

: 2= 1 EQ

Suppor t(X) & Und I

Conf idence(X)

Aule GT

Chain Item 1 Help I
Chain ltem 2 LT
Chain ltem 3 GE

LE 4, Heset

T tion Count |
ransac on oun T

OTHER Operators

The Subset Table window is used in building your query from sequence discovery.
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The following are the various operands to select from within the Available Columns list box.

o <CONSTANT enter value>: This option will open an additional dialog box that will appear for you
to enter the appropriate constants or text in building your WHERE expression.

o Chain Length: This option will allow you to specity the number of events in a sequence.
o Transaction Count: This option will allow you to specify the number of occurrences.

o Support (%): This option will allow you to subset the listed rules from the relative frequency
criteria.

o Confidence (%): This option will allow you to subset the listed rules from the confidence
probability criteria.

o Rule: This option will allow you to enter an expression for the rule that can be up to 200 characters.

e Chain Item 1-n: The number of chains that are listed based on the Number of items in longest
chain specified from the Sequence tab.

o <LOOKUP distinct values>: This option opens the Lookup Distinct Values window that will
allow you to select an item name of interest.

For example, suppose you are interested in a listing of all ordered sequences of two or more based on all
customers purchasing Heineken beer. Therefore, simply perform the following steps.

1. Select View > Subset Table.
From the Available Columns list, select Chain Item 1.

()

Select the Operators button, then select the EQ pull-down menu item.
From the Available Columns list, select <LOOKUP distinct values>.

Select Heineken from the Lookup Distinct Values window.

W

Select the Operators button, then select the OR pull-down menu item.

From the Available Columns list, select Chain Item 2.

© N o w

Select Heineken from the Lookup Distinct Values window and press the OK button.

Event Chain

Selecting the View > Event Chain main menu options will display the following Event Chains window. The
window is designed for you to build a sequence of rules to query from the active training data set. The list box
positioned to the left of the window displays every two-way sequence rule under analysis. The list box displays
the order 2 sequence of items in alphabetical order based on the left-hand side of the sequence rule. Only one
two-way sequence rule may be selected at a time. By selecting each sequence rule from the Possible list box
and pressing the right arrow button, the corresponding confidence and support probabilities will be displayed
that is based on the selected sequence rules that are listed in the Selected list box positioned to the right.
Continue to select each sequence rule from the Possible list box until the desirable chain of sequence of items
is reached. Next, select the Find Chain tab to display the chain of sequence of items, that is, the sequence rule,
specified from the Build Chain tab. In our example, you will first select the sequence of bourbon— Coke to
guery all customers who purchased bourbon then Coke. From the Possible list box, you will next select the
sequence of customers purchasing Coke then ice cream, that is, Coke — ice cream chain of the sequence of
items that you have now selected is, therefore, bourbon => Coke — ice cream, or customers purchasing
bourbon then Coke, and, finally, ice cream, in that exact order. The number of chain items that can be queried
is based on the Number of items in longest chain option that can be specified within the Sequence tab. For
instance, specifying a sequence of items or events from the Build Chain tab greater than the value entered
from the Sequence tab will result in the Find Chain tab being grayed-out and unavailable for viewing.

Press the left-hand double arrow control button to start all over again by moving all the two-way sequence
rules from the Selected list box back to the Possible list box.
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Build Chain | Find Chain |
Possible:

Rule
bourbon ==> chicken

bourbon ==> comed_b
bourbon ==> cracker
boubon ==> ham
bourbon ==> heineken
bourbon ==> hering

Build Chain | Find Chain |
Possible:

Rule
ice_crea ==> apples
ice_crea ==> atichok
ice_crea ==> baguette
ice_crea ==> bourbon
ice_crea ==> comed_b
ice_crea ==> cracker
ice_crea ==> ham
ice_crea ==> hering
ice_crea == peppers
ice_crea ==> soda
ice_crea ==> steak

Build Chain Find Chain |

Chain to Find:

bourbon ===>coke ===)ice_crea

«
Chains Found.

wmlml Rule
_ 81.20 bmlbm-)cuh-»ba _crea

I e

The Find Chain tab displays the evaluation criterion statistics based on the desired sequence rule.

From the Find Chain tab, you may save the resulting sequence of events to a SAS data set by selecting File >
Save As Data Set main menu options. The query results can also be exported to an external file by selecting
the File > Export main menu option with the SAS Import Wizard appearing.
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Code tab

The Code tab displays the internal SEMMA training code that is applied to sequence analysis. Initially, the
training code ensures that the active training data set is structured as a sequence analysis database layout by
sorting the file by the customer identifier variable within the time identifier variable. The sorted file is then
read into the PROC ASSOC procedure to determine the best set of items that are related to each other. The
PROC SEQUENCE procedure is then applied to determine the best sequence of related items from the rules
output data set that is generated from the previous PROC ASSOC procedure.

[ Salex. | Fregmnion Tiso.] owes |

@ Training C Svor 1

00001 proc sort data=EMDATA.VIEW_S5YF( keep=
00002 PRODUCT

00003 CUSTOMER

00004 TIHE

00005

00006 out=_emtrain ;

00007 by

00008 CUSTOMER

00003 TIME

00010 : |
00011 run ;

00012 options nocleanup;

00013 Proc fissoc dmdbcat= EMPROJ .dm_DGM00005

00014 data= _emtrain

00015 out=EMDATA.ASC290DE (label = "Output from Proc fissoc')

00016 support = 50 items=2; =
00017 cus tomer

00018 CUSTOMER

00019 V

00020 target

00021 PRODUCT |
00022 i !
00023 run;

00024 quit;

00025 options nocleanup;

00026 Proc sequence data= _emtrain

00027 dmdbcat=EMPROJ . dm_DGMO000S

00028 assoc=EMDATA .ASC290D6

00029 out=EMDATA .RLSSSDMP (label = “Output from Proc Sequence™)
00030 nitems = 3 (|
00031 :

00032 cus tomer
00033 CUSTOMER
00034 H

00035 target

00036 T

00037 H I
00038 visit

00033 TIHE
00040 3

00041 run;

oo quit; ‘Hj

T he Cade tab displays rhe PROC SEQUENCE procedure I:srmg ﬁ'om sequence discovery.

|»

Log tab

The Log tab is designed to display the procedure log listing from the programming code that is listed in the
previous Code tab. The Log tab will allow you to observe the number of records processed at each stage of all
single items, two-way items up to all n-way association of items. This will be followed by the number of
records that were processed at each sequence of items up to the longest chain sequence of items.

Notes tab

The Notes tab is a notepad to enter notes or record any other information to the Association node.
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2.5 Variable Selection Node

General Layout of the Enterprise Miner Variable Selection Node

e Data tab

e Variables tab

e Manual Selection tab

e Target Associations tab
e General tab

e Qutput tab

e Notes tab

The purpose of the Variable Selection node in Enterprise Miner is to perform a variable selection procedure in
determining the best set of input variables for the predictive model from a pool of all possible input variables
that best predicts the variability of the unique target variable from the training data set. The following variable
selection routines are advantageous when there are a large number of input variables in the model. By default,
the node performs stepwise regression to the process flow. The node performs the variable selection routine for
either an interval-valued or binary-valued target variable. Therefore, if the target variable is ordinal or nominal
with more than two class levels, you may want to use the Regression node to perform the variable selection
routine in selecting the important input variables for the model. In model building, it is not only very important
to construct a model with the smallest error, but it is also important to find a model with the fewest number of
parameters. The reason is because there are a larger number of degrees of freedom for the error term that leads
to a more powerful test, since there are fewer terms in the model to predict the target variable. Failure to reduce
the number of input variables for the model will result in overfitting and bad generalization, a tremendous
increase in computational time, a high probability of removing observations from the analysis due to missing
values in any one of the input variables and a high probability that certain input variables will be related to
each other, which will result in unstable estimates and invalid test statistics. Unstable estimates means that the
estimates are quite different by fitting the same model to the same data that is resampled any number of times.
Before performing the following variable selection routines in order to develop a well-designed predictive or
classification model, it is advisable to perform the various preprocessing routines such as filtering the extreme
values from the training data set, transforming all the variables that are not normally distributed, and imputing
missing values and replacing incorrect nonmissing values. The node is designed to remove input variables
from the model based on a certain percentage of missing values, and the number of unique values of the
categorical input variables, and removing variables based on model hierarchy. Model hierarchy is defined by
the level of generalization or the interacting effect between the two separate input variables in the predictive
model. The metadata sample is used to determine variable hierarchies in the Variable Selection node.

In predictive modeling, there are two reasons for eliminating variables from the analysis: redundancy and
irrelevancy. In other words, most of the modeling selection routines are designed to minimize input
redundancy and maximize input relevancy. At times, the statistical model can potentially consist of an
enormous number of input variables in the model to predict the target variable. Therefore, irrelevancy in some
of the input variables might not provide a sufficient amount of information in describing or predicting the
target variable. Redundancy in the input variables suggests that a particular input variable does not provide any
added information in explaining the variability in the target variable that has not already been explained by
some other input variables already in the model. For example, state and zip code, weight in pounds and weight
in ounces, or height in feet and height in inches provide the same redundant information in predicting the target
variable. In eliminating both the redundant and irrelevant variables from the predictive model, it is easier to
first eliminate the redundant input variables and then consider the removal of the irrelevant variables.
Redundant input variables ¢an be identified by a high correlation between both variables or basically observing
the same range of values between both variables. Conversely, irrelevancy in the input variables can be
determined by prior knowledge, previous studies, or general intuition. Otherwise, irrelevancy in the input
variables can be determined by insignificant p-values in its associated parameter estimates.
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It is assumed that the input variables in the model are not highly correlated to one another. The reason in
removing the redundant input variables from the model is to avoid the multicollinearity phenomenon.
Multicollinearity occurs when certain input variables are highly correlated with one another, providing
redundant or identical information in explaining or predicting the underlying effect of the target variable. For
example, a variable that is the total sum or an accumulation of separate input variables in the model will
provide redundant information about the model that will result in the inversed correlation matrix that cannot be
computed. It is important to understand that the problem of multicollinearity has to do with the data and not
with the predictive model. The reason that multicollinearity is so problematic is because there are a certain
number of input variables in the model that are identical or proportional to one another, which will result in the
system of linear equations of input variables that best describes the relationship in the target variable that
cannot be computed algebraically. Highly collinear input variables in the statistical model will result in
singularity matrices that cannot be inverted. Again, the existence of multicollinearity in the input variables can
cause the model to be very unstable, which can also make the interpretation of the linear relationship between
the input variables and the target variable nearly impossible. Multicollinearity can cause some related input
variables to appear less important than they actually are, that is, multicollinearity can hide the significance of
certain input variables in the model. In extreme cases of multicollinearity, the t-statistic and the associated p-
value of a combination of related input variables can make every input variable in the model nonsignificant,
and when actually taken together accurately describe and predict the target variable. In predictive modeling,
multicollinearity will contribute to an increase in the variance of the parameter estimates, which will result in
unstable and less precise parameter estimates that will contribute to increased error in the predicted values.
Examples of pairs of variables that are related to one another are height and weight, store sales and number of
employees, and household income and mortgage rates.

The Variable Selection node typically performs two steps in selecting the best set of input variables to the
predictive model. Initially, the node performs correlation analysis from the simple linear relationship between
each input variable and the target variable. From the analysis, the input variables with the highest correlations
are retained in the model. However, the shortcoming of this technique is that correlation analysis does not
account for the partial correlation between the other input variables in the model. Therefore, inputs could be
mistakenly added to or removed from the predictive model. Partial correlation measures the association
between each input variable and the target variable in the model, that is, as the values of the input variable
change, they will result in the change in values of the target variable in the model, or vice versa. Therefore, this
is the reason that the forward stepwise regression procedure is performed in the subsequent step. Stepwise
regression takes into account the intercorrelation between the input variables in the predictive model. However,
at times two variables might be uncorrelated with each other unless vou take into account a third variable. As
an example, height generally would not contribute that much in predicting hair length unless you consider
including females in the regression model. In other words, the partial correlation between height and hair
length is approximately zero as opposed to an increase to the multiple correlation in the model with females
included in the model in predicting hair length. The reason is because women tend to wear long hair.

At times, data mining data sets can potentially amount to an enormous number of input variables in the
predictive model. Therefore, the Variable Selection node is designed to eliminate a certain number of input
variables from the predictive model based on the simple linear relationship between each input variable and the
target variable from the training data set. Variable selection routines are designed to eliminate the curse of
dimensionality. However, removing the number of variables or reducing the dimensionality to the modeling
design can also result in disregarding important information in predicting the target variable. The main idea in
the following modeling selection procedure is to eliminate the unimportant variables from the predictive model
and produce a smaller combination of input variables that contain as much information as possible from the
original data set in predicting the target variable. In the variable selection routine, there is this trade-off in
reducing the number of input variables in the model while at the same time making sure that the variable
selection routine does not remove important input variables from the model that accurately explains the
variability in the target variable. In nonlinear predictive modeling, such as neural network modeling,
eliminating the input variables from the design and reducing the dimensionality of the extremely nonlinear
error surface will increase the generalization performance of the modeling design that is the main goal of any
statistical modeling design. The Tree node and the Regression node are the other two Enterprise Miner nodes
that perform variable selection routines within the process flow. In addition, the Princomp/Dmneural node is
another dimension reduction routine that can be used in determining the best set of principal components that
best explains the variability in the data. In principal component analysis, instead of dropping input variables
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from the model, you remove the linear combination of independent variables, that is, principal components
from the model. Stepwise regression is probably the most well-known modeling selection technique used in
predictive model building. However, there is no universal variable selection technique that is considered
superior. Therefore, it is recommended to apply different modeling selection criterions in evaluating the
importance of the input variables in the predictive model and also look for consistency in the input variables
that are selected for the tinal model from the various modeling selection routines. Selecting from many
different criteria can result in many different models. Therefore, as a general modeling selection strategy. it is
not a bad idea to specify many different modeling selection criteria, will result in many different models to
select from in order to select the most reliable model.

The Key to a Well-Designed Model

The reason that the modeling selection procedure is so important is because including enough polynomial
terms in the multiple linear regression model, constructing a tree large enough in decision tree modeling or
selecting enough hidden layer units in neural network modeling can result in an absolutely perfect fit with
absolutely no training error. On the other hand, ignoring important input variables trom the model that predicts
the target responses extremely well will result in poor generalization. Adding too many terms in the regression
model. too many hidden laver units in the neural network model, or constructing too small of decision tree will
result in overfitting and poor generalization. Therefore, the goal in the modeling selection routine is finding a
balance in fitting the model that is not too simple and yet not too complex.

Determining the correct combination of input variables for the model is the key to an effective predictive and
classification modeling design. There are two reasons why it is important to reduce the number of input
variables in the predictive model. The first reason is that it will result in an increase in the predictive accuracy
of the model with a reduction in the variance and a small sacrifice of an increase in the bias. The second reason
is that reducing the numerous input variables in the predictive modeling design will lead to an easier
understanding in the interpretation of the modeling terms based on the linear relationship between the input
variables in the predictive model that best explains or predicts the target variable. Typically. input variables
with little or no correlation to the target variable are excluded from the predictive model.

Preprocessing the data in statistical modeling, like performing the modeling selection procedure in order to
reduce the number of input variables in the predictive model, is one of the most important steps in a well-
designed predictive modeling design. In statistical modeling, reducing the number of input variables decreases
the chance that the X'X correlation matrix will result in an ill-conditioned matrix and instability in the
parameter estimates in the model. Also, reducing the number of input variables from the statistical model will
reduce the chance that certain observations will be removed from the modeling fit since Enterprise Miner will
automatically remove all cases from the model with missing values in any one of the input variables. From the
General tab, the node will allow you to remove certain input variables from the model based on a specified
proportion of missing cases. In logistic regression modeling, reducing the number of categorically-valued input
variables to the model will reduce the chance that the model will consist of certain class levels with zero cell
counts, which will lead to quasi-complete separation in the model. Quasi-complete separation will result in an
undefined parameter estimate in the categorically-valued input variable. In nearest neighbor modeling.
reducing the number of input variables of the model will increase the chance that each hypersphere will
adequately encompass the number of specified observations. In decision tree modeling, eliminating certain
input variables from the model will reduce the number of splits to consider where the algorithm first
determines the best split based on each input variable in the model, then performs an exhaustive search in
selecting the best splits from a multitude of possible splits at each node. [n principal component analysis,
reducing the number of input variables, where each principal component is a linear combination of every input
variable in the model, will reduce the complexity in interpreting the variability or correlation in each principal
component that is selected.

An Overview of the Node

The Variable Selection node facilitates the variable modeling selection procedure for both ordinary least-
squares regression and logistic modeling designs. The node supports both binary-valued or interval-valued
target variables. Therefore, if the target variable consists of more than three separate class levels, then you
must create separate binary dummy target variables to fit, instead of fitting the original nominal or ordinal-
valued target variable and observing the consistency in the final input variables selected from the different
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classification models. Otherwise, assume it is an interval-valued target variable by fitting the least-squares
model. The input variables that are selected for the statistical model are determined by one of two variable
selection criteria of either the r-square criterion or chi-square model selection criterion. For an interval-valued
target variable, the node applies an r-square criterion. The r-square statistic is based on the linear relationship
between each input variable in the predictive model and the target variable to predict. The r-square statistic is
calculated in determining how well the input variables in the predictive mode! explain the variability in the
target variable. The node uses the stepwise method in selecting the best linear combination of input variables to
the model with the modeling selection procedure terminating when the improvement in the r-square is less than
.0005. By default, the method rejects input variables whose contribution to the target variability is less than
.0005. For a categorically-valued target variable, the node applies a chi-square criterion. This variable selection
routine produces a series of 2x 2 frequency tables in determining the most appropriate input variables to the
logistic regression model based on the highest chi-square statistic, where each nominal or ordinal-valued input
variable is remapped into binary-valued dummy variables and each interval-valued input variable is remapped
into several categories of equally sized intervals.

For each interval-valued input variable in the model, the Variable Selection node performs simple linear
regression to calculate the r-square value by either fitting the interval-valued or binary-valued target variable to
the model. For each categorically-valued input variable, the node performs one-way analysis of variance to
calculate the chi-square statistic by fitting the interval-valued target variable. In addition, from the Target
Associations tab, the node is designed to create a scored data set from the final input variables that are selected
from the variable selection routine. For interval-valued targets, the node automatically performs linear
regression modeling. For binary-valued targets, the node automatically performs logistic regression modeling.

However, for binary-valued target variables, the Variable Selection node will allow you to select the r-square
criterion. In other words, the node has the added flexibility in performing the variable selection routine by
applying the multiple linear regression model when fitting the binary-valued target variable. The reason for
applying the least-squares model is to avoid computational difficulties and long lengthy runs due to the
iterative maximum likelihood algorithm that is applied in calculating the parameter estimates and standard
errors in the logistic regression model which may take many passes of the data to reach stable parameter
estimates when performing the variable selection routine. The algorithm can result in a tremendous amount of
computational time when fitting an enormous amount of data to the logistic regression model and generating a
large number of classification models from a pool of all the possible combination of input variables by
assessing the significance of each input variable added or removed from the classification model one at a time,
which is determined by the difference in the likelihood functions. In addition, memory limitations with regard
to the Hessian matrix might occur when fitting several categorically-valued input variables or an enormous
number of input variables in the logistic regression model. The Hessian matrix is the matrix of second
derivatives of the error function with respect to the parameter estimates. The standard errors from the logistic
regression model are determined by the diagonal elements of the negative of the inverted Hessian that can be
computationally demanding with several categorically-valued input variables in the logistic regression model.
This is compounded by the fact that algebraic problems might occur when inverting the Hessian matrix due to
certain input variables in the model that are highly correlated to each other that will result in undesirable bad
local minimums in the error function. The drawback to this approach is that, at times, the least-squares model
might generate fitted values less than zero or greater than one. The reason is because the linear regression line
might go below zero and above one when fitting the responses of the binary-valued target variable with values
of either zero or one.

To generate assessment statistics from the scored data set that is created from the node, simply connect the
Variable Selection node to the User Defined Model node. During the variable selection procedure, missing
values in the target variable are removed from the analysis. Missing values in any one of the interval-valued
input variables are replaced by their own mean and missing values in the categorically-valued input variable
are treated as a separate class level.

The Three Steps to the Variable Selection Node

The node performs a three-step process in selecting the best set of input variables from the R* variable
selection routine where the input variables are added or removed from the predictive model one at a time by
fitting the interval-valued or binary-valued target variable in the model as follows:
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First Step: In the first step, the node performs correlation analysis between each input variable and the target
variable. All input variables are retained to the model with a squared correlation r-square statistic greater than
the default criterion value of .005. However, the drawback to this approach is that it ignores the partial
correlations between the other input variables in the model that might inadvertently add or remove input
variables to the model. Therefore, setting the default criterion value of zero will result in all input variables
retained to the model, which will prevent the correlation analysis procedure from being performed by
removing certain input variables from the model.

Second Step: In the second step, the node performs forward stepwise r-square regression to the input variables
that are not rejected from the previous step. The input variables that have the largest squared correlation
coefficient value to the target variable are first entered into the regression model. Input variables with an
improvement in the R” statistic less than the threshold criterion value, that is, with a default 0f.0005, are
removed from the model. Setting the default threshold criterion value of zero will result in all input variables
retained to the model that will prevent the stepwise regression procedure from being performed in removing
the input variables from the model.

Third Step: For binary-valued targets, an additional third step is performed that fits a logistic regression model
based on the predicted values that are outputted from the previous forward stepwise regression routine that are
used as the only input variable for the model. Once the final predictive model is selected with the best set of
linear combination of input variables, the Variable Selection node will then automatically create an output
scored data set that can be passed along to the subsequent modeling node.

From the node, input variables with a model role set to input are automatically included in the variable
selection routine. Conversely, the input variables removed from the predictive model due to variable selection
routine are automatically set to a model role of rejected. However, these same input variables are passed along
to the subsequent modeling nodes. The node will allow you to initially remove certain input variables from the
variable selection routine that might be considered unimportant to the modeling fit by setting the variable
status of these same input variables to don’t use from the Variables tab. Furthermore, the input variables that
are automatically dropped from the predictive model can be included back into the predictive model by
reassigning the input model role to these same variables in any of the subsequent modeling nodes.

The various modeling selection techniques are discussed in greater detail in Neter, Wasserman, Kutner and
Nachtsheim (2004), Freund and Littell (2000), Bowerman and O’Connell (1990), and Applying Data Mining
Techniques Using Enterprise Miner Course Notes, SAS Institute (2002).

Data tab

The Data tab is designed to perform the variable selection routine on the training data set only. In other words,
the node is not designed to perform the variable selection routine on the validation, test, or scored data sets.
However, the validation and test data sets can be applied within the subsequent modeling nodes to compare the
consistency in the results based on the best set of input variables that are selected for the predictive model from
the variable selection routine that is performed on the training data set. The Select... button is grayed-out
assuming that the node is connected to a single data set to be processed, which is usually created from the
Input Data Source node. Otherwise, press the Select... button to choose among the various previously created
data sets that are connected to the node in order to select the active training data set to perform the subsequent
variable selection routine. Press the Properties... button to either view the file administrative information or a
table view of the active training data set.

Variables tab

By default, opening the Variable Selection node will result in the following Variables tab appearing. The
Variables tab displays a table view of the various properties of the variables such as the variable roles, level of
measurement, variable type, and the variable formats that are assigned from the metadata sample. The tab is
designed for you to manually add or remove the input variables from the predictive model. Simply select the
input variable rows of interest, then scroll the mouse over to the Status column and right-click the mouse to
select the Set Status pop-up menu item that will allow you to select either the use or don’t use option in order
to add or delete the corresponding input variable from the predictive model. By default, all the variables in the
modeling selection process will have a variable status set to use. However, setting the target variable to don’t
use will prevent the modeling selection procedure from being performed. Again, it is important to point out
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that removing the input variable from the analysis will not result in the variable being removed from the active
training data set. Notice that the other columns are grayed-out and cannot be changed.

= CAS

File Edit Tools Window
v =l 4S9
[ variable Selection == =
Data Variables , Nanual Selection Target Associations ] General Dutput | Notes :
[ Meme [ Status |  Model Role |  Measurement | Type |  Format | Label 4
BAD use input binary nun BESTI2
LOAN use input interval nun BESTI12
MORTOUE use input interval num BEST12
‘ VALLE use Input interval num BESTI2
REASON use input binary char 7.
Jog use input nominal char 7.
‘ You use input interval wum BEBTI2
DERDG use input interval num BESTI2
DEL INQ use input interval num BESTIZ,
CLAGE use input nominal num BESTI2.
NiNG uss input interval num BESTI2.
CLNOD use input interval num BESTI2.
Set Status
Sort by Status I
Subset by Status
Find Status |
4 View Distribution of DEBTINC Tk

The Variables tab is used to add or delete the input variables from the predictive or classification model.

Manual Selection tab

The Manual Selection tab is designed for you to automatically add or remove input variables from the variable
selection procedure based on the Role Assighment column setting. By default, input variables are set to
<automatic>, indicating to you that the input variable will be part of the modeling selection process in which
the automatic selection criterion that is selected from the following the Target Associations tab is used to
determine which inputs are added or removed from the model. However, you may automatically include the
input variable in the predictive model by setting the Role Assignment setting to input. If you already know
that an input variable is not important in predicting the target variable, then you may automatically drop the
variable from the predictive model by assigning the input variable a Role Assignment setting of rejected.
Input variables with a variable status of don’t use will not appear in the Manual Selection tab. The Reason
column is designed for you to enter a short description of the listed variables in the active training data set.

- _ - —

T[] variable Selection == e |
Data U.ulahles Manual Belection ] Target Associations | General | Dutput | Notes |
Nane Measurenent = Role fAss igneent | Reason -
BAD binary {automatic} |
| LOAN interval (automatic?
MORTOUE interval Cautomaticy
VALLE interval Cautomatic)
REASON binary {automat ic?)
JoB nominal Cautomatic?
o4 interval {automatic>
DEROG interval Cautomatic?
DEL ING interval ¢automatic)
CLAGE nominal Cautomatic)
NING interval Cautomatic)
LRI R itoasticy
Set Role Assignment
Sort by Role Assignment
Subset by Role Assignment
| Find Role Assignment -
g o

The Manual Selection tab is used to add or delete the input variables from the variable selection procedure.
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Target Associations tab

The Target Associations tab is designed to specify the modeling selection criterion statistic that are used
in determining the appropriate input variables of the predictive modeling design, prevent the creation of
the output scored data set by training the regression model with the selected input variables, and setting
the cutoff probability to the binary-valued target response. If a target variable does not exist in the input
data set or if the categorically-valued target variable has more than two class levels, then the tab is
grayed-out and unavailable for viewing.

Again, the tab will allow you to select from the two separate model selection criteria that are available within
the node. By default, the r-square selection criterion is automatically selected.

Data ] Variables | Manual Selection Target Associations | General | Output | Notes |

¥ Remove variables unrelated to target

Selection criterion:

& R=squar

Settings... |

¥ Score data sets Cutoff: | .50000

The Target Associations tab is used to specify the criterion statistic for the modeling selection routine
by fitting the interval-valued target variable.

o Remove variables unrelated to target: By default, this option is checked. The node automatically
removes input variables from the model that are unrelated to the target variable based on the various
modeling selection criteria. It is a preliminary assessment for quickly determining the input
variables in the model that best predict the variability in the target variable based on a linear
relationship between each input variable. To prevent the node from using the selection criterion
value that is used in removing variables from the predictive model, clear the check box. Clearing the
check box also will prevent the node from creating the scored data set with the following Selection
criterion and Score data sets options unavailable for selection. This will result in the node selecting
or rejecting the input variables in the model from the settings you defined in the Manual Selection
and General tabs.

The following are the two separate modeling selection statistics that you may select from the Target
Associations tab:

» R-squared: By default, the r-square or the coefficient of determination statistic is used in
determining the appropriate input variables added or removed from the predictive mode!. The r-
square statistic is the proportion of variability of the target variable explained by the input variable
in the model, that is, with values ranging between zero and one. A r-square statistic of zero indicates
that there is absolutely no linear relationship between both the input variable and the target variable
in the model, and a r-square statistic of one indicates a perfect linear relationship between both
variables in the predictive model. For interval-valued input variables, the node performs a simple
linear regression model by fitting either the interval-valued or binary-valued target variable. For
categorically-valued input variables in the predictive model, the node performs one-way analysis of
variance by fitting the interval-valued target variable. Selecting the Settings... button will result in
the following R-square window appearing. Input variables are removed from the regression model
with an r-square statistic less than the value specified from the Squared correlation value.
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e Chi-Square: This modeling selection criterion is available for binary-valued target variables only.
Otherwise, this option will be automatically unavailable if there exits an interval-valued target
variable in the regression model. The variable selection process evaluates the importance of the
input variable to the model by performing various splits in maximizing the chi-square statistic from
the 2x2 frequency table. For nominal or ordinal-valued input variables, the class levels are
decomposed into dummy variables. The hypothesis is rejected for large values of the chi-square
statistic, indicating to you that the input variable is a good predictor of the classification model.

The following option controls the creation of the output scored data set:

e Score data sets: By default, the Variable Selection node creates an output data set that assigns the
appropriate model role to the input variables in the predictive model along with the predicted values
generated from the statistical model within the node. For an interval-valued target variable, the node
automatically performs multiple linear regression modeling in selecting the best linear combination
of input variables from the variable selection procedure. For a categorically-valued target variable,
the node automatically performs logistic regression modeling in selecting the best set of input
variables from the variable selection procedure. However, clearing the check box will prevent the
node from creating the scored data set.

The following option will allow you to specify the cutoff probability of the classification model:

o Cutoff: This option is available when you are fitting a binary-valued target variable. The option will
allow you to specify the cutoff probability of the logistic regression model in predicting the binary-
valued target variable. The observation is assigned to the target event if its estimated probability is
greater than the specified cutoff value. Otherwise, the observation is assigned to the target nonevent.
The default cutoff probability is automatically set at .5. Specifying a higher cutoff probability will
result in fewer input variables retained to the modeling selection procedure. Each input variable is
added or removed from the model based on the misclassification rate from the 2x2 classification
table between the actual and predicted class levels of the binary-valued target variable.

R-Square Modeling Selection Criterion

Squared correlation <| .00500

Stepwise R2 improvement (| . 00050
™ Include 2-way interactions

[T Bin interval variables (ADV16)

[V Use only grouped class variables

oK | Cancel |

The Settings window displays the r-square option settings to the variable selection procedure.

The following are the various option settings for the R-square modeling criterion statistic:

e Squared correlation: In the first step, correlation analysis is performed between each input variable
and the target responses. Input variables are entered into the predictive model in which the node
sequentially evaluates each input variable in the predictive model based on the squared correlation
coefficient value. From the R-square window, you may specify an appropriate r-square statistic
used in assessing the strength of the linear relationship between each input variable and the target
variable in the model. The node sets each input variable in the model to a model role of rejected if
the target correlation for each input variable falls below the specified threshold value. By default,
the squared correlation p-value is set to .005. Setting the r-square value higher will tend to exclude
more input variables from the model. Conversely, setting the value in the entry field too low will
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tend to include more input variables in the model. Also, you can elect to retain all input variables to
the model by setting the squared correlation value to zero. This will allow the node to select the best
input variables for the model from the following forward stepwise modeling selection routine and
avoid the possibility of eliminating important intercorrelated input variables from the predictive
model. For categorically-valued input variables, the node performs one-way ANOVA in computing
the squared correlation based on the grouped target means and the overall target mean.

o Stepwise fit improvement: This option will allow you to control the termination criteria that is used
in the forward stepwise regression procedure to the significant input variables that failed to be
rejected from the previous correlation analysis. Setting a minimum value to the improvement of the
global r-square value from the overall predictive model is used in stopping the stepwise regression
process. By default, the p-value to this r-square criterion is set to .0005. Setting a higher threshold
value will tend to exclude more input variables from the model. Conversely, setting the value in the
entry field too low will tend to include more input variables in the predictive model.

o Include 2-way interactions: Includes all two-way interaction effects in the categorically-valued
input variables. Not selecting this option, will result in the node performing the variable selection
routine on the main effects in the model only and preventing the interaction terms from being
included in the final model. Typically, it is important to first determine if the various interaction
effects might have a significant effect in predicting the target response. However, the big drawback
in introducing interaction into the predictive model is that it makes the relationship between the
target response variable and the input variables in the model much harder to interpret. By default,
the interaction terms are automatically removed from the statistical model.

o Bin interval variables (AOV16): This option will create 16 equally spaced intervals for all
interval-valued input variables in the linear regression model. Intervals with zero frequency counts
are automatically removed. Therefore, at times there can be less than 16 intervals. The AOV16
method is designed to bin the input variables in the model to determine the nonlinear relationship
between the input and target variable. By default, this method is not selected since it can be
computationally intensive.

¢ Use only group class variables: This option is designed to reduce memory and processing time. In
other words, the option is designed to reduce the number of group levels to the categorically-valued
input variable using only the transformed categorical variable to evaluate the variable’s importance.
By default, this option is selected, indicating to you that if a class variable can be reduced into a
group variable with fewer class levels, then only the transformed grouping variable is applied to the
variable selection process. However, clearing this check box will result in the node using both the
grouped class variable and the original class variable in the subsequent variable selection procedure.

Grouping the Categorical Input Variables

The following example is based on a categorical input variable in the predictive model in predicting the
interval-valued target variable. The group class variables method can be viewed as an analysis of the ordered
cell means to determine if specific class levels of the categorical input variable can be collapsed into a single
group. The first step in the group class variable method is to order the target means in descending order across
the separate class levels of the categorical input variable that explains a predetermined percentage of variability
in the target variable that is determined by the r-square criterion value. The method then determines which
class levels can be combined or collapsed into a single group. The separate levels of the input variable are
combined from top to bottom with the class levels ordered by the largest target mean ranked at the top, that is,
(A), to bottom, (C), in determining the best groups to combine. Again, the node always works from top to
bottom when considering the levels that can be collapsed. If the top two input groups (A) and (B) are
combined, leading to a reduction in the r-square statistic at .05 or lower, then the input variable categories are
collapsed. Otherwise, the procedure then determines the next adjacent input categories to combine, that is, (B)
and (C). The node stops combining levels when the r-square threshold is not met for all possible class levels
that are adjacent to each other or when the original variable is reduced to two groups.

Note: The Code tab will display the internal SEMMA scoring code from a series of if-tien statements that
perform the group class variable method in determining the process in which the class levels of the categorical-
value input variable are combined.
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Explanation of the AOV16 Variables in the Predictive Model

The following code will briefly explain the meaning of the various AOV16 variables that identify the nonlinear
relationship in the target variable. The main idea of the AOV 16 variables is to bin the interval-valued input
variables in the model into equally sized intervals or intervals of equal length. Typically, the average values of
the target variable will display a nonlinear trend across the separate class levels of the nonlinear transformed
AOV16 input variable in the model. Therefore, the reason for the Variable Selection node to perform this
transformation in an attempt to increase the r-square statistic by discovering nonlinear relationships between
the interval-valued input and target variable in the model with the drawback being an increase in the degrees of
freedom to the multiple linear regression model.

As an example, income will typically have a nonlinear relationship with age since income will generally
increase over time, then decline during the retirement years. In the following example, suppose the target
variable represents income and the transformed categorically-valued input variable represents age, which has
been split into three separate class levels or age groups. The following SAS programming code is provided fo
better understand the meaning of the AOV16 variable in the linear regression model and the variable selection
procedure. In the following example, the GLM procedure is typically used in SAS for unbalanced one-way
analysis of variable designs to explain the variability in the interval-valued target variable from the
categorically-valued input variables of the model.

proc glm data=work.sasdata;
TLazz Xy
run;
where the input variable has two degrees of freedom. However, the same modeling results can be generated
from the PROC GLM procedure by specifying a second-degree polynomial regression model as follows:
proc glm data=work.sasdata;
model yo= R RRR;

run;
In the Variable Selection node, the AOV 16 variable will account for at most 15 degrees of freedom. In other
words, the AOV 16 variable represents the transformed categorical input variable of up to 16 separate class

levels that will account for up to 15 separate polynomial terms in the nonlinear regression model in order to
explain the nonlinear relationship of the interval-valued target variable to the model.

Chi-Square Modeling Selection Criterion

The following are the various options that are available from the chi-square modeling criterion statistic by
fitting the binary-valued target variable.

Bins : [ 50
Chi-square : [3.84
Passes : 6

0K I Cancel I

The Settings — Chi-Square window is used to set the criterion values to the chi-square statistic.

The following chi-square modeling selection criteria can only be applied to binary-valued target variables in
the model. The node is designed to perform a series of two-way, that is, 2x2, frequency tables in maximizing
the chi-square value by performing a succession of binary splits of the categorical input variables in the
classification model.
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For nominal or ordinal-valued input variables, each level is decomposed into binary dummy variables. For
interval-valued input variables, the range of values for each variable is split into equally sized intervals that are
binned into 50 separate levels.

¢ Bins: You may specify the number of bins of equal-sized intervals that are created from the range of
values of the interval-valued input variables in the model. By default, interval-valued input variables
are partitioned into 50 separate class levels, intervals, or categories. Increasing the number of bins
will increase the accuracy of the chi-square statistic with the drawback of requiring more memory
resources and computational time.

¢ Chi-Square: You may specify the chi-square modeling selection criterion value. The statistic is
designed to determine the minimum bound in deciding whether the input variable is eligible in
making a binary split and identifying the input variables that are useful for predicting the binary-
valued target variable. The default is a chi-square value of 3.84. Specifying higher chi-square values
will result in fewer binary splits performed and fewer input variables added to the model.

o Passes: This option is designed for you to specify the maximum number ot passes that the
procedure must make through the data as the variable selection process performs optimal
partitioning of the input variable into the corresponding binary groups. The default is 6 passes. You
may specify between 1 to 200 passes. Increasing the number of passes will increase the precision of
the partitioning schema applied to the interval-valued input variable. However, the obvious
drawback is the increased processing time.

General tab

The General tab is designed to remove the input variables from the predictive model with a certain percentage
of missing cases. In addition, the node will allow you to remove input variables from the predictive mode]l
which share the same range of values in the other input variables in the selected data set.

Since predictive and classification modeling uses complete cases only, this means that if there are any missing
values in any one of the input variables in the model, it will result in the observation removed from the analysis
and the subsequent modeling fit. Therefore, assuming there are several input variables to the model, then this
could result in several cases being removed from the analysis. Therefore, imputing missing values in the input
variables should be performed prior to training the model. However, an alternative is removing input variable
altogether from the model that have a large percentage of observations with missing values. The first option
will allow you to remove input variables from the model by a specified percentage of cases with missing
values.

The subsequent option is designed to remove redundant variables from the modeling fit that might lead to
algebraic problems and computational difficulties in computing the regression estimates. A redundant input
variable does not give any new information that has not been already explained in the model. The option keeps
input variables to the model based on the amount of information in the variable, which will be explained
shortly.

Data | Variables | Manual Selection | Target Associations General ] Output | Notes |

¥ Remove variables with more than [50 % missing values

[ [~ Remove variables in hierarchies

Keep: met et & Host detailed

The General tab is used to remove input variables with missing values from the statistical model.
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The following are the two separate options for removing input variables from the modeling selection
process:

o Remove variables with more than % missing values: This option is designed so that you may
remove input variables from the predictive model based on the specified proportion of missing
cases. The default in removing input variable from the analysis if half of its values are missing.

o Remove variables in hierarchies: This option is designed to determine the hierarchal relationship,
interdependency, or generalization between the input variables in the predictive model. Variable
hierarchy analysis is performed on the metadata sample. This option determines the level of
generalization between the input variables in the predictive model. For example, the zip code of an
area generalizes to its corresponding state, which is associated with the region of the country. In
other words, you may not want to use both the input variables since they might provide redundant
information. Initially, you may want to determine which input variable to include in the predictive
model based on the variable’s information. By default, the node will keep the variable with the
Keep: Most detailed information as in our example zip code because it contains more detailed
information with regard to geographical location as opposed to the state identifier variable.
Conversely, selecting Keep: Least detailed option will result in the variable state being retained
since the variable contains fewer values.

The drawback to this option is that it can dramatically increase memory resources and processing
time of the Variable Selection node.

Output tab

The Variable Selection node will automatically create an output data set for each partitioned data set that is
then passed to the subsequent modeling nodes. The node must first be executed with the corresponding
variable selection routine performed in order for the various output data sets to be created. Since the variable
selection routine is performed on the training data set, the variable role assignments to the input variables that
are selected for the following modeling node and the corresponding output data set will be the same for the
various partitioned data sets. The Output tab will allow you to view the output data set with the input
variables, target variable, and the corresponding predicted values. The output or score data set is then passed
along to the subsequent modeling nodes within the process flow diagram. From the Show details of: section,
simply select either the Training, Validation, or Test radio button, then select the Properties... button to
view both the file administrative information of the selected data set and the table view of the corresponding
data. The output data set will be located within the EMDATA folder of the project library. From the
Description field, you may enter an identifiable short descriptive label for the output data set that is created for
each partitioned data set by selecting the corresponding radio button.

Data | Variables ] Manual Selection ] Target Assoviations ] General  Output ] Notes ]

Show details of:
@ Training (" Validation  Tust  Seore

Library: EMDATA Data set: VSELBTOP Properties... |

Description: [Uariable Selection: Train

The Output tab is used to view the output data set with the modeling terms and fitted values for the model.
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Viewing the Variable Selection Node Results

General Layout of the Results Browser within the Variable Selection Node

e Variables tab
e R-square tab
o Effects tab

e Code tab

¢ Log tab

¢ Qutput tab

o Notes tab

The following procedure output listing is based on the various preprocessing routines that were applied to the
least-squares modeling design in the following Regression node. In other words, outliers were removed from
the fit and some of the interval-valued input variables were transformed into categorical variables to predict the
interval-valued target variable, DEBTINC, the ratio of debt to income. After running the node and opening the
Results Browser, the following Results — Variable Selection window will appear.

Variables tab

The Variables tab will be displayed once you view the results. The tab is designed for you to determine which
input variables have been added or removed from the given predictive model based on the modeling selection
procedure. From the tab, you may view the input variables that have been currently included in the predictive
model with a variable role of input displayed under the Role column. Conversely, input variables that are
removed from the model will have a variable role attribute of rejected listed under the Role column. In other
words, the corresponding input variables will be assigned the model roles in the subsequent nodes within the
process flow diagram. The Rejection Reason column will display a short description explaining the reason
why the input variable was removed from the predictive model that is displayed in the following diagram. The
subsequent output listing that is displayed on the following page is based on the r-square modeling criterion
statistic. The Variable Selection node eliminated nearly halif of the input variables. The input variables of
VALUE, YOI, CLAGE, and both indicator variables, INDEROG and INDELINQ, were all removed from the
multiple linear regression model. In addition, the input variable JOB was replaced with its grouped variable
G_JOB. If there are still too many input variables in the final regression model, then simply increase the
corresponding criteria values. That is, simply increase the squared correlation or the stepwise R2 improvement
values from the Settings window. The Variables tab also displays the proportion of missing observations and
the number of distinct levels for each input variable in the active training data set.

The following are possible explanations why the input variable is removed from the least-squares model:

Reason Description

Overridden Rejected manually
Included manually

Missing Values Missing % greater than the » percent value, which
specified in the General tab.

Hierarchies Duplicate Info, which occurs when a variable is
removed because of being in a hierarchy or providing
redundant information to the statistical model.

R-square Selection Criterion Low R2 w/ target
Group variable <input variable> preferred
AQOV16 variable <input variable> preferred

Chi-square Selection Criterion Small chi-square |

Note: In Enterprise Miner, if a categorical input variable has been incorrectly assigned a variable role of
interval, then the node will generate an additional reason for rejection of Levels exceed set maximum with
the input variable automatically removed from the final regression model.
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The Variables tab is designed for you to reset certain model roles for the input variable in the data set and the
predictive modeling design. That is, input variables may be forced back into the predictive model by specifying
a model role of input that has been set to a model role of rejected from the modeling selection procedure.
Conversely, input variables may be deleted from the analysis by setting a model role of rejected. Some
analysts might include all main effects in the modeling design even though they have been removed from the
predictive model, assuming that the predictive model adequately predicts the target values. From the modeling
selection results, the File > Reset main menu option will allow you to reset all the changes that have been
performed on the model roles back to their initial settings. The Dependencies column will list the input
variable that provides redundant information for the respective listed input variable that has been removed
from the model. The column will display the hierarchical relationship between both input variables. The %
Missing column will display the percent of missing cases for the listed input variable. The % of Levels
column displays the number of unique values of the listed input variable in the active training data set.

[T] Resuhts - Varisble Selection E=3 =8

Var iables ] RBquare | Effects | Code | Log | Output | Notes
| Nane hode — | Reject ion Reason | Dependencies | % Missing | ® of Levels - | | |
BAD input 0% 2 |
LOAN input 0% 128
MORTDUE input 8% 127
| VALUE rejected Low A2 w/ target 2% 127
REASON input L 4 2

Jog rejected Group variable G_JOB preferred 4% 6

YoJ rejected Low R2 w/ target 8% 13

CLAGE rejected Low R2 w/ target 6% 127 |
CLNO input 4% 1]
| INDEL INQ rejected Low R2 w/ target 0% g -4l

INDERDG rejected Low RZ2 w/ target

input
Set Role

Sort by Role
Subset by Role
Find Role

The Variables tab is used to view the input variables added or removed from the predictive model based
on the r-square modeling selection criterion.

Note: By fitting the binary-valued target variable, the Rejection Reason column will display all the input
variables that have been rejected from the model based on the variable selection procedure due to small chi-
square values, assuming that the chi-square selection criterion option is selected. The window will be displayed
shortly.

R-Square tab

By default, both the R-Square and the Effects tab can be viewed, assuming that the default r-square modeling
selection criterion is specified. Both tabs are not available if you have previously selected the chi-square
modeling selection criterion by fitting the binary-valued target variable. The R-square tab displays the r-
square statistic for each input variable in the predictive model. The r-square statistic is computed by fitting a
simple linear regression model between each input variable. This is the first step in the modeling selection
routine obtained by fitting an interval-valued target variable. The variables listed from the chart are ranked by
the largest contributions to the r-square statistic that best explain or predict the target variable. Simply slide the
vertical scroll bar that is located on the right-hand side of the tab to view each modeling effect and its
associated r-square statistic.

The diagram displays the r-square statistic for each modeling effect in predicting the ratio of debt to income.
The two-way interaction effects are automatically displayed in the following plot even if the Include 2-way
interaction option is not selected from the previous Settings-R-square tab. Since the Include 2-way
interaction option is not selected, the interaction terms that are displayed in the following R-Square tab have
been removed by the Variable Selection node.
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Effects | Code ] Log

A=-Square for DEBTINC

Predictors
Class: JOB *NINQ_XAS(26 DF)
Group: JOB *NINQ_XA3(14 DF)
%Clnss: BAD *JOB( 13 DF )
| Group: BAD *JOB(S DF)
| Class: BAD *NINO_XA9(7 DF)
Group: BAD *NINO_XA9(4 DF)
: REASON *MNING_XA9(11 DF)

: REASON *NING_XaA9(8 DF)

0.00 0.01 0.02 0.03 0.04 0.05 0.06

A-squared

T T T
0.07 0.08 0.09 0.10

-

T T
0.11 0.12

=l

The R-square tab is used to graphically view the r-square statistic by the forward selection method.

Effects tab

113

The Effects tab is designed to display the incremental increase in the r-square statistic as each input variable is
sequentially entered into the predictive model from the forward stepwise regression procedure. The plot
displays the modeling terms that have been retained in the statistical model. From the variable selection

routine, the grouped job occupation input variable JOB contributed the most to the overall r-square statistic.

Therefore, the input variable was first entered into the regression model. This was followed by the input
variable of number of trade lines, CLLNO, and, finally, the amount of the loan, LOAN, that was the last input

variable entered into the multiple linear regression model, which contributes the least to the overall r-square

statistic and the total variability in the target variable. The overall r-square statistic is 14.6%. Again, the
following main eftects that are shown in the plot do not display a reason for rejection from the Rejection

Reason column within the previously displayed Variables tab.

Results - Selection

Variables | R-Square Effects | Code | Log

| Effects for DEBTINC
Predictors

'-'mi:.—.,_-—-r..,i-:.,;urm_ e 2 i o = T =+ =

e

| Dutput Notes |

: JOB(3 DF)

Var : CLNOC1 DF )

: NINO_XA9(3 DF)
: BAD(1 DF)
Var: MORTDUE(1 DF)
: REASON(2 DF)
|Var: LOAN(1 DF)

Total R-squared

‘ 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.140.15

The Effects tab is used to display the incremental increase in the proportion of variability with each

input variable sequentially entered into the regression model.

Code tab

The following Caode tab displays the training code from the PROC DMINE data mining procedure that created

the variable selection results from the forward stepwise modeling selection criterion. Note that many of the
configuration settings specified from the node are listed in the data mining procedure option statement. The
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Scoring option will display the score code that can be used to create entirely different prediction estimates
from a new set of input values based on the final model that is generated from the selected input variables.

Variables | R-Square | Effects Code | Log ] Dutput Notes |

* Training " Beor ing

00002 var
00003 BAD
00004 LOAN
00005 MORTDUE

00011 CLNO
00012 INDEL INQ
00013 INDERDG
0014 NINDO_XA9
00015 ;

00016 ordinal
00017 NING_XM3
00018 ;

00021 *%% END OF FILE wes v
| | »

The Code tab displays the DMINE procedure based on the r-square selection criterion statistic in
predicting the interval-valued target variable, that is, DEBTINC, from the least-squares model.

For a categorically-valued target variable, the PROC DMSPLIT data mining procedure performs the modeling
selection technique based on the chi-square modeling selection criterion.

Effects Code | Log | Dutput | Notes |

Var iables R=Squure

* Training " Scor ing
00001 proc dmsplit data=EMDATA.TAN2TXVZ dmdbcat=EMPROJ .dm_DGMO0096 bins=50 chisq=3.84 passes=6 outvars = EMPADJ.DUT\ «
00002 var
00003 REASON
00004 JOB
00005 CLNO
00006 DEBTINC
00007 INDEL INQ
00008 INDEROG
00009 LDAN_908
00010 MDRT_GOS
00011 VALU_2U1
00012 YOJ_34KH
00013 CLAG_K4W
00014 NINQ_76F
00015 ;
00016 target BAD;
00017 run;
00018 proc split dedbcat=EMPROJ .dm_DGMOO0OIE indmsplit subtree=largest outtree=EMPROJ.OUTTUMIT,;
00019 run;

00020 *#% END OF FILE #%% o
| apnan
1|’ | 3|

The Code tab displays the DMSPLIT procedure based on the chi-square selection criterion statistic in
predicting the binary-valued target variable, that is, BAD from the modeling comparison procedure.

Output tab
R-Square Modeling Selection Routine

The Output tab displays the output listing from the PROC DMINE data mining procedure based on the r-
sguare modeling selection criterion statistic in predicting the interval-valued target variable, that is, DEBTINC.
The first section of the output listing displays the various modeling effects and their associated r-square
statistic to the stepwise regression modeling selection process. The following section displays the overall r-
square statistic, F-value, sum-of-squares and mean square error for each modeling effect. Note that the AOV16
variable CLNO has the largest r-square statistic. One reason is because the r-square statistic is calculated from
the target variable and the CLNO input variable in the model in addition to the binned AOV16 CLNO input
variable. Therefore, the r-square statistic measures the linear relationship between the target variable and the
CLNO input variable along with the nonlinear relationship between the target variable and the AOV16 CLNO
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input variable. If the modeling effect r-square statistic is less than the specified minimum r-square statistic, then
it will be listed in the table. For example, the CLAGE and YOI input variables are removed from the multiple
linear regression model along with both indicator variables, INDELINQ and INDEROG, whose r-square
statistic are less than the specified minimum R” statistic of .005.

The DMINE Procedure

B=3quares for Target Variable: DEBTINC

Effect DF R=Sguare
AOV16: CLNOD 14 0.058318
AOV16: MORTDUE 14 0.049075
Class: JOB 6 0.047699
Group: JOB 3 0.047306
Class: NINQ_XA9 3 0.043602
ADV16: VALUE 14 0.041251
Var: CLNO 1 0.038460
Class: BAD 1 0.025652
Class: REASON 2 0.024785
AOV16: LOAN 15 0.022657
AOV16: CLAGE 15 0.019075
Var: MORTDUE 1 0.013120
AOVIG: YOJ 14 0.011972
Var: VALUE 1 0.009215
Var: LOAN 1 0.006445
AOV16: INDEL INQ 1 0.002790 R2 ¢ MINR2
Var INDEL INQ 1 0.002790 B2 ¢ MINR2
Var: CLAGE 1 0.000964 R2 < MINR2
Var; YoJ 1 0.000327 R2 < MINR2
AOV16: INDEROG i 0.000068872 R2 ¢ MINR2
Var: INDERDG 1 0.000068872 R2 < MINR2

The following is the four possible modeling effects to the predictive model.

Effect | Description
Var Identifies the interval-valued input variables in the regression model. The R” statistic is
based on the simple linear relationship between the input variable and the target variable in
the simple linear regression model.
Note: The degrees of freedom is always equal to one.
Class Identifies the categorically-valued input variables in the model that is estimated for all
categorically-valued input variables and all two-way interaction modeling effects. A one-
way ANOVA is performed for each categorically-valued input variable to calculate the R”
statistic. Two-factor interaction effects are constructed by combining all possible class levels
into one modeling term as follows:
degrees of freedom — one-factor effects: (# of class levels) — |
two-factor effects: (# of class levels of factor 1) (# of class levels of factor 2)
— (the number of nonzero cells in the two-factor cross-tabulation) — |
Group | The transformed categorically-valued input variable that is collapsed into smaller groups.
The degrees of freedom for each class effect is equal to the number of class levels.
AOV16 | Transforming the interval-valued input variables by grouping these same input variables into
16 equally spaced buckets or bins. The AOV 16 modeling effects explain the nonlinear
relationship of the target means across the separate class levels of the input variable. The
degrees ot freedom is determined by the number of groups that are created.
Effects Chosen for Target: DEBTINC
Sun of Ervor Mean
Effect DF ReBauare F Yalue p-Value Squares Square
Group: JOB 3 0.047306 38.929730  ¢.0001  6434.629106 55.036102
Var: CLNO 1 0.039316 101.198120  ¢.0001  5347.799107 52.844846
Class: NING_XAS 3 0.023483 20.653024  <.0001  3194.114628 51.552010
Class: BAD 1 0.019344 52,152360  <.0001  2631.236167 50.452869
Var: MORTDUE 1 0.007212 19.547902 <. 0001 980.396860 50.056217
Class: REASON 2 4.00609¢ 8.326023  0.0002 828365415 49.745529
Var: LOAN 1 0.003603 9.889751  0.0017 490.112136 49.557579
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The following explains the statistics listed from the previous procedure output listing.

Label

Description

Effect

The modeling effects to the predictive model that are sequentially entered
into the regression model based on the r-square statistics that are listed in
descending order.

DF

The degrees of freedom of the modeling effects.

R-Square

The modeling selection criterion statistic is based on the sequential
improvement in the r-square statistic of the modeling effects sequentially
entered into the predictive model. That is, 3.93% of the variability in the
target response, that is, the ratio of debt to income or DEBTINC, is
explained by the linear relationship with the interval-valued input variable
CLNO. From the table listing, you are looking for a large r-square statistic
indicating to you that the modeling effect is a really good predictor. The r-
square statistic is calculated by dividing the sum-of-squares of the modeling
effect by the total sum-of-squares. A pictorial explanation of the r-square
statistic will be displayed in the subsequent Regression node.

| F Value

The F value tests the variability between the target variable and each input
variable in the predictive model. The F-statistic is based on the ratio between
the mean square error of the respective input variable in the predictive model
and the mean square error in the residuals. A large F-value will indicate that
the input variable is a good predictor of the predictive model.

p-Value

The p-value is based on the F-test statistic that tests the significance of the
simple linear regression of each input variable in the model and the target
variable. Typically, a p-value below a predetermined significance level,
usually set at .05, indicates that the input variable is a good predictor in the
linear regression model.

Sum of Squares

The sum of squares error of the modeling effects.

Error Mean Square

The mean square error that measures the variability due to either random
error in the target variable or due to the other input variables not in the
predictive model. The mean square error should get smaller as important
input variables are added to the regression model. For instance, the input
variable, that is, LOAN, was the last modeling term entered into the final
multiple linear regression model. The accumulated sum-of-squares is the
Model Sum of Squares that is listed in the subsequent ANOVA table listing.
The mean square error is calculated by dividing the sum-of-squares error by
its associated degrees of freedom.

The DMINE Procedure

The Final ANOVA Table for Target: DEBTINC
Sum of
Effect oF A=-Square SGqguares
Mode 1 12 0.146355 19907
Error 2343 . 116113
Total 2355 136021

The following explains the column listings that are displayed in the ANOVA table that is illustrated in the

previous diagram.

Label Description
Effect Source of variation
DF The degrees of freedom from the source of variation.




2.5 Variable Selection Node 117

R-Square The r-square statistic measures the overall fit to the model that is based on
the overall variability in the predictive model. From the table listing, 14.63%
of the variability in the target variable DEBTINC is explained by the final
input variables selected for the multiple linear regression model. A r-square
statistic close to one will indicate an extremely good fit. The r-square
statistic is calculated by the ratio between the model sum-of-squares and the
total sum-of-squares.

Sum of Squares The sum-of-squares is the total sum-of-squares that is partitioned in both the
regression sum-of-squares and the error sum-of-squares. In predictive
modeling, you want the error sum-of-squares to be as small as possible
indicating a very good fit. The Total sum-of-squares is the squared
difference between each target value and the overall target mean. The Error
sum-of-squares is the squared difference between each target value and the
predicted values and the Model sum-of-squares is the difference between the
two sum-of-squares. The mean square error that is the error sum-of-squares
divided by its degrees of freedom is often called the variance of the model.

The Effects Not Chosen for Target: <target variable> section lists the input variables that do not meet the
various selection criterion values of the stepwise regression procedure. The table listing displays the input
variables that are removed from the model and are not passed along to the subsequent modeling nodes with a
model role set to rejected. The following section displays all input variables with extremely low correlations to
the target response variable. The following listing displays a very low r-square statistic, indicating to you that
the ratio of debt to income stays the same as the property value increases.

The DMINE Procedure

Effects Not Chosen for Targe!: DEBTINC

Sun of
Effect DF R=8quare F Value p=Vaiue Squares
Var:  VALUE | 0.000111 0.304704 0.5810 15. 104862

Chi-Square Modeling Selection Routine

From the following output listing, logistic regression modeling was performed in predicting the binary-valued
target variable BAD, that is. clients defaulting on a home loan. The following results are based on the chi-
square modeling selection procedure that is performed to the logistic regression model that is one of the models
under assessment from the modeling comparison procedure that is displayed in the Assessment node.

The following displays the Variables tab listing of the input variables that have been removed from the logistic
regression model. From the table listing, the input variables REASON, JOB, DEROG. MORT, and NINQ were
removed from the final model due to low chi-square values and a weak association with the target class levels.

rmm-wﬁ&s‘uﬁm
Variables | R-Square ] Effects ] Code | Log | Dutput | Notes |
Nane Role | PRejection Reason | Dependencies | % Missing | # of Levels |  Label  -|

REASON ‘rejected Small chi-square 0% F

JoB rejected Small chi-square ox B

CLNO input ox 57

DEBT INC input (3 128

INDEL INQ input ox 2 DELING > O

INDERDG rejected Small chi=-square ox 2 DEROG > 0

LDAN_908 input 0% 128  log(LDAN) |
MORT_GOS rejected Small chi-square 8% 127  log(MORTDUE ) |
vaLU_2u1 input % 127 log{VALUE )

YOJ_34KW input 162 64 log(10J)
| CLAG_K4H input 6% 127  log(CLAGE ) |
NINO_76F rejected Small chi-square 0% 3 Bucket(NINO) ]| |
4 R

The Variables tab that lists the modeling terms added to the regression model and an explanation to the
input variables removed from the classification model based on the chi-square model! selection criterion.
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The following PROC DMSPLIT procedure output listing is based on the chi-square modeling selection
criterion for predicting the binary-valued target variable in the logistic regression model. The output listing is
analogous to the recursive decision tree branching process. The following table listing will indicate the
importance of the input variables for the classification model. The input variables that are displayed at or near
the beginning of the splitting procedure listing will indicate the variables that have the strongest split for the
binary target values. In this example, DEBTINC seems to be the input variable that performs best, with the
strongest split in the tree branching process to the binary-valued target variable.

The DHSPLIT Procedure

History of Node Splits

Node Parent ChiSqgu Split Value el gy ige—-—

1 0 205.201253 DEBT INC 32.970523

History of Node Splits

Mode Parent ChiSqgu Split Value ERt MCIVTCR BT R
2 1 80.900262 DEBT INC 6.364784
3 1 203.121285 DEBTINC 36.377356

History of Node Splits

Node Parent ChiSqu Split Value -=—-Levelg=-=~
4 2 11.484375 CLNO 9,100000
5 2 24 .620593 vaLU_2ul 12.631920
3 3 207.117635 DEBTINC 33.720026
7 3 230.485404 DEBT INC 46.393443

History aof Node Splits

Node Parent ChiSqu Split Value mmalovelg=—-=
] 4 8.000000 INDEL INQ 0.020000
10 5 17.490344 INDEL INQ 0.020000
12 6 93.577749 DEBTINC 33.705036
13 6 41.158107 LOAN_90B 8.323748
14 7 57.723903 DEBTINC 44.590547

History of Hode Splits

Hode Parent ChiSqu Split Yalue | @sg2 ] g
18 10 22.235275 YDJ_34KH 1.115171
19 10 34.814280 CLAG_K4W 4.416915
20 12 16.841961 CLNO 1.300000
21 12 39.650710 INDEL INQ 0.020000
23 13 35.514189 CLAG_K4HW 3.794249
24 14 31.002770 vaLU_2u1 13.099193
25 14 10.000000 CLNO 18.200000

The following explains the statistics listed from the previous procedure output listing.

Column Label Description

Node The node number of the corresponding split. The table listing displays the node
number in descending order based on the recursive binary splits that are
automatically performed. The first node that is displayed at the top of the table
listing represents the root of the tree where the first split is performed.

Parent The parent node is ranked by the construction of the tree branching process.
For example, a parent node of 0 identifies the root of the tree.
| ChiSqu Chi-square value for the split with large values will indicate a significant input
variable of the logistic regression model.
Split The splitting variable or the input variable of the classification model.
Value The average value of the interval-valued splitting variable or the number of

class levels of the categorically-valued splitting variable.

i Levels The number of class levels of the categorically-valued input variable that has
been partitioned to the left-hand or right-hand side of the listed splitting node.
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The following listing displays the input variables in the logistic regression classification model. The output
listing indicates that the input variable DEBTINC, that is, the ratio between debt and income, performs the
strongest split to the binary-valued target variable, BAD, by performing its split at the root of the decision tree.
In addition, the same input variable was involved in seven separate binary splits of the target variable in the
recursive tree splitting process.

The DMSPLIT Procedure

Effect Summary

Node Total

1st Times

Effect Split Split
DEBTINC 1 7
CLNO 4 3
vaLU_2ul L3 2
INDEL INQ 8 3
LOAN_90QB 13 i
YOJ__34KH 18 1
CLAG_K4H 19 2

The following explains the statistics listed from the previous procedure output listing.

Column Label Description
Effect The modeling effect or the input variable of the classification model.
Node 1** Split The ordering sequence of the recursive tree branching splitting procedure. Low

values indicate the strongest splits in measuring the importance of the input
variable of the tree model.

Total Time Split Number of times that the input variable was involved throughout the entire tree
branching process that partitioned the binary-valued target variable that will
also indicate the importance of the input variable for the tree model.

Generally, the modeling assessment statistic that is used in measuring the overall accuracy of the classification
model is determined by the accuracy rate of the actual target values and its predicted values at each class level.
The posterior probabilities are assigned to the corresponding target ievels by the prior probability of the target
event that is determined by the corresponding cutoff value. The cutoff probability can be specified from the
cutoff entry field within the Target Associations tab.

At the bottom of the Output tab, the following output listing will display the classification table by selecting
the r-square modeling selection criterion by fitting the binary-valued target variable. The following
classification table that is displayed is based on fitting the logistic regression model to the binary-valued target
variable, BAD, from the HMEQ data set that is one of the classification models under assessment in the
Assessment node. The purpose of the following classification table is to view the accuracy at each target level
of the categorically-valued target variable, BAD, in the classification model. The cutoff value is automatically
set at .5 for the binary-valued target variable, indicating to you that an estimated probability greater than .5 is
identified as the target event that you want to predict. Otherwise, the observation is classified as the target
nonevent. A classification table with all off-diagonal entries of zero will indicate an absolutely perfect it to the
classification model. From the procedure output listing, there were 176 clients who were correctly classified in
defaulting on their loan and 2297 clients who were correctly classified as paying their home loan from the
training data set with an accuracy rate of 82.99%.

The DMINE Procedure
Classification Table for CUTOFF = ¢.5000

fAccuracy = 82.%9

Predicted
Observed i
1 176 415
0 92 2297
Missing 0 0
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7| 2.6 Link Analysis Node

=

General Layout of the Enterprise Miner Link Analysis Node

e Data tab

e Variables tab
¢ Output tab

o Notes tab

The purpose of the Link Analysis node in Enterprise Miner is to visualize the relationships and associations
between the variables in defining patterns or characteristics in the active training data set. Link analysis can be
used as a visualization tool to both association discovery and sequence discovery in determining the most
significant associations between the items under analysis. Also, link analysis can be applied to clustering
analysis, which generates various cluster scores from the training data set that can be used for data reduction
and segmentation. Although link analysis does not perform predictive modeling, models can be developed by
the patterns in the relationship between the variables that can be discovered from the analysis.

The Link Analysis node automatically creates a link graph. The /ink graph consists of two distinct
components: the nodes and the lines connected to these same nodes, called /inks. Certain nodes are connected
to each other to visually display the relationship between the variables in the active training data set. A fully
connected graph will consist of every node connected to each other. The purpose of link analysis might be to
analyze fraud detection, when visiting various Web pages, calling patterns of various phone users, or
purchasing behaviors of customers. That is, link analysis can be used as a visualization tool for market basket
analysis. In other words, the node would represent the various items that the customers will purchase and the
linked lines would indicate the combination of items that these same customers will purchase. Link analysis
may also be applied in viewing a sequence of events, that is, sequence discovery, where the nodes represent the
more popular Web pages and the linked lines indicate the sequence of Web pages that you might view in
successive order. Link analysis might also be used in finding the distance between two nodes by placing
weights to the links that connect the nodes.

The basic goal of link analysis is to recognize the connection between the nodes and maybe even visualize
certain groupings from the fully connected nodes forming separate groups. By default, the link graph displays a
circular pattern of nodes in which various lines are connected to a certain number of the nodes. However, the
Link Analysis node is designed to view the relationship between the variables in many different graphical
layouts. These lines are of different thicknesses that measure the number of connections between the nodes.
The size of each node indicates the number of occurrences of the node. Therefore, the linked graph will
indicate to you which nodes are connected to each other and which nodes are not. The values of the nodes can
be determined by the marginal frequency counts, frequency percentages, or the weighted centrality
measurements of the assigned class levels of the node. Conversely, the value of the links is based on the joint
distribution of the two separate nodes such as the relative frequency counts of the two separate class levels
from the two-way frequency table, the frequency percentages, or the partial chi-square value of the class levels
of the two separate nodes that are connected to each other.

Each node is represented by the level of measurement of the variables in the input data set. For categorically-
valued variables, each node represents each class level of the corresponding variable. For interval-valued
variables, the Link Analysis node will automatically split its values into three separate buckets or bins of
approximately equal intervals. At times, the link graph can potentially amount to hundreds of nodes and links
based on the number of variables in the active training data set. Therefore, the Link Analysis node is designed
to delete certain nodes from the analysis. The Link Analysis node will allow you to randomly sample a smaller
subset of the active training data set, remove certain interaction effects from the analysis, and exclude certain
combination of items from association analysis or a certain number of sequences from sequence analysis. On
the other hand, additional nodes can be added to the analysis. Conversely, certain links can be removed that are
connected to the various nodes, in order to view the more significant links in the active training data set. In
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addition, the Link Analysis node will allow you to display the various links or connections within the link
graph from a specific node of interest. This will be illustrated in the following diagrams within this section.

The Centrality Measurements

From the link analysis results, there are two separate centrality measurements called the 1* and 2™ order
undirected weighted centrality. The centrality measurements are calculated to measure the importance of each
node to the analysis. The first centrality measurement measures the importance of the node based on the
number of nodes that are connected to it. The second centrality measurement determines the cumulative
importance of the nodes that are connected to the corresponding node. The node calculates both the weighted
and unweighted centrality measurements. Since the nodes and links are each ranked by their importance in the
diagram, the weighted centrality measurements are automatically calculated. Conversely. the unweighted
centrality measurements are calculated when all the nodes are assumed to be equal in importance to all other
nodes and all links are assumed to be equal in importance to all other links. In other words, the unweighted
centrality measurements are computed without the value of the links where every link is assigned a value of
one. The unweighted centrality value might be important if you believe that a few strong links are undesirably
biasing your results. The weighted first-order centrality value is calculated in order to assign numerical vatues
to the various links within the graph. For example, suppose you are interested in the importance of an item,
then you would want to look at all items that are linked to it and sort them by the centrality measurements.

The centrality measurements would be useful in cross-selling if vou were analyzing market basket items. If' a
customer buys or expresses an interest in a certain item, then should vou sell a second item? A third item? Is
the second item more likely lead to buying a third item? Can you chain the items optimally? Unweighted
means that the centrality is computed without the value of the links, that is, every link has a value of

one. Again, you might want to look at the unweighted measurements if there are a few strong links that are
undesirably biasing your results. Maybe you are interested in low-volume, high-profit links. Remember that
centrality is a node property, not a link property, so the centrality measure will not affect path finding or
layouts. So if there is item 1, and you want to know what is the most important item that you could co-market
with item 1, then you would look at the items linked to item 1 and sort them by a centrality measure. You
might select the top 10 candidates, and then sort the top items by an external measure of profitability. The next
step is that you might then select the next 10 items by centrality measurements that are linked to item 2, and so
on. The weighted first-order and second-order undirected centrality measurements are called C1 and C2 and
are a part of the NODES data set.

The Data Structure

From the Link Analysis node, you can create a database layout from either coordinate data or transaction data.
Transaction data is used in association or sequence analysis. For transaction data, link analysis may be
interpreted as indirect sequence in describing the relationship between the sequence of items or events. Since
each observation represents a particular sequence in sequence discovery, then the number of observations that
include a certain sequence is the fundamental measurement of link analysis.

The link graph is based on two separate data sets that are automatically created once the node is executed,
called the NODES and LINKS data sets. The file layout of the NODES data set will contain a row for each
node in the link graph that is identified by a unique ID variable. The output data set will also display various
columns of descriptive statistics such as the frequency counts and centrality measurement statistics used in
determining the importance of the various nodes within the link analysis diagram. The file layout of the LINKS
data set will contain a row for each link between two separate nodes that are connected to each other in the link
graph. Each row of the LINKS data set must have two separate identitier variables for both nodes that are
connected to one another, called ID1 and ID2, with the corresponding frequency counts of each connected
node along with the two-way frequency link count between both levels and the link identifier variable that
distinguishes between the various links or connections between the two separate nodes. I'or coordinate data,
the links data set will also generate the partial chi-square statistic, the expected values, and the deviation. The
Pearson chi-square statistic is used to determine whether there is an association between the class levels of the
two separate nodes. The chi-square test measures the difference between the observed ccll trequencies and the
expected cell frequencies. The observed cell frequency is the individual cell frequency count between the class
levels of the two separate nodes that are connected. The expected cell frequency is calculated by the ratio
between the marginal row and column totals, divided by the total number of observations from the active
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training data set. The deviance is the difference between the observed and the expected cell frequencies. The
deviation will enable you to determine the systematic patterns in the class levels between the connected nodes.
Interpreting the chi-square results, deviations greater than zero will indicate the observed frequency count is
higher than the expected count and deviations less than zero will indicate that the observed frequency count is
smaller than the expected count. Large partial chi-square values will indicate to you that there is a difference
between the observed count and what is expected. In other words, large partial chi-square values will indicate
that there is strong evidence that there exists an association between the two separate class levels.

Link analysis is discussed in greater detail in Berry and Linoff (2004), and Giudici (2003).
Data tab

The Data tab is designed for you to select the active training data set. The tab displays the name and
description of the previously created data set that is connected to the node. From the tab, select the
Properties... button to view the file information of the active training data set or browse the table view listing
of the active training data set. Press the Select... button that opens the Imports Map window. The window
will allow you to interactively select from a list of the currently available data mining data sets that have been
created within the currently opened Enterprise Miner diagram based on the nodes that are connected to the
Link Analysis node. For instance, the process flow diagram might have created several previously created data
sets that have the same model role in comparison to the currently selected training data set.

By default, the Use sample of data sets is unchecked. Select the check box and press the Configure... button
to perform a random sample of the active training data set. The Sampling options window will appear. The
Number of rows entry field will allow you to specify the number of observations to randomly select from the
training data set. The Random seed entry field will allow you to specify a seed for the random sample.

File Edt Tooks Window

v | - R RN AR

Data | Variables | Output | Notes |

Role: © Training  ( Validation ( Test " Gcore
Details:
Data set: EMDATA.VIEW_LA7 Select... | Properties...

Description: SAMPSIO. RIS

¥ Use sanples of data sets Conficure. ., |

The Data tab is used to read in the analysis data set to create the subsequent link analysis diagrams.

Variables tab

The Variables tab will automatically appear as you open the Link Analysis node. The Variables tab is
designed to display a table view of the variables in the active training data set. The tab will display the name,
status, model role, level of measurement, type format, and label for each variable in the analysis. The model
roles and the variable attributes may be changed from either the Input Data Source node or the Data
Attributes node. The tab will allow you to remove certain variables from the analysis based on the Status
column. By default, all variables are included in the analysis with a variable status automatically set to use,
which are used in creating the LINKS and NODES data sets. However, you can also remove certain variables
from the data sets and the subsequent analysis by simply selecting the variable rows, then scrolling to the
Status column and setting the variable status to don’t use. In addition, the tab will allow you to view the
frequency distribution of each listed variable within the tab by selecting the View Distribution of <variable
name> pop-up menu option.
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Output tab

The Output tab will allow you to browse the selected data set that will be passed along to the subsequent
nodes within the process flow diagram. Select the Properties... button to either view the file information or
view the table listing of the selected output data sets to be passed along within the process flow. The node must
be compiled before viewing the output data set. By performing the various clustering techniques from the link
graph, the scored data set will display the numeric cluster score variable for each cluster along with a segment
identifier variable and all other variables in the analysis data set. The segment identifier variable can be used
for further group processing within the process flow.

Detailed Setting

Select the keyhole Settings toolbar icon from the tools bar menu, which will open the following
Detailed Settings window. The Detailed Setting window contains the following four tabs.

e General tab

e Interactions tab

e Transactions tab

¢ Post Processing tab

General tab

The General tab is designed for you to specify the type of data structure of the active training data set that is
used in link analysis, specify the interaction terms for the analysis, the association transactions or defining the
sequences of the analysis or post-processing of the output data sets by controlling the size of the data set,
configuring the sorted order of the frequency counts of the number of nodes connected, or saving the output
data set into matrix form for subsequent analysis such as clustering analysis.

General ] Interactions | Tranvact ions | Post Processing ]
Input data type: [Raw . e
Upper Matrix
Raw Data Lower Matrix
l Transaction
Interval variable bins: |3 ey

[ Include missing values

E— )

The General tab is used to select the data !ay’c.;.ut.o}: rhe éctive training data set for the link analysis..

From the Input data type tield, the following data structures may be selected from the active training data set:

¢ Raw: The input data source that is considered to be coordinate data. The data structure is such that
each row represents each observation and each column representing each variable in the analysis.
This option will be automatically displayed within the Input data type field when the input
variables or the target variable is either continuous or discrete. The statistics that are listed within the
NODES and LINKS data sets are generated from the PROC FREQ procedure.

o Upper Matrix: The input source data set is composed of a symmetric matrix. The nodes and links
are created from the upper diagonal entries of the symmetric matrix. However, it is important to note
that although this option is available within the General tab, the option is experimental in Enterprise
Miner v4.1 and should be removed from Enterprise Miner v4.3 since this input data type is not
currently supported by SAS. In other words, specifying this option will result in Enterprise Miner
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automatically converting the symmetric matrix into a raw data type that will result in each node
being created for each nonzero cell in the matrix.

o Lower Matrix: The input source data set is composed of a symmetric matrix. The nodes and links
are created from the lower diagonal entries of the symmetric matrix. However, similar to the
previous Upper Matrix option, this option is invalid and should not be specitied in Enterprise Miner
v4.3 since this input data type is not currently supported by SAS.

o Transaction: The input source data set that is used in association discovery contains both a target
variable and an id variable. The file layout has a hierarchical data structure with several target values
that are usually represented as items within each id variable that are usually represented as
customers. The nodes and links data sets are created from the PROC ASSOC data mining procedure.
Each node in the link graph represents each value of the target variable. The Transactions tab can be
viewed with the Associations section available for you to reduce the number of items to view in the
analysis. Since each node in the link graph is based on each single item, reducing the number of
items displayed in the graphs will reduce the clutter of the various connected nodes within the link
graph.

In addition, this option will be displayed when the data structure is based on sequence discovery.
That is, the input data set is identical to the association discovery data structure with an added
sequence variable or time stamp variable to identify the sequence of items or events. The active
training data set must consist of a target variable, id variable, and a sequence variable. Again, the
Transactions tab can be viewed. However, the Associations section will be dimmed and grayed-out,
and the Sequences section will be available for you to define the number of sequences, the length of
the sequences, and filtering repeating or duplicating sequences. In the link graph, a single node will
indicate a single sequence in the active training data set.

The Raw Data section will be available for you to select the following options if you have selected the Raw
option from the Input data type field that is based on the interval-valued variables in the data set.

¢ Interval variable bins: This drop-down menu is designed for you to specify the number of
nonoverlapping intervals or bins to subset the transformed interval-valued variable. Each node in the
link graph will be created for each interval of the continuous variable. You may select from either
three, five or seven separate bins. The default is three bins. Three separate nodes are created for each
interval-valued variable in the analysis by creating three separate intervals of equal length. The three
separate cutpoints are defined, where the first two groups are defined by the cutpoints of u + ¢/2 and
the remaining data assigned to the third group.

¢ Include missing values: By selecting the check box, the missing values of the interval-valued
variable will be part of the binning process. A separate node will be created in the link graph for each
variable in the analysis with missing values. By default, this option is automatically unchecked and
nodes will not be created for variables with missing values.

Interactions tab

The Interactions tab is designed for you to specify the various interactions or associations to add or remove
from the analysis. At times, the link graph can potentially amount to several links, which might inhibit your
ability to visualize the various links. Therefore, this tab will allow you to reduce the number of interactions in
the analysis. By default, all interactions are included in the analysis. The various interactions are displayed in
the Include list box. To remove certain interactions from the analysis, simply select any number of the listed
interactions from the Include list box by pressing the Ctrl key and selecting the right-arrow keys located
between each list box. The tab will allow you to add or remove interaction effects between the target variables
or the input variables in the analysis. Select the Interaction between targets check box to include all possible
interactions between the input variables and the target variables in the analysis data set. Selecting the
Interaction between inputs check box will allow you to include all interactions between the input variables in
the active training data set.
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The Interactions tab is used to select the various interactions or links for the link analysis diagram.

Transactions tab

The Transactions tab is designed for you to configure the way in which the associations or the sequences are
defined in the link analysis. The tab is designed to limit the number of links in the analysis based on the
various configuration settings from either the association or sequence data structures that are specified from the
previous General tab, The Transactions tab will becoine available for viewing assuming that you have
selected the Transaction option from Input data type field. In Enterprise Miner, either the Association or the
Sequence section will be available for you to specify the various options based on the input source data set

having either an association or sequence data structure.

“A; Detailed Settings - Link Analysis

= ESR| =
1 1
General | interact iony Transact ions | Post Processing
Associations - e = — l
Minimum support: X% [ 50 |
Max. number of items: | 2 ll |
~ Sequences. —
Mirimum count | 2
Thimer pear bod: [ . <m g Lwm [
Lengths | 2 =g | 20
Keep very o sequences [ Yes .-__]
| Filtere: [NDHQ i
BSorting? Desc. Count |
| Retain path powitiong! [ND |

The Transactions tab is used to specify the various option settings for association discovery.

Again, the Association section will be available to you assuming that the active training data set matches the

expected data structure to association analysis. The Association section has the following two opt

ions:

e Minimum Support: %: This option will limit the number of associations or connections based on
the relative frequency of the two separate variables or nodes in the analysis. The option will limit the

number of combinations of items that occur too infrequently. By default, associations or int
are removed from the analysis with a support probability of 5% or less.

eractions

s Max. number of items: This option will limit the number of combination of items that occur in the

association data set. The default is up to four-way interactions that will be displayed within
graph.

the link
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The Sequence section will be available for selection assuming that you have sequence data, that is, a sequence
or a time stamp variable, in the active training data set. The Sequence section has the following options for
configuring the sequence:

e Minimum count: Specifies the minimum number of items that occur, defined as a sequence to the
analysis. By default, a sequence is defined by two separate occurrences.

o Time period: Assuming that you have a time stamp variable in the data, then this option will allow
you to specify the minimum and maximum length of time for the sequence. By default, the entries
are missing. Therefore, the time period is determined at run time from the active training data set.

o Length: Specifies the numerical range of items within the sequence. The default is a range between
2 and 20 items in the sequence.

o Keep very long sequences: The default is to keep very long sequences in the data mining analysis.

o Filters: This option will allow you to limit the number of repeated items or duplicate items in the
sequence. The following are the various filter options that can be performed:

o None (default): No filtering is applied to the sequence.
o Repeats: Removes all repeated sequences, for example, A A—B—-C—A to A-B—-C—>A
o Duplicates: Removes all duplicate sequences, where A>A—-B—-C—>C—-Ato A-B—-C

¢ Sorting: Defines the sequence of the link analysis sequence based on the sorted order of the
sequence that can be specified from the following options:

o Count: Sorts the active training data set by the most frequent sequences that are determined
during processing.

o Desc. Count (default): Sorts the sequence of items in descending order. Selecting this option
will sort the sequence by reversing the order of the sequence by the most frequently occurring
items followed by the least frequent items.

o N items: Sorts the first n items in the sequence.
o First Item: Sorts the sequence by the first item in the sequence.
o Last Item: Sorts the sequence by the last item in the sequence.

o Retain path position: This option is designed to transform the sequences into links and nodes.
Setting this option to Yes will retain the position information of the sequence variable. That is, the
nodes will be positioned in the link graph by each sequence that occurs within each sequence
variable in the sequence data set.

B R o e o i e T R T e S e i = o e e R BT e s o By
‘i\'mm— Analysis -

General ] Interact tons Transactions I Post Processing ]
Hinisus support: X ] 5
Max ., nusber of iteas! 4 _I

- Sequences: — —
Minimum count: [ 2
Time period: : <=t (= |
Length: [ i 2 ¢=n«= [“_3)-
Keep very long sequences: |'I‘es LI
Filters: [None LI
Sorting: [Desc. Count Ll
Retain path positions: No _l_]

The Transactions tab is used to specify the various option settings in sequence discovery.
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Post Processing tab

The Post Processing tab will allow you to parse variables and control the way in which the output data set is
created. Once the node is executed and the NODES and LINKS data sets are created, then a post-processing
routine is performed to determine the way in which the link analysis data sets are constructed. The following
are the various options in configuring the post-processing routine.

(g 7o T O e T T TR S N ST I R

“A; Detailed Settings - Link Analysis

T 7
= geE %)

General [ Interact ony I Transactions Post Processing
Nodes: Separate prefix from value:
Text delimiter: l/
Number of delimiters: 0 L]
Sort by count order: [Descending LI
Max. rows saved: |10000 i]
Dutput matrix: iNo _&]

The Post Processing tab is used to determine the data structure of the output data set of the link graph.

The Nodes: Separate prefix from value section is designed to handle input variables that contain text strings.
This option is analogous to the SCAN function that can be used in standard SAS programming code to parse
words from sentences. The following two options are identical to the options used in the SCAN function. For
example, if the input variables are Web URL text strings, then this section will allow you to create a sequence
of words based on the URL path names, in which each word will represent a particular node that is created in
the link analysis diagram.

8 Text delimiter: The text delimiter is used to distinguish between the separate words in the sentence.
The default is a delimiter of /. The option will allow you to specify other delimiters such as commas,
periods, or backslashes by typing them in the Text delimiter input field.

8 Number of delimiters: Limits the number of parses that are performed, that is, the number of words
to parse from the given sentence. The option wi.l allow you to specify between zero to ten delimiters.

From the Post Processing tab, the following options will allow you to configure the output data set used to
create the link graphs such as specifying the sort order, the number of rows, and save the output data in a
matrix form for further processing.

o Sort by count order: Specify the sorted order of the listed items to the output data set based on the
frequency count. The default is descending order.

¢ Max. rows saved: This option controls the size of the output data set by specitying the number of
rows written to the output data set. You may specify either 100, 500, 1000, 5000, 10000, 25000,
50000, 75000, or 100000 rows written to the output data set. The default is 10000 rows.

¢ Output matrix: This option will allow you to save the output data set in matrix form. For example,
a matrix form that is the square form of the LINKS data set where the rows and columns are based
on the co-occurrences of each link in the link analysis graph. However, the matrix is not used by
Enterprise Miner.
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Viewing the Link Analysis Node Results

General Layout of the Results Browser within the Link Analysis Node

e Model tab
e Code tab

e Log tab

¢ Output tab
e Notes tab

Model tab

The Model tab is designed for you to view the file administrative information and the table listing of the
variables in the output data set. The tab will also allow you to observe the various configuration settings that
generate the subsequent results for the node. The Model tab consists of the following four subtabs.

e General subtab

e Variables subtab

e Settings subtab

¢ Status subtab

General subtab

The General subtab is designed for you to view the file administrative information of the output data set. File
administrative information such as the name of the node, creation date, and the last modification date with an
indication that a target variable was specified in the analysis.

Variables subtab

T'he Variables subtab is designed for you to view the variables in the output data set. The subtab displays the
standard Variables tab with a tabular view of the variables and the various attributes assigned to each variable
in the output data set. The tab will allow you to change the model role of the listed variables.

Settings subtab

The Settings subtab is designed for you to display the various configuration settings that have been specified
within the Link Analysis node that generate the results that follow. The subtab is illustrated in the following
diagram.

e T e N P R 2 e e e i e e e S T ===
Results - Link Analysis = | = ]
Mode 1 ] Graphs | Code | Log | Dutput | Notes |
Data_ty = Haw |
Interval_bins - 3
String_lenath = 96
Max_1 inks_saved - 10000
Kesp_missing_values = No
Sor t_order = Descending
Batch_=size = 100
Input__interact ilons - Yem
Target_interactions = Yes
Exc lude H
Nesoc_id_vars -
Nssoc_ i tems -
Assoc_suppor t - 5
Seqguence _wsar =
Bequence_m i ncount - 2
Sequence_m int ime -,
Sequence_maxt i me —a
Bequence_mini tems -2
Sequence_max | toms - 20
Seguence _wrap = Yeom
Sequence_sor t ing = Desc Count
Sequence_F il ter = HNore
Bequence “path = Neo
Parse_text -/
Par=zea_num =
Central ity = All
Output_matr ix = No
Runt ime = 0:00:05
Samp les : Samps ize = 2000
Seaed = 12345
Use_sample = No
Input data : Training = EMDATA . VIEH_LAT
-
General | Variables Settings Status l

The Setting subtab displaying the configuration settings that generated the results.
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Status subtab

The Status subtab is designed for you to display the processing status that occurs when executing the node.
The subtab displays the creation dates and processing times of the active training and scoring data sets.

Graphs tab

The Graphs tab is designed for you to display various frequency bar charts. The arrow buttons displayed on
the toolbar will allow vou to scroll thorough the various bar charts that are created. The histograms will display
the frequency distribution of the various links and nodes that are created. The first few bar charts will display
the frequency distribution of the number of links between the connected nodes, with the subsequent charts
displaying the distribution of the number of nodes that are created within the link analysis diagram. In addition,
the bar charts will display the importance of the nodes that are created from the first, and second-order weight
and unweighted centrality measurements. The following bar chart is generated from the iris data set. The first
bar indicates that there is one node, PETALLEN = 37.58, with a frequency count of 40. That is, there were
forty occurrences where the petal length was within the highest cutoff value of 37.58, and so on.

A Results - Link Analysis (= EoR <=
Model Graphs | Code | Log | Output | Notes |

Node Distribution
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Frequency Count

The Graphs tab displays the distribution of the frequency counts of the nodes.
The following is the sequence of graphs that are displayed within the node:

o Link Chi Squared Distribution: A histogram of the partial chi-square values. The chi-square
values are computed from the two separate class levels of the connected nodes. The chi-square tests
the association between the binary-valued categories of the two nodes that are connected. The values
that are displayed on the X-axis are the midpoints of the bins of the partial chi-square values.

o Link Chi Squared: A line plot that displays the partial chi-square values and the frequency counts
that are displaved in descending order along the X-axis. The chi-square value is the partial chi-square
value between the two separate categories occurring together, where the two-way frequency table is
formulated from the two separate connected nodes.

o Link Chi Squared by Count: A scatter plot of each unique partial chi-square value across the
frequency counts of the link. A linear regression line and the 95% upper and lower confidence limits
are displayed in the scatter plot to predict the linear relationship between the various chi-square
values by the frequency count between the links.

¢ Link Distribution: A histogram of the frequency count for each link. That is, the frequency counts
between the class levels of the two separate nodes that are connected to each other.

o Link Count: A line plot of the frequency counts for each link. The frequency count index values are
sorted in descending order along the X-axis.

e Node Distribution: C1: A histogram of the weighted first-order centrality values that displays the

importance of each node based on the number of nodes that are connected to it. The midpoints of the
binned centrality values are displayed along the X-axis.
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Node 1" Order Weighted Centrality by Count: A scatter plot of the frequency counts of the
weighted first-order centrality values of each node that is created. The weighted first-order
undirected centrality value uses the importance calculations by ranking the various links connected
to the node in order to assign numeric values to these same links. A linear regression line and the
95% upper and lower confidence limits are displayed in the scatter plot to predict the linear
relationship between the weighted first-order centrality values of each node by the frequency counts
that are displayed along the X-axis.

Node 1* Order Weighted Centrality: A line plot of the frequency counts of the weighted first-
order centrality value of each node that is created. The frequency count index values are sorted in
descending order along the X-axis.

Node Distribution: C1U: A histogram of the unweighted first-order centrality values. The
midpoints of the binned first-order unweighted centrality values are displayed along the X-axis.

Node 1% Order Unweighted Centrality by Count: A scatter plot of the frequency counts of the
unweighted first-order centrality values of each node. A regression line and 95% upper and lower
confidence limits are displayed in the scatter plot to predict the linear relationship between the first-
order unweighted centrality values by the frequency counts of each node.

Node 1* Order Unweighted Centrality: A line plot of the frequency count values of the
unweighted first-order centrality value of each node. The frequency count index values are sorted in
descending order along the X-axis.

Node Distribution: C2: A histogram of the weighted second-order centrality values that displays the
importance of each node based on the number of links it has. The X-axis displays the midpoints of
the binned second-order weighted centrality values.

Node 2" Order Weighted Centrality by Count: A scatter plot of the frequency counts of the
node’s weighted second order centrality values. The linear regression line and the 95% upper and
lower confidence limits are displayed in the scatter plot to predict the linear relationship between the
unweighted second-order centrality values based on the frequency counts of each node.

Node 2™ Order Weighted Centrality: A line plot of the frequency counts of the weighted first-
order centrality value of each node that is created. The frequency count index values are sorted in
descending order along the X-axis.

Node Distribution: C2U: A histogram of the unweighted second-order centrality values. The
midpoints of the binned, unweighted second-order centrality values are displayed along the X-axis.

Node 2" Order Unweighted Centrality by Count: A scatter plot of the frequency counts of the
unweighted second-order centrality values of each node. A regression line and 95% upper and lower
confidence limits are shown in the scatter plot to display the linear relationship between the
frequency counts of the second-order unweighted centrality values across each node.

Node Distribution: C2U: A line plot of the frequency counts of the unweighted second-order
centrality value of each node that is created. The frequency count index values are sorted in
descending order along the X-axis.

Node Distribution: Displays a histogram of the sorted frequency counts at each class level of the
target variable or binned interval of the input variable with regard to each node that is created. The
plot is displayed in the previous diagram.

Node Count: A line plot of the marginal frequency value of the class level that represents the node.
The frequency count index values are sorted in descending order along the X-axis.

Code tab

The Code tab is designed for you to display the internal SEMMA training code that produces the following
link analysis results.

Log tab

The Log tab is designed for you to display the log listing based on the internal SEMMA data mining SAS
programming code that was compiled to generate the various results. The Log tab is designed for you to
diagnose any compiling problems that might have occurred in executing the node.
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Output tab

The Qutput tab is designed for you to display the data structure of the NODES and LINKS data set followed
by data listings of both data sets.

The output data set that is displayed within the Output tab depends on the type of data that was selected from
the General tab. In addition, the size of the output data set that is created depends on the Max. rows saved
option specified from the Post Processing tab according to how the output data set is internally sorted, as
specified by the Sort by count order option setting. By default, the output data set is sorted in descending
order by the frequency counts.

e Transaction data for association: The various data sets that are displayed within the Output tab are
the result of specifying the Transaction option setiing within the Data tab from association analysis.
In the following listing, the default setting of up to four-way associations between the items is
displayed.

o Associations by product: By default, the tab will display the items that occur most frequently in
descending order by listing the frequency count of all possible unique combination of items of up to
four-way associations.

fissociations - max rowe=50
Sorted by descending size and count

Obs COUNT 1TEMO01 ITEMOG2 I TEM003 {TEMOO4
1 90 apples avocado peppers sardines
2 90 apples baguette peppers sardines
3 91 avocado baguette peppers sardines
4 92 apples avocado baguette peppers
5 92 apples avocadn baguette sardines
[ 92 bourbaon chicken corned_b peppers
7 92 chicken corned_b cracker peppers
8 93 bourbon chicken corned_b cracker
9 93 bourbon corned_b cracker peppers

10 94 bourbon chicken cracker peppers
11 95 bourbon coke olives turkey
12 95 coke ice_crea olives turkey
13 96 bourbon coke ice_crea turkey
14 96 bourbon ice_crea olives turkey
15 97 apples corned_b hering steak
16 97 apples corned_b olives steak
17 97 apples her ing olives steak
18 97 bourbon coke ice_crea olives
19 99 artichok avocado baguette her ing
20 99 artichok avocado cracker ham

o Link Analysis nodes: By default, the tab will display the nodes that have the most frequently
occurring unique number of items along with a I'sting of the first and second order undirected
weighted centrality variables, frequency count, node label, and the node identifier.

Nodes - maxinum 109 rous

st order 2nd order st order Ind order
unweighted  unweighted veighted weighted Node
Obs  eentrality  centrality  centrality  centrality Lot  Value Identifier
| . . . . 74 bordeaux A20
? 0.60 10.70 12 214 227 steak nlg
3 0.75 13.20 15 264 283 turkey nlg
4 0.80 13.85 18 277 296 coke fAls5
5 0.75 13.15 15 263 296 peppers Ale
b 0.85 14,65 7 293 296 sardines nly
7 0.85 14.50 17 290 305 artichok (i k]
8 0.90 15.20 18 304 305 han A4
9 0.85 14.85 17 293 313 ice_crea a2
10 0.90 15,20 18 304 314 apples fll
11 0.80 13.95 16 279 315 chicken A10
12 0.90 15.20 18 304 318 soda A9
13 0.85 14.45 17 283 363 avocado f8
14 0.90 15.20 18 304 391 corned_b il
15 0.90 15.20 18 304 392 baguette il
16 0.90 15.20 18 304 403 bourbon AS
17 0.90 15.20 18 304 473 olives Ad
18 0.90 15.20 18 304 486 hering i¥]
19 0.90 15.20 18 304 488 cracker A2
20 0.90 15.20 18 304 600 heineken il
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o Link Analysis links: By default, the tab will display the most frequent links in descending order by
listing the relative frequency count of the number of links between the two separate nodes that are
displayed along with the link identifier.

Links ~ maximun 100 rows
Becond
Link First Node Node Link
Dby Cound Pedest § b fdentity fdent ifier
1 50 AlY Alg Li162
2 50 Al3 flg L138
3 51 A9 All L1683
4 51 A3 Al9 L148
5 52 Al4 Aly L1115
3 52 Al4 Alg 1144
7 L2 Aals A9 Li127
8 53 Al Al4 L38
9 53 Al3 AlD L19
10 53 a4 AlG Lio1
11 54 Al Aal2 L70
12 54 Aly A9 L136
13 55 AlS AlGE L38
14 55 A3 Al Li07
15 55 Al3 A8 L150
16 55 Al4 Ag L130
17 56 A8 Al10 Li15
18 56 AB Al4 L41
19 56 AS Alg L151
20 56 Al2 A9 L133

o Transaction data for sequence: The various data sets that are displayed within the Output tab are the
result of specifying the Transaction option setting within the Data tab based on sequence analysis.

o Sequences of Items: By default, the tab will display the most frequent items that occur within a
sequence for a specific customer. The listing will display the customer identifier, number of
sequences, the minimum and maximum length of the sequence, the average length of the sequence,
and the total number of items in a defined sequence. By default, the tab will display the most
frequent sequence of items along with a listing of the frequency counts, the number of items within
the listed sequence, and the sequence of items.

PROIDUCT: Most Frequent CUSTONER = nax 50 rous

Tount 3= &0 7 4= length (= 20 0 0 (= tine period = 1EB4

fin Hax Hean Total nupher
Morber of  sequence  sequence  sequence  of items in . ! o
CUSYOMER  cemences  length  length  length squences (b e SEUENCES
0 ! 7 7 7 7 5 T baguette =) sardines =) apples =) peppers = avocado =) bourban =) bowrbon
| f 7 7 7 1 4 7 olives =) bowbon +>cale ) tukey «) icecrea +) cracker =) beguette
10 | 7 7 7 7 4 T sola +>olives <) bowbon ) cracker =) heingken =) steak =) hering
100 | 7 7 7 7 { T avocado =) cracker =) artichok =) heingken =) han =) steak ) stesk
1000 | 7 7 7 7 3 T baguette =) hering =) avacado =) artichok = heingken =) bordzaus =) sad
191 ! 7 7 7 7 H T ‘baguette =) hering =) avocado =) artichok =) heineken =) bourban =) corned b
102 | i 7 7 7 } T boouette =) sods =) hering =) cracker =) heingken ) artichok = turkey
193 i 7 1 i 7 i T bagette = sods  +dhering <) cracker =) heinelen ) avocado <) steak
104 | i 7 i 7 i T baguette =) soda ) hering ) cracker =) heineken =) bowbon ») peppers
105 | i ! 1 i i 7 baguette =) scds =) hering =) cracker =) heineken =) corned b =) han

o Link Analysis nodes: The table listing is similar to the previous listed Link Analysis nodes.

Hodes ~ maxinun 100 rous

ist order 2nd order ist order ¢nd order
unwe ightad unwe ighted we ighted we ighted Hode
Ubs cantrality central ity central ity centrality Yalue Count identifier

1 1.60 33.35 32 667 heineken 249 Al2
2 0.30 20.00 18 409 cracker 189 AlO
3 0.80 17.55 16 351 hering 175 fi13
4 1.00 21.95 20 439 bourbon 173 fab
5 0.80 18.55 18 371 olives 167 Als
8 0.95 20.40 19 408 corned_b 149 A9
7 0.85 20.05 17 401 baguette 147 n4
8 1.10 25.10 22 502 artichok 131 i}
8 1.00 21.65 20 433 avocado i2g8 A3
10 1.20 26.05 24 521 chicken 124 ar
11 1.00 21.25 290 425 soda 115 nle
12 1.35 28.50 27 570 apples 114 fit
13 1.30 28.30 26 566 ice_crea 114 Al4
14 1.08 23.90 21 478 peppers 112 AlE
15 1.40 30.50 28 610 ham 11 Al
16 0.70 15.85 14 317 coke 110 A8
17 1.05 23.65 21 473 turkey 107 A20
18 0.70 16.70 14 334 sardines 86 A7
19 1.30 28.7¢ 26 574 steak 76 Atg
20 0.95 21.50 19 430 bordeaux 23 AS



e Link Analysis links: The table listing is similar to the previous listed Link Analysis links with an
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additional column that lists the direction of the links that are displaved.

¢ Raw data for interaction: The various data sets that are displayed within the Output tab are the result
of specifying the Raw option setting within the Data tab. By specifying raw data for interaction data
layout, the Output tab will display the following NODES and LINKS data sets.

o Link analysis nodes: By default, the tab will display the marginal frequencies within each node in
descending order in addition to the first and second order weighted and unweighted centrality
measurements, and along with the interval-valued variables cutoff point values assigned to the node

Links
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that are split into three separate groups or the various categories of the categoricallv-valued
variables, the variable label of the node, and its associated variable role.

Hodes = maxinun 100 rous
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o Link analysis links: The tab will display the frequency percent of the listed links, the marginal
frequency counts of each class level of the two linked nodes, the link identifier variable, the expected
frequency count, the deviation (observed frequency count — expected frequency count), and the
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General Layout of the Detailed Results

¢ Link Graph tab
o Plots tab

e Nodes tab

e Links tab

The four tabs are displaved within the Detailed Results window. From the Result Browser, sclect the

Detailed Results... toolbar icon or select the View > Detailed Results... main menu options that will
allow you to view the link analysis diagrams that follow. The Detailed Results window is designed for you to
view the results from the link analysis by both a graphical display and a table view listing of the nodes and
links that are created. An initial message window will appear to inform you as to the number of nodes and links
that are created within the link graph. Simply press the OK button that will then automatically display the
circular link graph.

Link Graph tab

The Link Graph tab is designed for you to view the link graph. There are several different graphical layouts
that you may select from in order to view the results from the link analysis. The following are the six different
graphical layout designs available within the Link Analysis node. By default, the numerous nodes that are
created within the link graph are displayed in a circle.

o Circle (default): Displays the association between the variables in the active data set by positioning
the nodes within the linked graph in a circular pattern.

o Grid: Displays the nodes within the graph as separate grids based on a group variable in the active
training data set or when your data has created separate cluster groupings.

o MDS: The link analysis results are based on the PROC MDS procedure that calculates the
multidimensional scaling that is designed to reduce the dimensionality in the data to two dimensions
based on the distance between the pair of data points while at the same time preserving the ranked-
order distance between the original data points.

o Parallel Axis: Displays the results within the graph on a parallel axis where the nodes are positioned
in either a column or a row based on the order of importance that is determined by the unweighted
centrality measurements. The configuration layout of the graph is such that each column represents
each variable in the active training data set and each row represents the class levels of the
corresponding variable.

o Swap: The Swap layout works on the x/y coordinates of the nodes and scales the inter-node distance
measures by the selected link metric, that is, frequency count, partial chi-square, and so on, based on
whatever is in the link table that has been selected from the Links tab. The swap technique
iteratively repositions the nodes, in order to maximize the energy state of the graphical layout. The
energy state is calculated by the value of the link divided by the distance between two separate
nodes.

o Tree: The tree technique is useful when you have a hierarchical data structure in which the nodes
and links are displayed in a tree branching layout. For example, hierarchical data structures such as
association or sequence data sets in which the most significant associations between the different
items or nodes are displayed within the graph based on association or sequence analysis.

The following link graphs were created from the iris data set. The iris data set is one of the most popular data
sets used in introducing a number of multivariate statistical techniques to separate the different varieties of
wildflowers by the sepal and petal length and width of the wildflower. In the following link analysis, the data
set will be used in explaining the various links and connections that are created from the various wildflower
groups and corresponding petal length and width and sepal length and width, which are divided into separate
intervals.
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Circle Layout

By default, the nodes to the graph are based on the variables in the active training data set. For categorically-
valued variables, each separate class level represents each node in the link graph. For interval-valued variables,
the values are automatically split into three separate buckets or bins for each node that is displayed in the link
graph. Since the following graph will display every node that is connected, however it is very difficult to view
the 73 different links. Therefore, the only links that are displayed in the following graph will originate from the
Setosa wildflower through the use of the Filter option. Limiting the number of links to the graph will be
discussed shortly. In the following diagrams, we will focus our attention on the various nodes that are
connected to the Setosa wildflower. The graph indicates that the Setosa wildflower can be mainly characterized

by its sepal length and width, with highest cutoff values of 50.15 and 34.929, respectively, and the petal length
and wiidth with hichact cntaff valiiace A 10 Q22 and 4 248 hacad nn tha ~alar and thinknece af the llnes
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The default circular layout of the link analysis diagram from the iris data set.

The following configurations are the default settings of the link graph layouts:

o Symbol shape: From the link graph, the circular nodes represent the target variables in the active
training data set and the square nodes identify the input variables.

¢ Symbol color: Each node of the same variable in the graph will have the same color.

o Symbol size: The size of the node will indicate the frequency count at each class level of the
variable. Larger nodes will indicate larger frequency counts than smaller nodes.

o Link width: The width or thickness of each line or link will indicate the count of each node
connected to it. The thicker lines will indicate to you that the node has more links or connections.

o Link color: The color of the links is identified by three separate colors. Red links will indicate the
highest count values, blue links will indicate intermediate count values, and green links will indicate
the lowest count values based on the number of links to the corresponding node.

Grid Layout

The nodes to the link graph are formed into a rectangular grid. This type of graphical layout is useful in cluster
analysis. Each variable in the analysis is positioned within each grid of the graph. The nodes are formed into

_ separate groups by the clustering segment identifier variable. The link graph displays the connection between
the input variable that is connected to the corresponding target categories. For example, the node that
represents the sepal width at the highest cutoff point of 34.929, that is, SEPALWID = 34.929, is more closely
associated with the Setosa wildflower, that is, SPECIES = SETOSA within the link analysis diagram. The
Setosa cluster grouping is located at the left-hand portion of the link graph.
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The Grid layout that arranges the nodes into a rectangular grid of clusters based on nearest neighbor
clustering with a smoothing constant of five.

MDS Layout

The graphical layout is based on the MDS, that is, multidimensional scaling, procedure that is performed on
the active training data set. The procedure is designed to reduce the data with several input variables into a two
dimensional layout in cluster analysis, while at the same time preserving the original ranked-order distance
between the various input variables in the data. The MDS model iteratively fits the data by reducing the
dimensionality in the data based on the distances between each data point. The procedure rearranges the data
points in an efficient manner in order to best approximate the original distance while preserving the ranked-
order distance between the data points. The most common measure of goodness-of-fit in determining how well
the procedure reproduces the observed distance matrix is as follows: ¥ [d} — A8;)]° where ¢/; stands for the
reproduced distance and §; represents the observed distances in the input data set with f{J;;) that represents the
nonmetric, monotone transformation of the input data set. This will result in the reduction in the dimensionality
in the data, while at the same time preserving the observed distance between the data points. In the following
diagram, the iris data set is clustered by nearest neighbor analysis since the Link Analysis node will allow you
to visualize the clusters that are created. The nodes are grouped by the cluster variable CLUSTER K 5, that is,
a smoothing constant of 5, with the default MDS option settings that are applied with the grouping bias option
that was set to —2 to better visualize the separate target groupings. In addition, the only links that are displayed
within the link graph are based on the nodes that are grouped within each cluster that was obtained by selecting
the CLUSTER_MASK pull-down menu item from the Mask option and selecting the corresponding Mask
option from the Mode section within the Links tab. The CLUSTER_MASK pull-down option was selected to
display all links within each cluster grouping that was created within the graph. From the following MDS
layout, the sepal length and width at the highest cutoff points of 50.15 and 34.929, respectfully, and the petal
length and width at the highest cutoff points of 19.93 and 4.368 are grouped within the Setosa wildflower.
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The MDS layout of the iris data set with cluster groupings from nearest neighbors at k=15.
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From the previous MDS design, three separate cluster groupings were created from the three different varieties
of iris wildflowers. The sepal and petal length and width at the same cutpoints from the previous non-
parametric clustering technique were grouped in the Setosa variety of wildflower. The previous cluster display
was created by selecting the MDS technique and the VAR pop-up menu item from the Grouping option within
the Layout tab. The labels of the nodes were created by selecting the TEXT pop-up menu item from the Label
option. A further step might be to create a scored data set to check the accuracy of the clustering assignments
that are created from the three separate target class levels.
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The MDS Options window is used to specify the various option settings of the MDS graphical layout.
The following are the various option settings available for modifying the MDS graphical layout:

o Similarity (default): The similarity check box is automatically selected, indicting that the training
data set is treated as similarity measurements, assuming that the data is formulated in a matrix form.
Similarity measurements are based on differences between two separate variables, such as distances
between different cities. Clearing the check box will result in the node treating all the data points as
dissimilarity measurements.

e Level: Specify the measurement level of the variables and the type of transformation that is applied
to the data or distances. The default measurement level is Ordinal. However. the other options you
may select from are Absolute, Ratio, Interval, and Log measurement levels as follows:

o Ordinal (default): This option specifies a nonmetric analysis, while all other Level options
specity metric analyses. This option fits a measurement model in which a least-squares
monotone increasing transformation is applied to the data in each partition or interval. At the
ordinal measurement level, the regression and measurement models differ.

o Absolute: This option allows for no optimal transformations. Hence, the distinction between
regression and measurement models is irrelevant. In other words, this option would be selected
with no transformation that is applied to distance data.

o Ratio: This option fits a regression model in which the distances are multiplied by a slope
parameter in each partition, that is, a linear transformation. In this case, the regression model is
equivalent to the measurement model with the slope parameter reciprocated.

¢ Interval: This option fits a regression model in which the distances are multiplied by a slope
parameter and added to an intercept parameter in each partition, that is. an affine
transformation. In this case, the regression and measurement models differ if there is more than
one partition.

o Log: This option fits a regression model in which the distances are raised to a power and
multiplied by a slope parameter in each partition, that is, a power transformation.

o Fit: Transforms the data to both the target values and the input variables in the MDS procedure. The
following are the various transformations that can be applied to the model.

o Distance (default): Fits the MDS model by transforming the data into Euclidean distance
measurements between all possible pairs of data points. This is the most common technique.

e Squared: Fits the MDS model to the squared distances; large data and distances are
considered more important to the MDS model as opposed to small data and distances. The
drawback to this option is that the model is very sensitive to extreme values in the active
training data set.
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e Max. Iterations: Specifies the maximum number of iterations in determining the optimum distances
between the pair of data points. The default is 20 iterations.

o Grouping Bias: This option controls how the nodes are grouped when they are initially displayed.
Changing this value may or may not change the resulting graph depending on the data set and links.
You can tell the impact on any given data set by running the plot using different values. Select a
positive number to move the nodes within each group closer together or select a negative number to
move the nodes within each group further apart.

Parallel Layout

In the parallel layout, the nodes are positioned in rows and columns that display the links between adjacent
columns and rows. Each column in the layout is represented by each variable in the active training data set and
each node in the column represents the class level of the corresponding variable. The nodes that are displayed
in each column are positioned by the order of importance, with the more important nodes displayed at the top
of the graph and the least important nodes displayed at the bottom of the link graph. By default, the importance
of the nodes is determined by the number of cases that fall within the range of values of the variable that is
split into separate class levels. From the following graph, this can be observed by noting the size of the nodes.
The importance of the node can be specified from the Size setting within the Nodes tab. Again, all links that
are displayed in the following diagram originate from the Setosa wildflower. The more significant links from
the Setosa node are consistent with the previous link diagrams.
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From the Parallel Axis Setup window, you may select the Orientation field to change the orientation of the
nodes to the link graph from left to right or top to bottom. The input variables and target variable to the
analysis are displayed in the Axis field. From the Axis field, you may select the order of each axis by changing
the ordering level of the Axis field. Select the listed node to change the order of the column by using the arrow
buttons. From the window, the variable that is listed at the top of the Axis list box represents the nodes located
in the first column of the graph and the last input variable that is listed at the bottom of the Axis list box
represents the nodes located in the last column of the link graph, as illustrated in the following diagram. From
the previous diagram, the SPECIES variable was repositioned to the top of the Axis list box and is, therefore,
displayed in the first column of the listed nodes.

O | _cace |

The Parallel Axis window is used to reposition the nodes into each column of the link graph.
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Swap Layout

The Swap Layout is designed to change the positioning of the nodes based on the energy state of the linked
nodes. This option is designed to interchange the nodes through an iterative process in order to maximize the
overall energy state of the linked nodes. The energy state of the graph is the ratio of the value of the link to the
distance between two separate nodes. In Enterprise Miner, nodes that are highly linked to each other are moved
closer together based on an increased energy state of the graph. Conversely, nodes are moved further apart
from each other that are not highly linked, based on a decreased energy state of the graph. From the swap
layout, the three separate target categories along with the separate class levels of the same input variable are
well separated from one another within the graph. The swap layout works on the x/y coordinates of the nodes
and scales the internode distance measures by the selected link metric, that is, frequency count, partial chi-
square and so on, which can be specified from the Links tab. From the following link graph, the only links that
are displayed in the diagram originate from the Setosa wildflower. The associated nodes that are highly linked
to the Setosa node are positioned closest to the node.
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The Swap layout displayed in a circular pattern using dummy nodes with fixed random seeds.

From the Swap Options window, you can specify the various configuration settings of the link graph based on
the swap layout. To maximize the change in network display, choose random initialization, dummy nodes, and
random seed options. However, the selection of a square grid or circular disk of random initialization is just a
visual preference and has no computational significance.

o [Initialization: You may either select the current x/y coordinates or randomly assigned coordinates.
Select random coordinates to force the network into an entirely new configuration. You may also
select a square grid or a circular pattern of the random initialization.

o Current (default): The displayed nodes will be positioned in the current x/y coordinates.
o Circle: The displayed nodes will be positicned in a circular pattern within the link graph.
e Square: The displayed nodes will be positioned in a square grid within the link graph.

e [Iterations: The algorithm works by establishing a global energy metric as a tunction of all node
positions and links and then swaps the positions of two nodes to try to achieve a lower energy level.
This is a standard entropy algorithm. The number of iterations is simply the number of swaps. The
default number of iterations is a function of the number of nodes. The maximum number of iterations
is 40,000. The default is 1,500 iterations.

e Add dummy nodes: To give the network more flexibility, a number of dummy nodes are uniformly
added to span the diagram with unit linkage to all other nodes, but not to each other. When the
algorithm runs, real nodes can swap with dummy nodes, which will result in achieving a new
position not previously occupied. However, run time is increased since you need to perform more
iterations to achieve the same swap coverage. By default, the check box is automatically selected.
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o Fixed Seed: This option is based on random initialization. If you want the process to repeat, then
select the Fixed Seed check box. If you want the process to have more variability, for instance in a
very unstable network to find entirely different layouts, then uncheck the Fixed Seed check box to
select random seeds By default, the check box is automatically selected.
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The Swap Options window is used o specify the various option settings to the swap graphical layout.

Tree Layout

The graphical layout is displayed in a tree-like structure. The tree structure that is created in the link graph is
based on the PROC NETDRAW procedure results. This tree-like structured layout is useful when the data is in
a hierarchical structure such as sequence data sets. The layout of the tree is designed to display the most
significant associations or sequences between different items or nodes. By default, the nodes displayed at the
top of the layout represent the left-hand side of the if-then rule and the nodes that are connected just below
each associated node represent the right-hand side of the rule. The links that are displayed within the graph
represent the most frequently associated items. The size of the nodes that are displayed as boxes will indicate
the number of occurrences of each item. The following link graph was created by selecting a minimum support
of 50% with up to four-way associations. In addition, the frequency counts from the output data set are sorted
in ascending order with a maximum number of rows saved of 100. Therefore, all nodes that are displayed
within the tree have some of the other nodes linked to it with at least 100 occurrences. The reason that the
Bordeaux item is not part of the tree is that there weren’t any nodes that were significantly linked to it. Also,
the LAYOUT_MASK mask option was selected to prevent several links from cluttering the following
diagram.
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The Tree layout displays a partial listing of items that are significantly associated with each other.

From the Tree Options window, you may change the orientation of the link graph. By default, the link graph
displays a vertical tree structure orientation from top to bottom based on the Top — Down orientation setting.
However, you may change the layout of the tree structure to a horizontal tree structure layout by selecting the
Left — Right orientation option. By selecting the Polar option, you may change the orientation of the tree
structure to a circular layout.
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Link Graph Pop-Up Menu Items

There are various pop-up menu items that are designed for use within the link graph to control the display of
the graphs. Simply right-click the mouse button to view the various pop-up menu items from the Link Graph
pop-up menu. The Link Graph pop-up menu is separated into five separate display options: node
modification, node and link display options, link graph display options and modifications, view properties. and
graph view settings.

Many of the modifications that you make to the link graph result in a mask. A mask is a column in the LINKS
data set that indicates which links appear in the layout, cluster, path, or filter display. For example, if you
cluster a link graph, the resulting links that are displayed in the clustered link graph woulid be to the cluster
results. All the original links that are displayed in the clustered link graph would have a CLUSTER_MASK
value of 1 and all of the original links that are not displayed in the graph would have a CLUSTER_MASK of
0. In the previous Tree graphical layout, all significant links that are displayed within the graph will have a
LAYOUT_MASK value of 1 in the LINKS data set. That is, a value of 1 indicates that the link is included in
the layout mask and displayed within the link graph. Conversely, a value of 0 indicates that the link is excluded
from the layout mask and removed from the link graph. In our examples, all filtered nodes and corresponding
links that are connected to the node or nodes that can be selected from the FILTER-Text Window will have a
FILTER_MASK value of 1.

At times, the number of nodes and links can potentially amount to an unmanageable size based on the number
of variables in the active training data set, which will inhibit your ability to view the various links in the graph.
Therefore, the various pop-up menu items are designed to control the visualization of the nodes and links to the
link analysis diagram. The following options are based on the various modifications that can be performed to
the nodes that are displayed within the link graph. The following menu items are displayed from the pop-up
menu items that are displayed within the link analysis diagram:

¢ Add: Nodes can be added to the graph that have been previously removed. An additional pop-up
menu will appear for you to select the specific values of the added node with the following options:
Value, Var, Role, Id, and Text. Selecting the All option will automatically include all previously
removed nodes back into the link graph. The various Value, Var, Role, Id, and Text option settings
will be discussed in greater detail in the following Grouping option. In general, this option will add
all the nodes that have been previously removed back into the graph based on the selected variable
attribute.

¢ Remove: Removes the select nodes from the link graph based on the following five options that can
be selected:

o Selected: Removes all the selected nodes from the graph. Select the node to be removed
from the graph, then right-click the mouse to display the corresponding pop-up menu by
selecting the Remove > Selected menu items. To select several nodes from the graph, press
the Ctrl key, then select each one of the nodes to be removed from the graph or drag the
mouse over several nodes in the graph to remove them.

o Deselected: Removes all nodes that are not currently selected from the link graph.

e Value, Var, Role, Id, Text, User, or Cluster: Removes all nodes from the link graph based
on the selected value of the node.

o All linked: Removes all nodes that are connected to the selected node from the link graph.

e All: Removes all the nodes from the link graph.

o Select: Select the various nodes based on a certain attribute that you can specify. The Select pop-up
menu will appear, enabling you to select various nodes from the graph based on a certain variable by
selecting the Var menu item, or selecting the nodes based on the variable role associated with the
node by selecting the Role menu item. By selecting the Var menu option, a separate pop-up menu
will be displayed to select the names of all the variables in the link graph. By selecting the Role
menu item, a separate pop-up menu will be displayed to select the various variable roles. This option
is advantageous if there exist several nodes that are displayed within the link graph.

¢ Info: Displays information about the link graph or the selected nodes and links.

e Link graph infermation: Displays information about the currently opened link graph and
the selected nodes or links with the Link Analysis Information window appearing. The
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window will display information about both the NODES and LINKS data sets and the
various options applied to the currently active link graph that is followed by information
about the selected link, such as the two separate nodes that are connected, the frequency
count, and the chi-square statistic that tests the proportions between the class levels of the
two separate categorical variables.

Note: The chi-square statistic is only valid for large cell counts. One of the requirements of
this statistic is that there must be at least 10 observations in each group in order for the
statistic to follow a chi-square distribution. An additional sample size requirement of the
statistic is that there must be at least 80% of the cells counts with an expected cell count of
greater than 5. If the sample size is too small in any one of the groups, then the chi-square
test might not be valid. This is because the asymptotic p-values are based on the assumption
that the chi-square test statistic follows a particular distribution when the sample size is
sufficiently large.

o Node information: By selecting any one of the nodes, the Link Analysis Information
window will appear that displays information about an individually selected node. The table
listing, which is similar to the NODES data set, will appear, displaying the node ID, node
role, number of observations of the class level to the selected node, and centrality
measurements that are associated with the selected node, followed by a table listing of the
various nodes that are connected to the selected node. The link analysis information window
is displayed in the following diagram. Note the large frequency counts that are based on all
nodes, with the thickest lines within the graph connected to the selected SETOSA node.
From the larger frequency counts, the Setosa iris wildflower can be mainly identified by
having a petal length and width of no more than 19.93 and 4.368 centimeters along with a
sepal length and width of no greater than 50.15 and 34.929 centimeters.
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By selecting the Actions > Paths main menu options, the Paths & | toolbar icon or the Path... pop-up menu
item will result in the following Find Paths... window appearing.

¢ Path: This option will allow you to find the shortest path from one node to another that uses the
SAS/OR PROC NEWFLOW procedure. From the graph, you must select two or more nodes from
the link graph to access this option from the Link Graph pop-up menu that will then open the
following Find Paths... window.

The Find Paths... window will display two separate columns. The Source column is positioned to
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the left of the window and the Sink column is positioned to the right. The nodes listed in the Source
column will display all links originating from the nodes selected within the corresponding column.
The nodes selected in the Sink column will display the significant links that originate from the
selected nodes displayed in the Source column along with the corresponding nodes selected in the
same Sink column. From the Links Values display, you may select from the following three options
to set the value of the links:

o Similarity: Count values of the links are calculated in PROC NETFLOW as follows:
2+ (maximum count value of all the links) — (count of the specific link).

¢ Distance: Count values that are the actual frequency count of the number of links that are
connected to the node.

o Unary: All count values of the links are assigned a value of one.
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The Find Path window is used to select the corresponding links to the link analysis diagram.

Selecting the Filter... pop-up menu item will allow you to filter the various links connected to the displayed
nodes within the link analysis diagram. The various links within the previously illustrated link analysis
diagrams that were connected to the SPECIES=SETOSA node were displayed by selecting the TEXT pop-up
option setting and selecting the SPECIES=SETOSA item from the FILTER — Text window.

¢ Filter: This option will resuit in the link graph only displaying the links that are connected to the
selected nodes. When you select this option, you can filter the various links that are connected to the
corresponding nodes by the following attributes of VALUE, VAR, ROLE, 1D, TEXT, USER, or
CLUSTER.
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The FILTER-Text window is used to display all links from the SETOSA node in the link graph.

Selecting the Actions > Display main menu options, the Display J toolbar icon or the Display pop-up
menu item from the link graph will result in the subsequent Display Control window appearing. The window
will allow you to change the layout of the link graph, set the display options for the selected nodes and links
within the link graph, or create various cluster groupings for the displayed nodes.
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Nodes tab

The Nodes tab will allow you to change the appearance of the selected node. This option will allow you to
change the color, shape, size, and label of the selected nodes. The following are the various options that may be
selected from the Nodes pop-up menu:
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The Display Control window and the Nodes tab are used to change the attributes of the nodes in the graph.

o Color: This option will allow you to change the color of the selected nodes based on the
VALUE, VAR, ROLE, ID, TEXT, USER, or CLUSTER option settings. By default, the Link
Analysis node will automatically assign unique colors to each level of the variable that is
specified. Selecting the None option will automatically change the color of all the nodes within
the link graph to the same color. Again, the various attributes will be discussed in greater detail
in the following Grouping option.

o Shape: This option will allow you to assign different shapes to the selected nodes based on the
VALUE, VAR, ROLE, ID, TEXT, USER, or CLUSTER option settings. By default, the Link
Analysis node will automatically assign different shapes to the nodes based on each unique level
of the variable that is specified. By default, the nodes that represent input variables are displayed
as boxes and the nodes that represent the target variable are displayed as circles. Selecting the
None option will automatically change the nodes to all the same shape.

o Size: This option will allow you to assign different sizes to the nodes based on the VALUE,
VAR, ROLE, ID, TEXT, USER, or CLUSTER item. The size of the node is based on either
the first centrality measurement, C1; the second centrality measurement, C2; frequency count,
COUNT; frequency percentages, PERCENT; and the (X, Y) coordinates. Select the Uniform
option to change the nodes to the same size. The None option will change the size of the nodes
into points. The default is the frequency count of the class level of the node.

o Label: This option will allow you to assign text or numeric labels to the selected nodes. The
other options that can be applied are based on the Label Text option. The specific label that is
applied is determined from the following Label Text option. Select the All option to label every
node in the link graph. To clear all labels to the nodes, select the Clear option. From the graph,
you can also select a node or any number of nodes by holding down the Ctrl button or dragging
over the corresponding nodes to label all nodes that are connected to the selected node by
selecting the All linked pop-up menu option.

o Label Text: This option will allow you to select a specific label to assign to the selected nodes
based on the VALUE, VAR, ROLE, ID, TEXT, USER, or CLUSTER option settings that will
be discussed in the following Links tab section.

o Labels Section: The On radio button is automatically selected that will allow yvou to assign a
specific type of font to the label of the selected nodes. Selecting the Font button will open the
Font window for you to assign the font, font style, and font size to the labels. Select the Off
radio button to turn off the font attributes within the graph.
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Links tab

From the Links tab, the following links options will allow you to change the attributes of the links between the
displayed nodes, such as the number of links that are disolayed, the value of the links, direction of the links and

the mask.
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FILTER _MASK option setting selected along with the Mask option setting selected from the Mode
section to display all links originating from the Setosa wildflower in the iris data set.

Value: This option will allow you to change the value of the selected links. In other words, this
option will allow you to set the value that will be used in identifying the importance of the link.
By default, the value of the links is based on the frequency counts, Count. which determines
both the color and thickness of the links. This option will allow you to set the value of the link by
using either the Percent, Countl, Count2, Expect, Dev, or Chi2 option settings.

Direction: This option will allow you to specify the direction of the links. By default, the links
do not display any arrows to identify the direction of the links or connections between the nodes
called undirected connections. However, this option will allow you to create directed
connections by specifying the direction of the links based on the larger nodes that are connected
to the smaller nodes. Therefore, this will allow you to visualize cyclical patterns that might be
occurring in the link analysis diagram. The various directions to select from are the following:
Percent, Countl, Count2, Expect, Dev, or Chi2 option settings.

Mask: This option will allow you to apply a mask to the selected variable. By default, no mask is
applied. In other words, the _null_ option is automatically selected, that is, no mask is applied.
Assuming that you have created clusters, a path or a filter for the graph, then you may apply the
CLUSTER_MASK, PATH_MASK, or FILTER_MASK option settings.

Batch Size: Specifies the maximum number of links that are displayed at one time. You can
choose from a maximum of 128, 256, 512, 1024, or 2048 links to be displayed in each graph.

Enable Width: This option will allow vou to display the width or thickness of the links from the
Value option that you have selected. By default, the thickness of the links is based on the
frequency count of the two separate levels of the connected nodes.

Custom Scheme: By default, the check box is unselected. However, selecting the check box,
then the Edit button that is displayed at the bottom of the tab, will open the Link value window.
The option is designed to modify the attributes of the link such as the link cutoff values. colors,
and widths of the corresponding link.
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The Mode section is designed to define the way in which the links are displayed within the link graph. The
following are the four separate ways to display the links within the link graph:

o Normal: Displays the normal links to the connected nodes within the graph.
o Mask (default): Applies the link mask that you can specify from the previous Mask option.

o Enhance: Displays the filtered links that are not displayed when you have applied a mask to
the link graph. For example, if you have created clusters and the CLUSTER_MASK is used,
then only the links to the mask are displayed. When this option is selected, the links that were
filtered from the mask are displayed as gray links and the links in the mask are displayed in
their native colors.

o Hide: Removes or hides the links from the graph.

Layout tab

From the Layout tab, you may change the layout technique, the grouping of the nodes, and the value assigned
to each node within each one of the corresponding link graph layouts. The Technique field will allow you to

specify the six different graphical layout techniques that can be displayed within the graph.
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The Layout tab is used to change the graphical layout of the displayed link analysis diagram.

¢ Technique: This option will allow you to change the graphical layout of the link analysis diagram of

either the Circle, Grid, MDS, Parallel Axis, Swap, or Tree layout designs.

¢ Grouping: This option is designed for you to change the way in which the displayed nodes are

grouped together within the link graph. You may group the various nodes by the following attributes:

e VALUE: The nodes are grouped within the link graph by its own values. For interval-valued
variables, the nodes are grouped in ascending order in a counter clockwise direction within the
link graph. For categorically-valued input, the nodes are grouped in alphabetical order within
the graph.

® VAR (default): The nodes are grouped by their variable names for all the layout techniques.

¢ ROLE: The nodes are separately grouped together within the link graph by their model role.
When this option is selected, then the input variables are grouped together and the target
variables are grouped together, and so on.

¢ ID: The nodes are grouped together by the node ID identifier variable. The node id of N# is

assigned to the node that is automatically created in the Link Analysis node.
e TEXT: Nodes are grouped together by the text, that is, VAR = VALUE.
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Cluster tab

The Cluster tab will allow you to cluster the NODES data set either interactively or using the following two
nonparametric clustering techniques. The following are the various options that you may select from within the
Cluster tab:

¢ Select Clusters: The drop-down menu option will list the cluster variable that you want to display in
your link graph, either VALUE, VAR, ROLE, ID, TEXT, or _ZNULL_. NULL_ is the default. In
Enterprise Miner, the nodes are not automatically clustered within the graph.

¢ Create Clusters: This section will allow you to cluster the NODES data set either interactively or
using following two nonparametric techniques. Each node will represent a single degree of freedom.
The following are the various clustering options that you may select from based on the Create
Clusters option:

¢ Interactive: This option will allow you to define the clusters by selecting the nodes that you
want to include in the cluster that is created. The maximum number of clusters that can be
created is the total number of nodes in the lirked graph. Select the Interactive pop-up menu
item, then select the Run button that will result in the Interactive Clustering window being
displayed. The window is illustrated in the following page. From the nodes displayed within the
Unassigned list box, select the corresponding nodes to create a unique clustering grouping
within the link graph by selecting the arrow button that will result in the selected listed nodes
displayed in the User_1 list box. Selecting the Create button will result in the list box at the right
being automatically cleared, which will allow you to create an entirely different set of nodes to
create an entirely different cluster grouping within the link graph.

Select the Interactive > Copy pop-up menu item that will open an additional pop-up menu in
order to select the variables that you want to create the cluster. From this option, you may select
the following pop-up menu items of either Value, Var, Role, Id, Text, or User to create a cluster
for each level of the Value, Var, Role, Id, Text, or User variable.

® Modeclus: This option performs nonparametric clustering that will enable you to cluster the
selected nodes based on the following two separate nonparametric clustering methods. The
following nonparametric clustering methods are calculated from the PROC MODECLUS
procedure. Press the Run button that will result in a subsequent Modeclus Options window
appearing in order for you to select the following two nonparametric clustering techniques.

¢ Kernal Density (default): This nonparametric technique determines the cluster groupings
based on spherical kernals with a fixed radius. By default, the Link Analysis node initially
defines two fixed radii to determine the optimal number of clusters. The results are
generated from the PROC MODECLUS procedure. The procedure output listing will be
displayed within the SAS system output window. The Grouping option setting will allow
you to select the radii of the nonparametric clustering routine based on the listed
CLUSTER_R_# variable, where # denotes the number of radii from the kernal density
clustering technique. The Link Analysis node uses ten fixed radii to find the optimal
number of clusters. From the iris data set, the Grouping option will allow you to select radii
of either one or two by selecting the listed variable of CLUSTER_R_1 or CLUSTER_R_2.

¢ Nearest Neighbor: This nonparametric technique determines the cluster groupings that are
created by the number of neighbors. The Grouping option setting will allow you to select
the smoothing constant for the nonparametric technique based on the listed CLUSTER_K_#
variable, where # denotes the number of nearest neighbors in the nearest neighbor clustering
technique. The k-nearest neighbor clustering technique performs well in classifying
observations into elongated elliptical clusters. The Link Analysis node uses ten different
neighbor values to find the optimal number of clusters. From the iris data set, the Grouping
option will allow you to select the number of nearest neighbors between three and five, that
is, CLUSTER_K_3, CLUSTER_K 4, or CLUSTER_K_5.
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Select Clusters: |-l =l
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The Display Control window is used to specify the clustering identifier and cjusrer}ng fechnique.

Selecting the Interactive clustering technique and pressing the Run button will display the following
Interactive Clustering window to create the selected cluster groupings within the graph.
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The Interactive Clustering window creates cluster groups for the three iris wildflowers.
Plots tab

The Plots tab is designed to create frequency bar charts that are based on the variables in the NODES or
LINKS data sets. By default, the bar chart displays the frequency count of each input variable or the separate
class levels of the categorically-valued target variable in the NODES data set. The frequency counts are
displayed in descending order. The following bar chart displays the frequency distribution in the grouped
nodes from the iris data set. For association analysis, the bar chart plot will display the number of unique items
in descending order based on the various nodes that are displayed within the link graph.
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The Plofts tab displays the frequency bar chart of the displayed nodes in the link graph.
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The following are the various pull-down menu options to select from within the Plots tab:

¢ Data Source: This option will allow you to specify the NODES or LINKS data set to create the bar
chart.

o Selection: This option will allow you to set the X-axis variable to the bar chart based on the
following values of the VALUE, VAR, ROLE, ID. or TEXT option settings. The default is VAR.

o Response: This option will allow you to specity the Y-axis variable to the bar chart based on the
following values of the C1, C2, COUNT, or PERCENT variable. The default is COUNT.

¢ Where Variable: This option will allow you to subset the attribute displayed along the X-axis of the
bar chart based on either the VALUE, VAR, ROLE, ID, or TEXT option settings.

o Where Value: This option will allow you to set the values displayed within the bar chart based on
the variable selected for the bar chart from the previous Where Variable option setting.

¢ Subgroup: This option will allow to create a stacked bar chart based on the following grouping
option settings of VALUE, VAR, ROLE, ID, or TEXT. By default, no stack bar chart is displayed.

¢ Legend: By default, the check box is unselected. However, selecting the Legend check box and
pressing the Apply button will result in the bar chart automatically displaying a legend at the bottom
of the chart.

o 3D Perceptive: Selecting this check box and pressing the Apply button will result in the bar chart
automatically displaying a 3-D bar chart.

Nodes tab

The Nodes tab is designed to display a table view of the NODES data set. The tab will list the various nodes
that are displayed within the link graph. By default, the table is sorted in alphabetical order by the variable
name. In addition, the table listing is sorted in descending order by the frequency counts. The table displays the
first-ordered weighted and unweighted centrality measurements, C1 and C1U; the second ordered weighted
and unweighted centrality measurements, C2 and C2U; the value of the class variable or the cutotf point of the
interval-valued variable that is split into three separate intervals, VALUE; the variable name of the node,
VAR: the variable role, ROLE: the frequency count based on the level of the variable, COUNT; the frequency
percentage of the node, PERCENT; the node identifier, ID: the variable text based on the VAR=VALUE
option, TEXT; the X coordinate, X; and the Y coordinate, Y; of the node that is displayed within the link
graph. Both the Nodes tab and the subsequent Links tab are designed so that you may click the selected
column that will result in tab sorting of the selected column in ascending or descending order.
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The Nodes tab displaying the table listing of the various nodes created within the NODES data set.
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Links tab

The Links tab is designed to display a table view of the LINKS data set. The tab will list the various links
between the separate nodes that are displayed within the link graph. By default, the table is displayed in
descending order by the number of links that occur within each node. The Links tab displays the number of
times that the two separate nodes are connected, COUNT; the percentage of link counts, PERCENT; the
marginal frequency counts of the class level from the first node, COUNT1,; the identifier of the first node
connected, ID1; the marginal frequency counts of the class level from the second node, COUNT?2; the node
identifier for the second node connected, ID2; the link identifier, LINKID; and the expected frequency count
between the two separate class levels of the connected nodes, EXPECTED; based on the two-way
contingency table, the deviation from the expected count, DEV; the partial chi-square value between the two
separate class levels of the connected nodes, CHI2; and the layout mask that is applied to the link,
LAYOUT_MASK.
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The Links tab displaying the table listing of the various links created within the LINKS data set.
Scoring the Clustering Link Results

The Scoring Options window is designed to create score code by selecting the interactive or nonparametric
clustering options that can be specified from the Clusters tab. The scored data set can only be created by
performing interactive or nonparametric clustering within the tab. Select the Action > Create Scorecode main

menu options or select the Create Scorecode E_"I I toolbar icon from the tools bar menu and the following
Scoring Options window will appear.

Select the drop-down arrow button from the Scores display field that will create the score code based on the
nodes that are created within the clusters, the links that are created within the clusters, or the nodes and links
that are created within the clusters. The scoring code generates a numeric cluster score variable for each cluster
along with a segment identifier variable with values equal to the name of the cluster that is determined by the
highest numeric cluster score. These cluster indicator variables can then be used in subsequent nodes within the
process flow diagram as categorically-valued input variables within the subsequent modeling nodes. The
clustering scores from the nodes are the proportion of times that the range of input values fall within the target
class level that it has been grouped within the Link Analysis node. In other words, the cluster scores from the
nodes are calculated by the accumulated frequency counts of the nodes in which the range of input values fall
within the target class level that it has been grouped within the Link Analysis node, divided by the total
frequency counts of the nodes that are assigned within each target group. The clustering scores from the links
are calculated by the accumulated linked frequency counts in which the range of input values between the two
separate linked nodes fall within the target class level that it has been grouped within the Link Analysis node,
divided by the total frequency count of the linked nodes within each target category. And finally, the clustering
scores from the nodes and links are calculated by the accumulated frequency counts from the nodes and links
in which the range of values of the input variables between the separate nodes and two separate linked nodes
fall within the target class level that it has been grouped. divided by the total frequency count of the nodes and
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linked nodes within each target category. By default, the ¢clustering assignments are determined by all links that
creates the segmentation identifier variable in the scored data set. The various score code can be viewed from
my website.

¢ Include masked links: The generated score code will include all masked links. This option is
grayed-out and unavailable when you select the Nodes drop-down menu option.

o Create segmentation: This option creates the segmentation identifier variable within the output
scored data sets. This option must be selected to check the accuracy of the clusters that are created
within the node and the various target groups by constructing two-way frequency tables.

¢ Include target: Includes the target variable to the output scored data sets.

[V Create segmentation
[™ Include target

& |_Concd |

The Scoring Options window is used to specify the way in which to score the partitioned data sets
from the clustering nodes that are created within the link graph.

Select the Actions > Run Scorecode main menu options or select the Run Scorecode _.J toolbar icon that
will result in scoring the corresponding partitioned data sets. A Message window will appear that will display a
message confirming that you will score the output data set. Select the Yes button to score the output data sets.
A subsequent Message window will appear to inform you that the output data sets have been scored, then
select the OK button. The output data set will be passed along to subsequent nodes within the process flow.
The Insight node can be used to view the scored output data set. The scored data set can be used in evaluating
the accuracy of the results by creating a two-way frequency table between the categorically-valued target
variable, Species, and the segmentation identifier variable, Segmentation. The validation data set might be
applied in order to generate an honest assessment of the accuracy of the clustering assignments. Furthermore,
the scored data sets from the nodes and links might be compared with the actual target values to determine
which clustering assignments performed the best.
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T 4 u 14 3 Setosa ] i 0 M1
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2 &0 27 51 16 Verscolor 05022421525 0 05164835165 M3
O &5 30 52 20 Virginica 1 0 0 M2
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15 &5 30 55 18 Virginica 1 0 0 M2 ,_!ﬂ

The scored training data set with the clustering assignments from the MDS lavout that are determined
by the displaved nodes with the number of nearest neighbors set to five in the iris data set. Notice that
observation number 5 and 9 have misclassified the wildflower varietv from the cluster scores.
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The Steps in Creating the Previous Link Graphs
The following are the basic steps that were performed in constructing the previously displayed link graphs:

1. Run the Link Analysis node.
From the Result Browser, select the View > Detailed Results pull-down menu options.
From the link graph, right-click the mouse and select the Display pop-up menu item.

From the Nodes tab, select the TEXT pull-down menu item from the Label option. From the
Labels section, press the Select... button and make sure that the On radio button is selected.
Press the Select... button, then select the TEXT pop-up menu item. From the LABEL window,
select all the listed variables that will label each node in the link graph.

5. From the Link tab, make sure the FILTER_MASK option setting is selected from the Mask pull-
down menu option and the Mask radio button is selected from the Mode section.

2w

6. From the link graph, right-click the mouse and select the Filter pop-up menu item, then select
the TEXT option from the subsequent pop-up menu. Select the SPECIES=SETOSA menu item.
This will result in the graph displaying all links originating from the Setosa wildflower ontly.

7. From the Layout tab, make sure that the Circle graphical layout is selected from the Technique
option. This is the default. Also, make sure that the Grouping option is set to VAR, This will
instruct the Link Analysis node to group the nodes that are displayed by their variable names.

The following are the basic steps that were performed in constructing the previously displayed MDS link graph
based on five-nearest neighbor clustering from the iris data set along with creating the scored data set.

Run the Link Analysis node.

From the Result Browser, select the View > Detailed Results pull-down menu options.

Right-click the mouse and select the Display pop-up menu item.

Select the Nodes tab. From the Label option, select the TEXT pull-down menu item to create
labels to the displayed nodes by the text labeling of VAR = VALUE.

5. From the Layout tab, select the MDS graphical layout from the Technique option. Also, make
sure that the Grouping option is set to VAR, that is, a cluster grouping scheme of VAR. This
will instruct the node to group together the nodes by their variable names. Select the Run button.

6. From the MDS Options window, set the Grouping Bias option to —2. This will instruct
Enterprise Miner to group the nodes further apart.
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7. View the graph and the various target groupings that are created.

8. Right-click the mouse and select the Display pop-up item. Select the Cluster tab. From the
Create Clusters section, select the Modeclus pop-up menu item from the Technique option.

9. Select the Run button. This will open the Modeclus option window to select the nonparametric
cluster technique. Select the Nearest Neighbor pop-up menu item. Press the OK button. A
separate window will appear to confirm to you that five-nearest neighbor clustering was
performed with the CLUSTER K 5 grouping variable created. Press the OK button that will
then display the previous Display Control window.

10. From the Select Clusters option, select the smoothing constant of either 3, 4 or 5, that is,
CLUSTER K 3, CLUSTER K 4, or CLUSTER_K 5 pop-up menu items. A message window
will appear that will display the name of the optimal cluster variable.

11. From the Link tab, make sure the CLUSTER _MASK option setting is selected from the Mask
pull-down menu option and the Mask radio button is selected from the Mode section to display
all links within each cluster grouping.

12. To score the clustering results, select the Create Scorecode toolbar icon or select the Action >
Create Scorecode main menu options that wilt display the Scoring Option window.

13. From the Scoring Option window, select the cluster score variable based on either the displayed
links or nodes. By default, the link identifiers are written to the scored data set. Press the OK
button that will create the score code based on the grouping variable of CLUSTER K 5.

14. From the link graph, select the Run Scorecode toolbar icon that will create the scored data set.

15. Open the Link Analysis node, then select the Output tab to view the scored data set.
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3.1 Data Set Attributes Node

General Layout of the Enterprise Miner Data Set Attributes Node

e Data tab

® Variables tab

e Class Variables tab
e Notes tab

The purpose of the Data Set Attributes node in Enterprise Miner is designed to modify the attributes of the
metadata sample that is associated with the input data set such as the data set name, description, and the role to
the corresponding data minin