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Foreword

Data mining has developed rapidly and has become very popular in the past two decades, but actually has
its origin in the early stages of IT, then being mostly limited to one-dimensional searching in databases.
The statistical basis of what is now also referred to as data mining has often been laid centuries ago. In
corporate environments data driven decisions have quickly become the standard, with the preparation of
data for management becoming the focus of the fields of MIS (management information systems) and
DSS (decision support systems) in the 1970’s and 1980°s. With even more advanced technology and
approaches becoming available, such as data cubes, the field of business intelligence took off quickly
in the 1990°s and has since then played a core role in corporate data processing and data management
in public administration.

Especially in public administration, the availability and the correct analysis of data have always been
of major importance. Ample amounts of data collected for producing statistical analyses and forecasts
on economic, social, health and education issues show how important data collection and data analysis
have become for governments and international organisations. The resulting, periodically produced sta-
tistics on economic growth, the development of interest rates and inflation, household income, education
standards, crime trends and climate change are a major input factor for governmental planning. The same
holds true for customer behaviour analysis, production and sales statistics in business.

From a researchers point of view this leads to many interesting topics of a high practical relevance,
such as how to assure the quality of the collected data, in which context to use the collected data, and
the protection of privacy of employees, customers and citizens, when at the same time the appetite
of businesses and public administration for data is growing exponentially. While in previous decades
storage costs, narrow communications bandwidth and inadequate and expensive computational power
limited the scope of data analysis, these limitations are starting to disappear, opening new dimensions
such as the distribution and integration of data collections, in its most current version “in the cloud”.
Systems enabling almost unlimited ubiquitous access to data and allowing collaboration with hardly
any technology-imposed time and location restrictions have dramatically changed the way in which we
look at data, collect it, share it and use it.

Covering such central issues as the preparation of organisations for data mining, the role of data min-
ing in crisis management, the application of new algorithmic approaches, a wide variety of examples of
applications in business and public management, data mining in the context of location based services,
privacy issues and legal obligations, the link to knowledge management, forecasting and traditional
statistics, and the use of fuzzy systems, to summarize only the most important aspects of the contribu-
tions in this book, it provides the reader with a very interesting overview of the field from an application
oriented perspective. That is why this book can be expected to be a valuable resource for practitioners
and educators.
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Preface

Attempts to get organizational or corporate data under control began more profoundly in the late 1960s
and early 1970s. Slightly later on, due to management studies and the development of information so-
cieties and organizations, the importance of data in administration and management became even more
evident. Since then the data/information/knowledge based structures, processes and actors have been
under scientific study. Data mining has originally involved research that is mainly composed of statistics,
computer science, information science, engineering, etc. As stated and particularly due to knowledge
discovery, knowledge management, information management and electronic government research, the
data mining has been related more closely to both public and private sector organizations and govern-
ments. Many organizations in the public and private sector generate, collect and refine massive quantities
of data and information. Thus data mining and its applications have been implemented, for example, in
order to enhance the value of existing information, to highlight evidence-based practices in management
and finally to deal with increasing complexities and future demands.

Indeed data mining might be a powerful application with great potential to help both public and pri-
vate organizations focus on the most important information needs. Humans and organizations have been
collecting and systematizing data for eternity. It has been clear that people, organizations, businesses
and governments are increasingly acting like consumers of data and information. This is again due to
the advancement in organizational computer technology and e-government, due to the information and
communication technology (ICT), due to increasingly demanding work design, due to the organizational
changes and complexities, and finally due to new applications and innovations in both public and private
organizations (e.g. Tidd et al. 2005, Syvijarvi et al. 2005, Bauer et al. 2006, de Korvin et al. 2007, Burke
2008, Chowdhury 2009). All these studies authorize that data has an increasing impact for organizations
and governance in public and private sectors.

Hence, the data mining has become an increasingly important factor to manage, with information in
increasingly complex environments. Mining of data, information, and knowledge from various databases
has been recognized by many researchers from various academic fields (e.g. Watson 2005). Data mining
can be seen as a multidisciplinary research field, drawing work from areas like database technology,
statistics, pattern recognition, information retrieval, learning and networks, knowledge-based systems,
knowledge organizations, management, high-performance computing, data visualization, etc. Also in
organizational and government context, the data mining can be understood as the use of sophisticated
data analysis applications to discover previously unknown, valid patterns and relationships in large data
sets. These objectives are apparent in various fields of the public and private sectors. All these approaches
are apparent in various fields of both public and private sectors as will be shown by current chapters.
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DATA MINING LINKED TO ORGANIZATIONAL AND GOVERNMENT
CONDITIONS

The data mining seen as the extraction of unknown information and typically from large databases can be
a powerful approach to help organizations to focus on the most essential information. Data mining may
ease to predict future trends and behaviors allowing organizations to make information and evidence-
based decisions. Organizations live with their history, present activities, but prospective analyses of-
fered by data mining may also move beyond the analyses of past or present events. These are typically
provided by tools of decision support systems (e.g. McNurlin & Sprague 2006) or possibilities offered
either by information management or electronic government (e.g. Heeks 2006, de Korvin et al. 2007,
Syvéjarvi & Stenvall 2009). Also the data mining functionalities are in touch with organizational and
government surroundings by traditional techniques or in terms of classification, clustering, regression
and associations (e.g. Han & Kamber 2006). Thus again, the data needs to be classified, arranged and
related according to certain situational demands.

It is fundamental to know how data mining can answer organizational information needs that oth-
erwise might be too complex or unclear. The information that is needed, for example, should usually
be more future-orientated and quite frequently somehow combined with possibilities offered by the
information and communication technology. In many cases, the data mining may reveal such history,
indicate present situation or even predict future trends and behaviors that allow either public policies or
businesses to make proactive and information driven decisions. Data mining applications may possibly
answer organizational and government questions that traditionally are too much resource consuming to
resolve or otherwise difficult to learn and handle. These viewpoints are important in terms of sector and
organization performance and productivity plus to facilitate learning and change management capabili-
ties (Bouckaert & Halligan 2006, Burke 2008, Kesti & Syvijarvi 2010).

Data mining in both public and private sector is largely about collecting and utilizing the data, analyz-
ing and forecasting on the basis of data, taking care of data qualities, and understanding implications of
the data and information. Thus in organizational and government perspective, the data mining is related
to mining itself, to applications, to data qualities (i.e. security, integrity, privacy, etc.), and to information
management in order to be able to govern in public and private sectors. It is clear that organization and
people collect and process massive quantities of data, but how they do that and how they proceed with
information is not that simple. In addition to the qualities of data, the data mining is thus intensely related
to management, organizational and government processes and structures, and thus to better information
management, performance and overall policy (e.g. Rochet 2004, Bouckaert & Halligan 2006, Hamlin
2007, Heinrich 2007, Krone et al. 2009). For example, Hamlin (2007) concluded that in order to satisfy
performance measurement requirements policy makers frequently have little choice but to consider and
use a mix of different types of information. Krone et al. (2009) showed how organizational structures
facilitate many challenges and possibilities for knowledge and information processes.

Datamining may confront organizational and governmental weaknesses or even threats. For example,
in private sector competition, technological infrastructures, change dynamics and customer-centric ap-
proaches might be such that there is not always space for proper data mining. In the public sector, the
data or information related to service delivery originates classically from various sources. Also public
policy processes are complex in their nature and include, for example, multiplicity of actors, diversi-
fied interdependent actors, longer time spans and political power (e.g. Hill & Hupe 2003, Lamothe &
Dufour 2007). Thus some of these organizational and government guidelines vigorously call for better
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quality data, more experimental evaluations and advanced applications. Finally because of the absence
of high-quality data and easily available information, along with high-stakes pressures to demonstrate
organizational improvements, the data for these purposes is still more likely to be misused or manipu-
lated. However, it is evident that organizational and government activities confront requirements like
predicting and forecasting, but also vital are topics like data security, privacy, retention, etc.

In relation to situational organization and government structures, processes and people, the data
mining is especially connected to qualities, management, applications and approaches that are linked to
data itself. In existing and future organizational and government surrounding, electronic-based views
and information and communication technologies also have a significant place. In current approach of
data mining in public and private sectors, we may thus summarize three main thematic dimensions that
are data and knowledge, information management and situational elements. By data and knowledge we
mean the epistemological character of data and demands that are linked to issues like security, privacy,
nature, hierarchy and quality. The versatile information management refers here to administration of
data, data warehouses, data-based processes, data actors and people, and applied information and com-
munication technologies. Situational elements indicate operational and strategic environments (like
networks, bureaucracies, and competitions, etc.), but also stabile or change-based situations and various
timeframes (e.g. past-present-future). All these dimensions are revealed by present chapters.

THE BOOK STRUCTURE AND FINAL REMARKS

This book includes research on data mining in public and private sectors. Furthermore, both organiza-
tional and government applications are under scientific research. Totally eighteen chapters have been
divided to four consecutive sections. Section 1 will handle data mining in relation to management and
government, while Section 2 is about data mining that concentrates on privacy, security and retention of
data and knowledge. Section 3 relates data mining to such organizational and government situations that
require strategic views, future preparations and forecasts. The last section, Section 4, handles various
data mining applications and approaches that are related to organizational scenes.

Hence, we can presuppose how managerial decision making situations are followed by both ratio-
nal and tentative procedures. As data mining is typically associated with data warehouses (i.e. various
volumes of data and various sources of data), we are able to clarify some key dimension of data mined
decisions (e.g. Beynon-Davies 2002). These include information needs, seeks and usages in data and
information management. As data mining is seen as the extraction of information from large databases,
we still notice the management linkage in terms of traditional decision making phases (i.e. intelligence,
design, choice and review) and managerial roles like informational roles (Minztberg 1973, Simon 1977).
In relation to the management, it is obvious that organizations need tools, systems and procedures that
might be useful in decision making. Management of information resources means that data has mean-
ing and further it is such information demands of expanded information resources to where the job of
managing has also expanded (e.g. McNurlin & Sprague 2006).

In organizational and government surroundings, it is valuable to notice that data mining is popularly
referred to knowledge and knowledge discovery. Knowledge discovery is about combining information
to find hidden knowledge (e.g. Papa et al. 2008). However, again it seems to be important to understand
how “automated” or convenient is the extraction of information that represents stored knowledge or
information to be discovered from large various clusters or data warehouses. For example, Moon (2002)
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has argued that information technology has given possibilities to handle information among govern-
mental agencies, to enhance internal managerial efficiency and the quality of public service delivery,
but simultaneously there are many barriers and legal issues that cause delays. Consequently one core
factor here is the security of data and information. The information security in organizational and gov-
ernment context means typically protecting of information and information systems from unauthorized
access, use, disclosure, modification and destruction (e.g. Karyda, Mitrou & Quirchmayr 2006, Brotby
2009). Organizations and governments accumulate a great deal of information and thus the information
security is needed to study in terms of management, legal informatics, privacy, etc. Finally the latter has
profound arguments as information security policy documents can describe organizational and govern-
ment intentions with information.

Data mining is stressed by current and future situations that are changing and developing rather
constantly both in public and private sectors. Situational awareness of past, present and future cir-
cumstances denote understanding of such aspects that are relevant for organizational and government
life. In this context data mining is connected to both learning and forecasting capabilities, but also to
organizational structures, processes and people that indeed may fluctuate. However, preparing and
forecasting according to various organizational and government situations as well as structural choices
like bureaucratic, functional, divisional, network, boundary-less, and virtual are all in close touch to
data mining approaches. Especially in the era of digital government organizations simply need to seek,
to receive, to transmit and finally to learn with information in various ways. As related to topics like
organizational structures, government viewpoints and to the field of e-Government, thus it is probably
due to fast development, continuous changes and familiarity with technology why situational factors are
progressively more stressed (e.g. Fountain 2001, Moon 2002, Syvéjarvi et al. 2005, Bauer et al. 2006,
Brown 2007). In case of data mining, it is important to recognize that these changes deliver a number of
challenges to citizens, businesses and public governments. As a consequence, the change effort for any
organization is quite unique to that organization (rf. Burke 2008). For instance, Heeks (2006) assumes
that we need to see how changing and developing governments are management information systems.
Barrett et al. (2006) studied organizational change and concluded what is needed is such studies that
draw on and combine both organizational studies and information system studies.

As final remarks we conclude that organizational and government situations are becoming increas-
ingly complex as well as data has become more important. Some core demands like service needs and
conditions, ubiquitous society, organizational structures, renewing work processes, quality of data and
information, and finally continuous and discontinuous changes challenge both public and private sectors.
Data volumes are still growing, changing very fast and increasing almost exponentially, and are not likely
to stop. This book aims to provide some relevant frameworks and research in the area of organizational
and government data mining. It will increase understanding how of data mining is used and applied
in public and private sectors. Mining of data, information, and knowledge from various locations has
been recognized here by researchers of multidisciplinary academic fields. In this book it is shown that
data mining, as well as its links to information and knowledge, have become very valuable resources
for societies, organizations, actors, businesses and governments of all kind.

Indeed both organizations and government agencies need to generate, to collect and to utilize data
in public and private sector activities. Both organizational and government complexities are growing
and simultaneously the potential of data mining is becoming more and more evident. However, the
implications of data mining in organizations and government agencies remain still somewhat blurred or
unrevealed. Now this uncertainty is at least partly reduced. Finally this book will be for researchers and
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professionals who are working in the field of data, information and knowledge. It involves advanced
knowledge of data mining and from various disciplines like public administration, management, informa-
tion science, organization science, education, sociology, computer science, and from applied information
technology. We hope that this book will stimulate further data mining based research that is focused on
organizations and governments.

Antti Syvdjdrvi
Jari Stenvall
Editors
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Before the Mining Begins:

An Enquiry into the Data for Performance
Measurement in the Public Sector
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ABSTRACT

Although policy evaluation has always been important, today there is a rising attention for policy
evaluation in the public sector. In order to provide a solid base for the so-called evidence-based policy,
valid en reliable data are needed to depict the performance of organisations within the public sector
Without a solid empirical base, one needs to be very careful with data mining in the public sector. When
measuring performance, several unintended and negative effects can occur. In this chapter, the authors
focus on a few common pitfalls that occur when measuring performance in the public sector. They also
discuss possible strategies to prevent them by setting up and adjusting the right measurement systems
for performance in the public sector. Data mining is about knowledge discovery. The question is: what
do we want to know? What are the consequences of asking that question?

INTRODUCTION

Policy aims at desired and foreseen effects. That is
the very nature of policy. Policy needs to be evalu-
ated, so that policy makers know if the specific
policy measures indeed reach — and if so, how,
how efficient or effective, with what unintended
or unforeseen effects, etc. — these intended results
and objectives. However, measuring policy effects

DOI: 10.4018/978-1-60566-906-9.ch001

isnot without disadvantages. The policy evaluation
process can cause side effects.

Evaluating policy implies making fundamen-
tal choices. It is not an easy exercise. Moreover,
policy actors are aware of the methods with which
their activities — their (implementation of) policy
— will or could be evaluated. They can anticipate
the evaluation, e.g. by changing the official policy
goals —a crucial standard in the evaluation process
— or by choosing only these goals that can be met
and avoiding more ambitious goals that are more
difficult to reach. In this context, policy actors

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.



behave strategically (Swanborn, 1999). In this
chapter, we focus on these and other side effects
of policy evaluation. However, we also want to
bring them in a broader framework.

Within the public sector, as elsewhere, there
is the need to have tools in order to dig through
huge collections of data looking for previously
unrecognized trends or patterns. Within the public
sector, one often refer to “official data” (Brito &
Malerba, 2003, 497). There too, knowledge and
information are cornerstones of a (post-) modern
society (Vandijck & Despontin, 1998). In this
context data, mining is essential for the public
sector. Data mining can be seen as part of the
wider process of so called Knowledge Discovery
in Databases (KDD). KDD is the process of distil-
lation of information from raw data, while data
mining is more specific and refers to the discovery
of patterns in terms of classification, problem
solving and knowledge engineering (Vandijck &
Despontin, 1998).

However, before the actual data mining can
be started, we need a solid empirical base. Only
then the public sector has a valid and reliable
governance tool (Bouckaert & Halligan, 2008).
In general, the public sector is quite well docu-
mented. In recent decades, huge amounts of data
and reports are being published on the output
and management of the public sector in general.
However, a stubborn problem is the gathering of
data about the specific functioning of specific
institutions within the broad public sector.

The use of data and data mining in the public
sector is crucial in order to evaluate public pro-
grams and investments, for instance in crime,
traffic, economic growth, social security, public
health, law enforcement, integration programs of
immigrants, cultural participation, etc. Thanks to
the implementation of ICT, recording and storing
transactional and substantive information is much
easier. The possible applications of data mining in
the public sector are quite divers: it can be used in
policy implementation and evaluation, targeting of
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specific groups, customer-cantric public services,
etc. (Gramatikov, 2003).

Amajortopic in datamining in the public sector
is the handling of personal information. The use
of such information balances between respect for
the privacy, data integrity and data security on the
one hand and maximising the available informa-
tion for general policy purposes on the other (cf.
Crossman, G., 2008). Intelligent data mining can
provide a reduction of the societal uncertainty
without endangering the privacy of citizens.

During the past decades, the functioning and
the ideas about the public sector changed pro-
foundly. Several evolutions explain these changes.
Cornforth (2003, o.c. in Spanhove & Verhoest,
2007,) states that two related reforms are crucial.
First, government create an increasing number
of (quasi-)autonomous government agencies in
order to deliver public services. Secondly, there
is the introduction of market mechanisms into the
provision of public services. Doing so, there is
also a raising attention for criteria such as com-
petition, efficiency and effectiveness (Verhoest
& Spanhove, 2007). Spurred by “Reinventing
Government” from Osborne & Gaebler (1993), in
the public sector too, performance measurement
was placed more on the forefront. The idea is
tempting and simple: a government organisation
defines its “products” (e.g. services) and develops
indicators to make the production of it measur-
able. This enables an organisation — thanks to the
planning and control cycle — to work on a good
performing organisation (De Bruijn, 2002). In
this way, a government can function optimally.

The evaluation of performance within the
public sector boosted after the hegemony of the
New Public Management (NPM) paradigm. An
essential component of NPM is “explicit standards
and measures or performance” (Hood, 1996,271).
Given the fact that direct market incentives are
absent in government performance —as aresult of
which bad ortoo expensive performances are sanc-
tioned by means of decreasing sale or income and
corrective action is inevitable — the performance
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of the public sector needs elaborate and constant
evaluation. So, bad ortoo expensive performances
can be steered. It is often recommended that the
public sector needs to use, as much as possible,
the methods of the private sector, although the
specific characteristics of the public sector must
be taken into account. However, the application
within the public sector not always goes smoothly
(Modell, 2004).

There are a lot of reasons why one can plead
to better evaluate the performance of the public,
apart from NPM. One of those arguments is that
better government policy will also reinforce the
trust in public service. Although the empirical
material is scarce, there are important indications
that the objective of an increas of public trust in
policy making and government is not reached,
even sometimes on the contrary, if it the publica-
tion of performance measurements is not handled
carefully (Hayes & Pidd, 2005).

Other reasons for more performance measure-
ment speak for themselves. The scarce tax money
must be applied as useful as possible; citizens are
entitled to the best service. The attention for effi-
ciency and effectiveness of the public service has
been on top of the political and media agenda. For
this reason, citizens and their political representa-
tives ask for a maximal “return on investment”.
Therefore, there is political pressure to pay more
attention to measuring government policy. The
citizen/consumer is entitled to qualitative public
service.

Measuring government performances, aboom-
ing business, is not an obvious task. What is, for
example, effectiveness? Roughly and simple
stated, effectiveness is the degree in which the
policy output realizes the objectives — desired
effects (outcome) — independent from the way
that this effect is reached. That means that many
concepts must be filled in and be interpreted. As
a result, effectiveness could become a kind of
super value, which includes several other values
and indicators (Jorgenson, 2006). The striving
towards “good governance” also encompasses a

lot of interpretations, which refers to normative
questions (Verlet, 2008). These interpretations and
others of for example efficiency, transparency,
equity, etc. are stipulated by the dominating po-
litical climate and economic insights, and by the
broader cultural setting.! “Good governance” is
a social construction (Edwards & Clough, 2005)
without a strong basis in empirical research.
Indicators for governance seem — according to
Van Roosbroek — mainly policy tools, rather than
academic exercises. (Van Roosbroek, 2007).

There are many studies about government
performance, from which policy makers want
to draw conclusions. For this reason all kinds
of indicators and rankings see the light, which
compare the performances of the one public
authority to another. Benchmarking then is the
logical consequence. How such international and
internal rankings are constructed is often unclear.
Van de Walle and others analysed comparative
studies. Their verdict is clearly and merciless: the
indicators used in those rankings generally mea-
sure only a rather limited part of the government
functioning, perceptions of the functioning had to
pass for objective measurements of performance.
The fragmentation of the responsibility for col-
lecting data is an important reason for the insuf-
ficient quality of the used indicators. As a result,
comparisons are problematic. Hence, they stress
the need for good databases that respect common
procedures and for clear, widely accepted rules
about the use and interpretation of such data.
These rules shoud enable us to to compare policy
performances in different countries and so to learn
from good examples. The general rankings contain
often too much subjective indicators, there are
few guarantees about the quality of the samples
and that there are all to often inappropriate ag-
gregations (Van de Walle, Sterck, Van Dooren &
Bouckaert, 2004; Van de Walle, 2006; Luts, Van
Dooren & Bouckaert, 2008).

An important finding based on those meta-
analysis is that when it comes down to the public
sector, there is a lack on international comparable



data enabling us to judge the performance in
terms of, among others, efficiency and effectiv-
ity, besides other elements of “good” governance.
Although such comparisons can be significant,
they say little about the actual performance of the
public sector in a specific country. Their objec-
tives and contexts are often quite different. They
sometimes stress to much some specific param-
eters, such as the number of civil servants, and
they fail to measure the (quality of the) output/
outcome of public authorities sufficiently. The
discussion about the performance of the public
sector is however an inevitable international one,
which among other things, was reinforced by the
Lisbon-Agenda. In 2010 the EU must be one of
the most competitive economic areas (Kuhry,
2004). One important instrument to reach this is
a “performance able government”.

This attention for the consequences of mea-
suring the impact of government policy is not
new. Already in 1956, Ridgway wrote about the
perverse and unwanted effects measuring govern-
ment performances can have. There are some more
recent studies about it. Smith (1995) showed that
there is consensus about the fact that performance
measurement can also have undesirable effects.
Moreover, those undesirable effects also have a
cost, which is frequently overlooked when estab-
lishing measurement systems (Pidd, 2005a). But
the attention to the unforeseen impact of policy
evaluations remains limited. It is expected that
this will change in the coming years, because of
increased attention for evaluation. The evaluation
process itself will more and more be evaluated.

The current contribution consists of three
parts. In the second paragraph, we discuss the
general idea of the measurement of performance
of governments. In the third paragraph we go into
some challenges concerning the measurement
of government policy and performance. In the
fourth and final part, we focus on the head subject:
which negative effect arise when measuring the
performance of the public sector? We also discuss
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several strategies to prevent negative effect when
measuring performance in the public sector.

This contribution deals with questions thatrise
and must be solved before we begin the data min-
ing. The central focus is on the question what kind
of information is needed and accurate to evaluate
government performance and on how me must treat
that information. Before the mining can begin,
we need to be sure that the data could deliver us
where we are looking for. Data mining is about
knowledge discovery. The question is: what do
we want to know? What are the consequences of
asking that question? Does asking that question
has an influence on the data that we need in order
to give the answer?

MEASURING PERFORMANCE
IN THE PUBLIC SECTOR

The objective is clear: to depict the performance
of actors within the public sector. But what is
“performance”? It surely is a multifaceted con-
cept that includes several elements. That makes
it cumbersome to summarise performance in
one single indicator. Also the relation between
process and outcome is important (Van de Walle
& Bouckaert, 2007). Van de Walle (2008) states
we cannot measure performance and effectiveness
of the government only by balancing outputs and
outcomes with regard to certain objectives. Thisis
because objectives of governments are generally
vague and sometimes contradictory. The govern-
ment is a house with a lot of chambers. Given the
factthat most policy objectives are prone to several
interpretations, plural indicators are required. The
relation between the measured reality and the
indicators used is frequently vague. Effects are
difficult to determine. And even if it is possible
to measure them, it still simple is quit difficult to
identify the role of the government in the bringing
about the effects in a context with a lot of actors
and factors (De Smedtel al., 2004). At all this, we
alsomust distinguish between deployed resources
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Figure 1. The production process and public sector
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(input), processes (throughput), products (output)
and effects (outcome). It is self-explanatory that
we had to bear in mind the specific objective(s)
and the context in which the evaluation takes place.

The evaluation of performance can only be
done well if there is sufficient attention for the
complexity of the complete policy process. We
can represent the production process in the public
sector as in Figure 1(OECD, 2007, 16).

At the centre of the production process are
efficiency and effectiveness. What are those con-
cepts about? Efficiency indicates the relation
between the deployed resources (input) and the
delivered products or service (output) (I/0). Pro-
ductivity is the inverse of efficiency. Efficiency
indicates the quantity of input necessary per unit
of output, whereas productivity is a criterion to
quantify the output that one can realise per unit
input (O/I). Effectiveness refers to the cause and
consequence relation between outputand outcome.
Does policy had the aimed effect (within the
postulated period)? To what extent are there desired
or undesirable side effects? In short: efficiency is
about doing things right, while effectivity is about
doing the right things.

Along the input side for policy evaluation, it
is essential to get a clear picture of the several
types of resources. Along the output side, the

problem for the public sector is that its services
generally are not available on the free market,
so it is generally quit difficult to calculate their
(market) value. For this reason, physical product
indicators frequently are used which are an (in)
direct measure for production. This opens a lot of
choices, and a lot of data to work with. In these
tasks, data-mining could be of great assistance.
Contrary to output, it is often not easy to
attribute outcomes to actions performed by the
government (Hatry et al., 1994). Several other
(factors, outside the control of a government,
can play a role. What is the part of government
actions in the coming about of desired outcome,
what is the part of other actions and actors?? Do
we need to measure output or outcomes? Policy
evaluation research involves therefore a thorough
study ofall possible cause/consequence relations.
Information alone is not sufficient. It is as-
sumed in traditional evaluation research that the
efficiency shows itself by balance input and out-
put against each other. However, that gives little
information about the causal link between both.
Using the words of Pawson and Tilley (1997) a
“realistic evaluation” is not obvious. Besides, ef-
ficiency and effectiveness are only two criteria.
Other criteria are also important when evaluat-
ing the public sector: legal security, legitimacy,
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Figure 2. The performance measurement and its possible consequences
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equity, transparency, accountability, etc. (Smith,
1995). Efficiency and effectiveness are specific
aspects of “good governance”. Although today
much emphasis is particularly laid on efficiency
and effectiveness, good governance is far more
than that (Verlet, 2008). The over-emphasis of
efficiency and effectiveness takes away the vis-
ibility on other values and criteria.

When speaking of policy or performance
measurement systems, we must distinguish two
dimensions: the conditions and the consequences.
The conditions are related to the design and the im-
plementation of the measurement system, whereas
the consequences are related to the results of the
functioning of such a system. The consequences
canbeinternal and external. Internal consequences
are for example changes in attitudes of employees,
increase of the efficiency and changes in the as-
signment of resources. External changes situate
themselves outside the organisational borders and
refer to e.g. changes in the perception of citizens
and changes in the societal setting. These concepts
are brought together in the overview mentioned
in Figure 2 (Hiraki, 2007, 5).

Before discussing the central question on the
undesirable effects of evaluating government
policy, we first deal with some particular issues
of the process of public policy evaluation.

On Which Level Do We Measure the
Performances of the Government?

We can distinguish between the analyses of gov-
ernment performance at three levels: the macro,
meso ormicro level (Callens,2007). Thisisrelated
to the objective of the analysis: do we want to
analyse the production process of the government
entirely (macro), in a specific government sector
(sectoral) oraspecific service to end users (micro)?

On first sight, the idea of an overall index is
very interesting. Such an index could allow us,
for example, to compare the position of Flanders
with a number of regions or countries in order
to make a ranking. Callens (2007) reports four
examples of such an overall index, more specific
the rankings produced by the European Central
Bank, the Institute for Management Development,
the World Economic Forum and the World Bank.

The main problem with making such general
performance indicators is one of aggregation. The
complexity of a government can not be reduced
in a single indicator. Such a general indicator
insufficiently takes into account for example the
administrative culture, the differences in the state
structures, et cetera.

In a so-called sectorial study, one compares
for example the efficiency and the effectiveness
of a specific sector in a country or region with
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these of that sector in other countries or regions.
A classic example is the research from the Neth-
erlands Institute for Social Research about the
performance of the public sector (Kuhry, 2004).
The aim ofthis study was to analyse the differences
in productivity, quality and effectiveness of the
services organised by the government between the
Netherlands and other developed countries. They
studied four policy fields: education, health care,
law and order and public administration. Besides,
the OECD is also very active in the field of sec-
tor studies. (For an overview: OECD, 2007, 38).

When using a micro-approach, one compares
specific public services. For example there are
comparative studies of fire services, hospitals,
schools, prisons, courts, nursery and services
concerning registry of births, deaths and mar-
riages (e.g. Bouckaert 1992; Bouckaert 1993;
Van Dongen, 2004).

Do We Measure Perception
or Reality?

The problem with indicators is that they frequently
dowrongto the complexity of social choices which
underpin the policy. It’s crucial to keep actual
performance and the perception of performance
separated. Unfortunately, we currently lack good
general measurement systems of actual perfor-
mance of the public sector which allow for useful
comparisons between governments (Van de Walle
& Bouckaert, 2007). Therefore, in many studies
government policy users — citizens — are asked
what they think or feel of the public services.
Perception becomes important. We must be very
careful with subjective indicators.

One of the reasons therefore is that a negative
attitude ofthe population towards government can
lead to anegative perception of the performance of
that government. This attitude has possibly more
to do with the general cultural context, than with
the government in question (Van de Walle, Sterck,
Van Dooren & Bouckaert, 2004). So we must take

into account that expectations can influence the
perception to an important degree.

Which Value Indicators Can
be Used for the Measurement
of Public Service?

In the market sector, the production volume can
be inferred easily from the market value of the
goods or services in question. Time series can be
constructed, taking into account the price index.
This way, one can develop value indicators. Ser-
vices produced by the public sector, are generally
notnegotiated on the free market. Therefore, their
market value is not known. The value of this type
of production cannot be expressed in money. For
this reason, in most cases physical product indica-
tors are used (Kuhry, 2004).

This is a generic term, which is related to sev-
eral types of indicators, which can be considered
as direct or indirect measures for production. We
can be distinguished between:

. Performance indicators. These indicators
are related to the provided end products,
e.g. the number diplomas delivered by an
education institution.

. User indicators. These indicators are re-
lated to the consumers of the services, e.g.
the number of students.

. Process indicators. These indicators con-
cern the performed activities or intermedi-
ary products, e.g. the number of teaching
hours.

The problem remains that it is very difficult
to measure purely collective goods/services. An
alternative is to proportion the deployed resources
to the GDP (Kuhry, 2004). Not only the volume,
but especially the measurement of the quality of
the government policy is quite difficulty. What is
the quality of defence? There is a large dispute
about the definition of quality (Eggink & Blank,
2002). Those authors depict a possible trade-off



between quality and efficiency. If quality isnot suf-
ficiently reflected in the standards of production,
then low quality norms can qualify themselves
as very efficient. However, this trade-off is not a
regularity, efficiency and quality can go together
(Van Thiel & Leeuw, 2003; cf. infra).

Which Quality Guidelines
Can be Used?

Which, well-defined quality guidelines had to
be used to analyse the data to incorporate in the
evaluationresearch? Examples of such criteria can
be found in the research done by the Netherlands
Institute for Social Research (cf. supra), Eurostat
or OECD. In any case, it is crucial to use qualita-
tively good data if we want to build a reliable and
valid measurement instrument. Besides, the qual-
ity of data is a crucial factor when talking about
the (possible) negative effects of performance
measurement systems (cf. infra).

EFFECTS OF PERFORMANCE
MEASUREMENT

Introduction and the Good Side
of Performance Measurement

In this section we deal with the core of this chap-
ter and focus on the unintended and ‘perverse’
or negative impact of policy evaluation. More
specific we deal with the impact of measuring
performance. When analysing performance
measurement, we see a predominating output
orientation, although froma policy point of view it
might be more interesting to focus on the eventual
impact of the government action (outcome). As
noted, measuring outcome is difficult, especially
the attribution of the role of the different actors.
Hence, the attention goes out to output, which is
more easy measurable and to which corrective
action is easier (De Bruijn, 2002). Hereafter, like
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in most literature, we focus on the measurement
of output.

Within the vast literature on performance
measurement and performance measurement
systems, the number of contributions on negative
or perverse impact of performance measurement
is rather limited. However, the attention for these
effects is not new or unknown see for example the
analysis of Ridgway (1956). We share the impres-
sion of Pidd (2005a) that just like performance
measurement itself, the existence of such perverse
effects appears to be unconventional. It seems to
be inherent to and accepted in the performance
measurement, as ifthey are unavoidable. However,
perverse effect has direct and indirect costs that
often are not taken into account. In some sectors
they are more taken into consideration than in
others. Within a number of specific policy sec-
tors, such as the health care, we find relatively
much attention to the unintentional impact of
measurement systems (Brans e.a., 2008). For a
more general analysis of the problem, we can
refer to the work of De Bruin (2002 and 2006)
and Smith (1995).

Not only sector specific characteristics are
relevant, it’s obvious that the communication of
performance measurementresults is also important
to explain the relevance and effects that perfor-
mance measurement can have. It is thus essential
to bear in mind both internal (e.g. regarding em-
ployees) as external (e.g. regarding the general
public) communication (Garnet, et al., 2008). The
communication itself can generate impact which
is linked to performance measurement.

Although our attention goes out to the negative
impact of performance measurement as to strate-
gies to reduce this, it is obvious that performance
measurement has also positive effects. As noted,
this chapter is not against evaluation or perfor-
mance measurement. Evaluation research can
contribute to the steering of the behaviour of policy
agencies (Swanborn, 1999). De Bruijn (2002)
reports four functions of performance measure-
ment. In the first place performance measurement
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contributes to transparency. [tallows organisations
to offer clarity concerning the products or services
which they offer and the resources which they use
torealise them. Secondly, an organisation can learn
on the basis of performance measurement what
is good and what should be improved. Thirdly,
such a measurement allows for a judgment of the
(administrative) functioning of an organisation,
what contributes to better management because
there is more objective and explicitaccountability.

In analysis about performance measurement
impacts Smith (1995) notes that the impact shows
itselfon the internal management of organisations
within the public sector, also when evaluations
are clearly aimed at external stakeholders (e.g.
citizens). Therefore, we focus on the impact of
performance measurement on the organisation
itself, and not for example on modifying attitudes
of citizens towards those organisations.

Negative Effects of
Performance Measurement

In this era where measurement, consulting and
evaluation is popular and big business, the nega-
tiveimpact of performance measurement gets little
attention. In his analysis Smith (1995) detected
eight unwanted (negative) effects or dysfunc-
tions of performance measurement.’ According
to Smith, they are mainly the result of a lack of
congruence between the objectives of the agents
and the objectives of principals. A same reasoning
can be found in the work of De Bruijn (20006),
who draws attention to the tensions between the
professional (those who are active in the primary
process) and the manager (who eventually wants
to steer based on the performance measurement).
A more general analysis of the (negative) impact
of performance measurement can be found in the
work of Bouckaert & Auwers (1999) and Van
Dooren (2006).

The degree, in which specific (positive and
negative) effects manifest themselves, is strongly
depending on the structure and culture ofa specific

organisation. Also the quality of the indicators
underpinning the performance data is essential
(Brans et al., 2008). We discuss the effects in
case of measurement. Sometimes, there is no
measurement at all, because of the negative at-
titude towards such measurement or because of
the expected negative effects. In this respect, the
lack of such a measurement system can be seen as
anegative effect as such. What are the most noted
negative effects of performance measurement?

A Too Strong Emphasis on
the Easily Quantifiable

In performance measurement systems, the em-
phasis often is on quantifiable phenomena. As a
consequence, management also will have espe-
cially attention for quantifiable processes, at the
expense of aspects of government policy that are
not or less easy quantifiable. This is caused by the
difficulty and disputes concerning the definition
of quality and/or changes of the interpretation of
it (Eggink and Blank, 2002).

Smith (1995) wrote in this context off a “tun-
nel vision”. He gave the example of the health
care in the UK. In that case, the strong emphasis
on prenatal mortality rates led to changes in the
nature of the service on maternity services, at the
expense of not-quantifiable objectives. De Bruijn
(2002) also refers to this problem by indicating that
performance measurement potentially dissipates
the professional attitude, by focussing on quantity
in measuring the performance of especially mea-
surable and easily definable aspects. The example
which he quotes is that of museums, where a too
strong focus on easily measurable data — such as
the number of visitors — dominates other indica-
tors and considerations, such as the artistic value
of a collection.

This problem can be explained by the diver-
gence between the objectives of an organisation
and the measurement system. It is specific for
the public sector. Characteristic for the public
sector is that a whole range of objectives must



be realised and that a lot of important objectives
are reasonably difficult to quantify. In addition,
objectives of organisations within the public sector
reach frequently much further then the direct aim
of the provision of services. For example, educa-
tion must transfer not only more easy measurable
knowledge and skills, but also attitudes, norms
and values, et cetera.

Mostly, it is very difficult to inventory all
activities and objectives. As a consequence, the
importance attached to performance measurement
of objective data can be reduced, while values can
be more stressed. This requires a fitting policy
culture. Policy measurement is not only about
numbers and figures, it is also has to do with a
specific normative view on what the public sector
needs to be and do.

Too Little Attention to the Objectives
of the Organisation as a Whole

This second problem is what Smith (1995)
called sub-optimization. Actors responsible for
a specific part of the broader organisation tend
to concentrate on their particular objectives, at
the expense of the objectives of the organisation
as a whole. Especially for the public sector this
is a severe problem, since a lot of policy entities
are involved in the realisation of objectives. De
Bruijn (2002) refers to this problem if he states
that performance measurement can hamper the
internal interchange of available expertise and
knowledge. For example, the introduction of
performance measurement in schools had a bad
influence on the cooperation and mutual under-
standing between the schools in question.

Much depends on the type of activities of an
organisation within the public sector. In addition
the central government can avoid this problem,
to a certain extent, by a good harmonisation
between the different sections, e.g. by means of
general service charters that are translated into
more operational charters (Verlet, 2008).
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Too Much Attention for Short-
Term Objectives

This problem also descends from the possible
differences between the objectives of an organi-
sation and what can covered by the performance
measurement system. Smith called this problem
myopia. It concerns a short-sighted view, in the
sense that one pursues short-term objectives
at disadvantage of legitimate objectives on the
long run. Performance measurement is mostly
only a snapshot in time. Activities can produce
large advantage in the long term, but that is not
always noticeable in the measurement system.
Many performance measurement systems don’t
give us a picture of the performance over a longer
period, nor of future (anticipated) consequences
of current management action.

This effect is reinforced when executive staff
and employees hold functions for a shorter period.
Of course, also in this case the degree in which
this problem arises depends strongly on the types
of public services, the culture and the structure
of an organisation. A way to handle this specific
problem in performance measurement is having
attention for processes concerning topics on a
longer period, rather than solely measuring output.

A Too Strong Emphasis on
Criteria for Success

This impact is what Smith (1995) called measure
fixation. Spurred by performance measurement,
an organisation feels inclined to overemphasis the
criteria on which they will be judged. In this con-
text Brans et al. (2008) pointed that performance
measurement can lead to ritualism. This means
that one tries to score well on the key indicators
in order to satisfy interested parties. In this con-
text, several authors refer to the concept of Power
(1999) which deals with disengagement, a false
impression of things: the representation doesn’t
correspond with the reality.
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A too strong emphasis on criteria for success
originates from the incapacity of'a lot of measure-
ment systems to map complex phenomena. Smith
gave an example of reducing the waiting times
in the health care, more specifically the objective
that patients should wait no longer then two years
forasurgical intervention. This had as unforeseen
effect that the number of patients that had to wait
for one year increased and that the initial intake
of patients happened at a later moment. Patients
arrived later on the waiting list.

A possible solution for this problem is to
increase the number of criteria in order to assess
the functioning of an organisation. However, we
need to take into account that this can blur the
focus and can lead to demoralizing. An alterna-
tive solution which Smith (1995) suggests, is the
recognition that most measurements are proxies
for output and that the ultimate arbitrators of the
quality of the output are the customers of the or-
ganisation. In order to make this happen, we need
a clear picture of who those customers are and
what their expectations and needs are. Moreover,
we must keep in mind that the perception of the
functioning of an organisation is not necessarily
a good indicator for its actual functioning (Verlet,
Reynaert & Devos, 2005).

Misrepresentation of Performance

This effect refers to intentional manipulation of
data. As aresult, reported behaviour does not cor-
respond with actual behaviour. It is self-evident
that the incentive to use these reprehensible prac-
tices is the largest when there is a strong emphasis
on performance indicators. The possibilities for
a wrong reproduction of the performance are of-
ten high in the public sector (Smith 1995). This
because the organisations in question frequently
supply the data and indicators needed for the
evaluation of their own performance (or lack of
it). Here too we can refer to the difficulty to map
complex phenomena precise and reliable, so data-
mining could be a solution. Possible problems

can occur during aggregating or disaggregating
data on performance (Van Dooren, 2006). Smith
(1995) made a distinction between two types of
misrepresentation: creative reporting and fraud.
The difference between both is sometimes diffi-
cult. This shortcoming of a wrong reproduction
of the performances can be reduced by (internal
and external) audit and with introduction of the
possibility for sanctions when misrepresentation
comes on the track.

Poor Validity and Reliability

Under this denominator we include the effects
which Bouckaert and Auwers (1999, 77) consid-
ered as pathologies referring to the false percep-
tions of volume and numbers. More specific,
they discuss convex and concave measurement
instruments, when respectively higher and lower
values are noted compared to reality. It is clear
that these problems do not originate particularly
from the tension between managers/professional
within an organisation, but are due to the very
measurement as such.

Wrong Interpretations

The production process of public services is mostly
quite complex. Moreover, actors themselves have
to operate in a complex environment. Therefore
even if it is possible to map performances per-
fectly, it is still not obvious to translate the signals
in the data. It speaks for itself that these wrong
interpretations are a real problem when using
performance indicators.

The performances of several organisations are
frequently compared with each other. However,
this is not self-evident, because they might have
very different objectives, resources, institutional
and cultural contexts, et cetera. Correctly han-
dling performance data is a skill. By restricting
the number of indicators, one can counteract
slightly the problem of the wrong interpretation
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of data, although this can in itself generate other
perverse effects.

Gaming

Thisnegative effect of performance measurement
concerns intentional manipulating behaviour to
secure strategic advantage. Whereas misrepre-
sentation is about the reported behaviour, gaming
is about the manipulation of actual behaviour. In
the work of De Bruijn (2006) we find an example
of how performance measurement can lead to
strategic behaviour. It has to do with performance
measurement of a service within the Australian
army, which must provide housing to soldiers who
have been stationed far from home. The perfor-
mance indicator used is the number of soldiers that
agreed with housing after maximum three offers.
Afterintroducing this indicator, quite soon the full
100% of the soldiers agreed after maximum three
offers. The explanation was simple. The service
first informally offered housing to the soldiers.
Only when the employees of the service were
rather certain that the soldier would agree with
the offer, they did the formal offer. It is a matter
of strategic behaviour: the performances are only
on paper, the societal meaning of it is limited.

How to reduce gaming? In the first place
one can, according to Smith (1995), counteract
gaming by taking into account a broad pallet of
performance indicators. Other possibilities are
benchmarking or offering executive managers
career perspectives on a shorter term. This can
lead however to myopia (cf. supra).

Petrifaction

Petrifaction or fossilization refers to the discour-
agement of innovation because of a too rigid
measurement. A lot of performance measurement
systems have the inclination to reward constantly
reproducing the existing. The need to select on
advance performance indicators and objectives,
can contribute to the blindness for new threats
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and possibilities. In the same context gaming can
germinate. The danger of petrifaction originates
from inevitable time lag between setting up
performance measurement and the possibility/
difficulty to adjust the measurement system. By
consequence, a kind of meta control mechanism
is necessary in order to safeguard the adequacy
of performance indicators.

This petrifaction of organisations can be
thwarted by providing incentives for anticipating
new challenges and innovative behaviour, even
if these activities do not contribute directly to the
current performance indicators.

Reinforces Internal Bureaucracy

Performance measurement needs time and re-
sources. As it happens, a sound performance mea-
surement demands a precise recording of inputs,
processes, outputs, outcomes and additionally
takes into account the ever changing surrounding
factors (cf. supra). It speaks for itself that such a
measurement demands extraresources and people
of'the public administration. Gathering, providing,
analysing, constructing, interpreting ... the needed
data are sometimes quite complex and demanding.
They generate the need for a specific department,
making the administrative process more complex.

Hamper Ambitions/Cherry Picking

That performance measurement possibly ham-
pers the ambitions of an organisation, originates
from the fact that organisations can force up their
performance, for example in terms of output, by
optimising the input. More specific, one can choose
to select the input in such a way so that these re-
quire minimal throughput. In this context one can
talk about “cherry picking”. For an example we
can refer to education, where a school can better
its output (e.g. in terms of percentage succeeded
students), by using strict selection criteria for al-
lowing students (De Bruijn, 2006).
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This negative side effect also can be called
“cream-skimming”, skimming the target group
by especially addressing to subgroups which are
easy to reach. According to Swanborn (1999) this
effect can also manifest itself by self-selection
from the target group. Under this denominator we
can also mention the negative impact polarisation
(Van Dooren, 2006). The situation that this author
outlines is one in which certain forms of service or
files are ricocheted because they are considered as
hopeless in view of putting up standards. Rather
then investing in these problem cases, one can
opt for to ricochet these.

Can Punish Good Performance

Although performance measurement systems
should stimulate good performance, it can also
punish good performance. Describing this nega-
tive effect, De Bruijn (2002) refers to the work
of Bordewijk and Klaassen (2000) who indicated
that investing in transparency and efficiency is
not without risks. Organisations which invest in
transparency can possibly be sanctioned by means
of a budget reduction. Control and transparency
could learn that equal performance can be realised
with less resources. A similar organisation which
does not invest in transparency and efficiency is
rewarded with the same budget for equal perfor-
mance.

A GENERAL EXPLANATION OF
NEGATIVE EFFECTS AND GLOBAL
STRATEGIES TO PREVENT THOSE

According to Smith and De Bruijn, negative im-
pact finds its origin in a mismatch between the
objectives of principals/management on the one
hand and those of the agents/professionals on the
other. De Bruijn (2002, 2006) sees two general
reasons behind the negative effects of performance
measurement.

In the first place, he states that professionals
could pervert the performance measurement sys-
tems and that they consider themselves legitimised
to do so. This has several reasons. First of all,
they consider performance measurement as poor
measurements because - certainly in the public
sector—there is a trade-off between several (com-
petitive) values. Public performances are plural
and thisisnotalwaysreflected in the measurement
systems. Moreover, alot of professionals consider
performance measurement as unfair, because
they don’t give sufficient account to the fact that
performances are in many cases the result of co
production. A third and last legitimating ground
is the opinion that performance measurement
is in it mostly static, whereas performances are
dynamically of nature.

A second general reason is that the more
managers want to steer by performance measure-
ment, the less effectively performance measure-
ment will be. De Bruijn (2006) talks about “the
paradox of increasing perverse effects”: the more
the management wants to influence the primary
process using performance measurement, the more
negative effect will occur. The rationalization of
this paradox is twofold. In the first place, profes-
sionals will try to “protect” themselves from the
performance measurement. Secondly, he states
that the more the functioning of performance
measurement is tangible, the less justice is done
to the plural, co-productive and dynamic character
ofthe performances. Moreover, De Bruijn (2002)
says that this paradox is particularly difficult. If
professionals does not conform to the measure-
ment system and screen off themselves, then this
can be an incentive for strategic behaviour, which
results in a performance measurement that is not
effective. If one is willing to conform on the other
hand, negative effect can still occur, for example
a too strong emphasis on criteria for success, as
a result of which measuring is also not effective.

Both Smith (1995) and De Bruijn (2002,
20006) reflect about strategies to counteract and
reduce as much as possible the negative impact
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of performance measurement. An element in both
studies is the use of subjective indicators in the
form of satisfaction measurements. De Bruin sees
this as an alternative appraisal system, besides
performance measurement. We donotagree at this
point, in the sense that those appraisals also can be
an inherent part of the performance measurement
systems. The perception of the functioning of a
service can exert a substantial influence on the
functioning of this service (Stipak, 1979). There
is little doubt about the idea that such subjective
indicators — e.g. ‘are you happy with the opening
hours ...” — alone are not the only truths.
Nevertheless, to our opinion such indicators
are crucial in the measurement of performance,
although prudence in using them is in order. Yet,
the use of subjective indicators has been frequently
used in policy evaluation based on the simple
assumption that such indicators also are good
measures for the quality of the service. Besides
other reasons, the lack of knowledge or visibility
of'aservice can systematically bias the subjective
evaluation ofthatservice (Trentetal., 1984). Those
considerations need attention, before the informa-
tion produced by subjective indicators can be used
in the policy evaluation (Anderson, et al., 1984).
Subjective indicators can give several types of
policy-relevant information to the policy makers.
If these subjective indicators are by themselves
sufficient to assess the quality of the service is,
however, another question (Stipak, 1979).
There are a number of other strategies which
can make performance measurement better. Ac-
cording to De Bruijn (2006), one can accept a
diversity of (even competitive) definitions of
products. Moreover, the fact that target variables
are mutually competitive is in itself not a problem
(Swanborn, 1999). Using a variety of product
definitions offers a number of advantages: it can
reduce conflicts, it offers a richer picture of the
achieved performance, it moderates perverting
behaviour and can also be interesting for manage-
ment. The diversity of product definitions can be
favourable for the authority of the results. If an
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organisation scores for example on the basis of
all product definitions bad/good, the conclusion
is based on a firm argument.

Anotheradvice of De Bruijn (2006) is the prohi-
bition onamonopoly of ““semantics”. Performance
measurement can have a concealing meaning and
different meanings to different people. This prob-
lemincreases ifthe distance between the producer
and the recipient of the data and figures produced
by performance measurement grows. The larger
this distance, the more difficult it is to interpret
and the higher also the alleged hardness of the
data will be. This prohibition on a monopoly of
semantics can be realised by making clear agree-
ments between for example the managers and the
professionals.

Limiting the functions and the forums, to which
performance measurement is used, frequently
helps performance measurement. The more func-
tions and forums the measurement has, the higher
also the chance on the paradox of increasing
perverse effects. Therefore, clear appointments
are essential for the success of performance mea-
surement and especially for avoiding negative
effects. A similar recommendation can be found
in the work of Smith (1995), according to whom
negative effects can be thwarted by involving
employees at all levels in the development and
the implementation of performance measurement
systems. He pleads for a flexible use of perfor-
mance indicators and not to use them only as a
control mechanism.

De Bruin (2006) is in favour of a strategic selec-
tion of the products that will be visualised by the
measurement system. As such, one can opt for a
heavy oralight measurement.* The selection of the
productsis astrategic choice, mostly motivated by
the striving towards completeness - although this
frequently leads to an overload of information and
such a measuring is not cost effective - whereas
with an intelligent selection of a more limited
number of products, one can exert influence on
the organisation as a whole. Furthermore, there
is a difference between the operationalization of
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plural products (for example giving education)
versus simple products (for example the number
ofrepeaters). Itis chosen simple products and only
a limited number of plural products.’ In a sense,
contrary to this, in the work of Smith (1995) it is
argued to quantify each objective. For Smith, a
critical attitude is needed towards the design of
performance measurement systems: we should
ask ourselves what can and can not be measured.

Another strategy is the management of the
competitive approaches product and process.
He means that it is essential for performance
measurement not only to focus on the output, but
also to look at the processes or throughput. It is
important to give sufficient attention the so-called
black box in which input is translated to output
(Pawson & Tilley, 1997). Moreover, the risk on
negative affects is higher if product indicators are
used (Brans, et al., 2008). That is an extra reason
to incorporate process indicators in the evaluation.

The essence of the strategies suggested by De
Bruijn (2002) are adistant/reserved use, space and
trust on the one hand and agreeing on rules of the
game on the other side. Moreover, Smith (1995)
gives anumber of suggestions which are especially
relevant when objectives are rather vague and the
measurement of the output is problematic. In that
case, he emphasises the use of subjective indica-
tors, by measuring the satisfaction of customers.
In the same context it is better to leave the inter-
pretation of performance indicators to experts and
to do a conscientiously audit.

CONCLUSION

Nobody disputes that in public policy, evalua-
tion — using objective indicators — has become
increasingly important. Within the framework of
the growing complexity of the policy environment
andin view of the need for obvious accountability,
policy makers strive to an evidence-based policy
that must guarantee (the impression of) a high
return on public investment.

How these criteria and goals of policy evalu-
ation in general and measuring performances in
particular can be met, which functions one can
or must impute on these evaluations and which
forums they can be discussed at, ... is object of
discussion. These discussions are related to the
criteria of good governance and of moral and
democratic legitimacy.

Giventhatpolicy evaluation questions whether
and how objectives are obtained, taking into ac-
count the means deployed, it seems logical that
the choices of objectives and resources prevail,
or are extern or prior to, the evaluation. Policy
evaluation can lead to policy-learning and to the
strengthening of accountability processes and is
therefore by nature beneficial. However, the need
for objective, quantified evaluation entails dan-
gers and risks. Calculating policy outcomes can
have influence on the choice of policy objective
and therefore on the formulation of the problem.
Evaluation can influence the policy process on
an unforeseen, improper manner. Objectives
(problem solutions) can be chosen in such a way
to maximise the chances of a good evaluation.

The negative effect of performance measure-
ment originates to an important degree from the
tension between managers and the professionals,
between those who deliver policy and those who
measure and evaluate this deliverance these profes-
sionals could fear a loss of autonomy because of
policy evaluation (Swanborn, 1999) and therefore
try to influence the evaluation process. Not only
are these relations important for the success of
good measurement and policy learning. As we
have shown, the measurement in itself can have
negative effects.

These negative effects are important in the de-
bate about performance measurement and the way
we deal with data: what data should be gathered?
What can we do with it? How should we analyse
it? How can we publish or comment the analysis?
Reminding the words of Ridgway - “the cure is
sometimes worse than the disease” (1956, p.240)
— we should bear in mind that evaluation is not
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good by definition. Ridgway dealt with the ques-
tion if it was appropriate at all to use quantitative
measurement instruments in order to analyse and
evaluate performance in the public sector. Half
a century later, the usefulness of quantifying the
performance within the public sector seems not to
be the main subject of discussion. But more then
50 years after his conclusion, we can agree that
the perverse impact of performance measurement
isinsufficiently recognised. Fortunately, there are
possible strategies to reduce specific perverse im-
pact. Taking care of perverse effects is therefore
an important task, and a difficult one.

Policy evaluation serves a noble objective in
which “good” governance is of the first and most
importance. In that respect, it is a means to an
end. However, since it has become big business
with many people making money out of it, since
governments can no longer do without evaluating
their performances, since the political pressure to
evaluate is increasing, it sometimes has become
an end in itself. Who will evaluate the evaluation?
If we want to make public policy better and more
accountable, we should look —more than we have
done in the past — at the mechanisms that are used
to bring about these effects. There is probably no
such thing as a true “objective” evaluation.

In this chapter, we have demonstrated that ask-
ing the question ‘what data do we need?’ in order
to start the analysis of that data, including data
mining, has a severe impact on the precise nature
of that data, and therefore, on the knowledge that
data mining can produce. Performance measure-
ment is inevitable, so we need data to analyse.
But looking for data, trying to translate policy
in quantitative standards that can be measured,
could change the reality that is captured inside
the data, because it influences policy makers and
their actions. Therefore, attention needs to pay to
the precise way in which we measure, in this case
policy performance, and gather data. If we do not
take these influences into account, if we are not
aware of them, data mining will be applied on data

16

Before the Mining Begins

that is less representative of the reality of which
we like to know more about.

Once we have solid empirical data, and the
above posed difficulties are dealt with, the actual
datamining can begin. However, also data mining
must be a mean to an end. As with the use of all
data, human (critical) judgment remains a critical
factor (Mead, 2003). As noted by Siegel (cited in
Mead, 2003), making data gathering integral to an
organization’s daily operational fabric tends to be
far more difficult than designing and building the
system. Gathering qualitative data by and about
the public sector is an important en necessary
step towards data mining in the public sector.
However, we had to be taking into account the
specific characteristics of the public context (cf.
Kostoff & Geisler, 1999).
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KEY TERMS AND DEFINITIONS

Efficiency: Indicates the relation between
the deployed resources (input) and the delivered
products or service (output) (I/O). It is about the
quantity input necessary per unit of output (I/O).

Effectiveness: Concerns the cause and con-
sequence relation between output and outcome.
Does policy had the aimed effect (within the pos-
tulated period)? To what extent are there desired
or undesirable side effects?

Evaluation: Evaluation is the systematic and
objective determination of the worth or merit of
an object”.

Input: The financial, human, and material
resources required to implement an operation.

Output: The products, capital goods and
services which result from a development in-
tervention; may also include changes resulting
from the intervention which are relevant to the
achievement of outcomes.

Outcome: The likely or achieved short-term
and medium-term effects of an intervention’s
outputs.

Performance: The degree to which an opera-
tion or organisation (...) operates according to
specific criteria/standards/guidelines or achieves
results in accordance with stated goals or plans.
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Performance Measurement: A system for

assessing performance of development interven-
tions against stated goals.

Productivity: The inverse of efficiency, it

is to quantity the output one can realise per unit
input (O/T).

Throughput: The processes involved when

converting inputs into outputs within the organi-
sation.

ENDNOTES
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For example Zondergeld-Hamer (2007)
discuss the role of religious expectations.

For example the increase of the life expec-
tancy in good health (effect) can be related
to the number of vaccinations, the number of
persons reached with prevention campaigns
(output) or with the quantity of government
funds (input). Itis not because the indicators
increase in the same direction and with the
same speed that the life expectancy can be
explained only by the preventive policy.
Also the progress in medicine (to which
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governments contribute by means of educa-
tion and R&D), the rise in living standard
(towhich governments contribute by means
of economic stimuli) resulting in healthier
feeding habits, better housing and faster
medical treatment have their influence.
More specific: tunnel vision, suboptimiza-
tion, myopia, measure fixation, misrepre-
sentation, misinterpretation, gaming and
ossification. Of course, further in the text we
discuss the interpretation of these concepts.
The distinction between them can be made
by whether or not there is a link to a kind
of sanctioning to the appraisal on the basis
of the performance measurement systems.
It is attractive for the professionals, it gives
them space and it is for managers also
easier to settle scores on simple products.
Moreover, a focus on simple products can
have a positive impact on plural products.
Finally, the good behaviour of professionals
can be rewarded by a restricted selection of
products. Foramore detailed argumentation
we canreferto De Bruin (2002, pp.152-154).
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ABSTRACT

In local government, the financial analysis is focused on evaluating the financial condition of municipali-

ties, and this is normally accomplished via an analytic process examining four dimensions: sustainability
(or budgetary stability), solvency, flexibility and financial independence. Accordingly, the first goal the
authors set out to achieve in this chapter is to determine the principal explanatory factors for each of
the above dimensions. This is done by examining a wide range of ratios and indicators normally avail-

able in published public accounts, with the aim of extracting the most significant explanatory variables

for sustainability, solvency, flexibility and financial independence. They use a rule induction algorithm

called CHAID, which provides a highly efficient data mining technique for segmentation, or tree grow-

ing. The research sample includes 877 Spanish local authorities with a population of 1000 inhabitants

or more. The developed model presents a high degree of explanatory and predictive capacity. For the

levels of budgetary sustainability the most significant variables are those related to the current margin,

together with the importance of capital expenditure in the budgetary structure. On the other hand, the

short-term solvency depends on the liquid funds possessed by the entity. The flexibility, however, depends

mainly on the financial load per inhabitant of the municipality, on the total sum of fixed charges. Finally,
financial independence depends fundamentally on the transfers that the entity receives and on the fiscal
pressure, among other elements.

DOI: 10.4018/978-1-60566-906-9.ch002

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.



Measuring the Financial Crisis in Local Governments through Data Mining

INTRODUCTION

In the context of private enterprise, profitability
is the main variable analyzed and monitored by
researchers and company managers. At the theo-
retical level, the DuPont Model establishes the
relationships between profitability and a group
of variables and accounting ratios such as asset
turnover, sales margin and financial leverage.
However, in the public sector and even more
specifically in the area of local government this
conceptis overshadowed by other magnitudes that
reflect the success or otherwise of management
performed in the public interest. Interest is thus
focused on evaluating the financial condition of
municipalities, and this is normally accomplished
viaan analytic process examining four dimensions:
sustainability (or budgetary stability), solvency,
flexibility and financial independence (Groves
et al., 2003).

Accordingly, the first goal we set outto achieve
inthis chapteris to determine the principal explana-
tory factors for each ofthe above dimensions. This
is done by examining a wide range of ratios and
indicators normally available in published public
accounts, with the aim of extracting the most sig-
nificant explanatory variables for sustainability,
solvency, flexibility and financial independence.
We seek to quantify these relationships and their
explanatory variables and thus obtain the relevant
profiles, i.e., the combinations of economic-
accounting features ofthe best municipalities with
respect to their levels of sustainability, solvency,
flexibility and financial independence (Zafra-
Gomez et al., 2009a; 2009b; 2009¢).

In this context, drawing up a body of rules
making it possible to determine the probability
of an organization presenting a better or worse
financial condition is a crucial issue. The im-
portance for the public manager is determined
by the fact that the latter officer must be aware
of the variables to be controlled when seeking a
stable financial situation with regard to the four
elements being considered. Moreover, the utility
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of this methodology is that it provides a control
instrument for municipal supervisory agencies
(central or regional government) as those local
authorities that face an Emergency Financial
Condition would be obliged to draw up a viabil-
ity plan to improve it, and their autonomy would
be reduced by the supervision by such agencies.
Taxes would have to be increased, within legal
limits, and/or the services provided would have to
be cut back, with the ensuing loss of popularity.
Another real consequence that would affect the
financial condition of such local authorities would
be the denial to them of access to indebtedness
facilities for investment projects. At the other
extreme, those authorities presenting an excellent
financial condition would be subjected to fewer
controls and supervision, and thus their autonomy
would increase; they would have greater access
to certain forms of financial assistance and to
indebtedness facilities.

This analysis makes use of a rule induction
algorithm called CHAID (Chi-squared Auto-
matic Interaction Detector, Kass, 1980), which
provides a highly efficient data mining technique
for segmentation, or tree growing, so that a tree
of rules may be derived to describe different
segments within the data in relation to the output
(dependent) variable, allowing us to classify local
governments according to the different values of
their accounting ratios (explanatory variables or
predictors).

The chapter begins with a review of the main
empirical studies carried out to measure financial
crises affecting local authorities. We go on to
outline our methodological proposal to achieve
the above aims, explaining the analytic technique
to be applied, and then describe the sample and
the variables. Subsequently, the main results of
the analysis are discussed, firstly by means of an
exploratory analysis, and then from an explana-
tory viewpoint. Finally, we highlight the most
important issues raised in this chapter and suggest
future areas for investigation.
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HOW SHOULD FINANCIAL
CRISES IN LOCAL GOVERNMENT
BE MEASURED?

The study of municipal financial crises is aresearch
objective that, while notanovel one, remains topi-
cal and continues to attract researchers around the
world. Today, projects to evaluate fiscal distress
continue to be developed in various US States
(Khola et al., 2005). In Australia, as observed by
Dollery et al. (2006), various local authorities are
experiencing severe or chronic fiscal stress, while
in the UK, the Audit Commission published a pa-
per in February 2007 in which it was commented
that “the assessment focuses on the importance of
having sound and strategic financial management
to ensure that resources are available to support
the council’s priorities and improve services”.

Traditionally, the studies undertaken concern-
ing the areas of budgetary, financial and economic
information have tended to be based on the analysis
of the financial situation of the organization in
question. However, in recent years, such stud-
ies have been addressed in the framework of a
broader concept, known as the financial condition.
A growing volume of research in this respect is
being carried out, with the aim of acquiring greater
information about aspects that characterize the
development of public activities.

The principal objective of our study of financial
condition is to determine a means of measuring
the financial crises that affect municipalities.
Traditionally, financial condition is taken to be
the ability of a government to provide services
and to meet its future obligations (GASB, 1987);
it can be measured by considering the situation of
its net assets, its budget balance or the net cash
position (GASB, 1999). Thus, if the institution is
capable of meeting its debts and, at the same time,
providing acceptable levels of services, we may
say that it is in good financial health. For Groves
etal. (2003), financial health results from various
elements, which can be measured by means of
four magnitudes that are related to cash solvency,

budget solvency, long-run solvency and service-
level solvency. Cash solvency is understood to be
the entity’s ability to generate sufficient liquidity
to pay its short-term debts. Budget solvency is
its ability to obtain sufficient budgetary income
without entering into deficit. Long-run solvency
concerns a government’s ability to respond ad-
equately to all its long-term obligations, while
service-level solvency is defined as expressing
the entity’s capacity to provide the level and qual-
ity of services necessary for the wellbeing of the
community in question. These four concepts of
solvency embrace what the above authors have
termed the financial factor.

The financial factor reflects the condition of
the government’s internal finances. For other
authors, this concept is focused on the study of
its assets and of liabilities (which may be of im-
mediate effect or could have to be met at some
future time), together with an analysis of income
and expenditure trends and of the particular factors
that characterise institutions when they acquire
financial liabilities, within a particular time span
and a specific, clearly-bounded economic dimen-
sion or space (Copeland & Ingram, 1983; Berne,
1992; Clark, 1990, 1994; Groves et al., 2003).

For Greenberg and Hiller (1995) and CICA
(1997), the financial condition of an organization
can be measured by means of a series of indicators
related to its sustainability, flexibility, vulnerability
and short-term solvency.

Sustainability refers to an organization’s abil-
ity to maintain, promote and protect the social
welfare of the population, employing the re-
sources at its disposal. Flexibility is understood
as a body’s capability to respond to changes in
the economy or in its financial circumstances,
within the limits of its fiscal abilities, a capabil-
ity that depends on the degree to which it is able
to react to such changes, via modifications to tax
rates, public debt or transfers. Finally, vulnerabil-
ity is understood to be an organization’s level of
dependence on external funding received via
transfers and grants.
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Figure 1. Elements of financial condition

[ Sustainability 1

[ Short-term solvency 1

Financial

condition

Flexibility 1

This is the context in which we put forward
the following proposal for a financial perfor-
mance model based on the concept of financial
condition. To measure the financial factor, let us
consider some of the definitions proposed by the
above-mentioned authors. On the one hand, it is
necessary to measure the concepts of short-run
solvency (the capability to generate short-run
liquidity) and of budget solvency (the capability
to respond to budgetary obligations) (Groves et
al., 2003). This concept is divided into the more
specific aspects of flexibility, sustainability and
vulnerability (Greenberg and Hillier, 1995; CICA,
1997). Finally, we measure long-run solvency by
studying whether, in the course of the financial
years that are under study, the local authority
officers have been capable of improving the au-
thority’s financial condition.

However, the problem of measuring the above
lies in the fact that four different elements must be
addressed, in each of which each local authority
may present different levels. Thus in predicting
financial condition we must obtain a valuation of
each of the elements of which it is constituted.

In view of these considerations, a study of the
financial condition oflocal authorities requires an
individualized analysis of each of its constituent
elements, as these components are very heteroge-
neous. Therefore, we considered the application
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Vulnerability 1

of the CHAID methodology to each of the four
elements that constitute the financial condition:
one to examine an entity’s budgetary sustainabil-
ity, another for its short-term solvency, another
for its flexibility (or indebtedness) and, finally,
one for its levels of financial independence from
other entities.

METHODOLOGICAL
PROPOSAL: CHAID

The phenomenon to be studied requires us to
establish certain rules for the behaviour of the
different elements that constitute the financial
condition of a local authority, using a specific
data set. Such a study can be carried out, among
other means, using decision trees, which provide
a set of rules that are hierarchies in such a way
that the final decision can be taken through the
implementation oflogical decisions, from the tree
trunk towards the leaves.

In fact, a great many algorithms are capable of
generating rules based on decision trees, includ-
ing CLS (Hunt etal., 1966), ID3 (Quinlan, 1979),
CART (Breiman et al., 1984) and C4.5 (Quinlan,
1993). In the present chapter, we implemented
the algorithm known as CHAID (Chi-squared
Automatic Interaction Detector), which is simple
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to apply and widely used. This classification
mechanism, originally proposed by Kass (1980),
has been used extensively by many authors in
different studies to derive a tree of rules which
help understanding of many phenomena (Santin,
2006; Galguera, 2006; Grobler, 2002; Strambi,
1998). It was also extended to ordinal dependent
variables by Magidson (1993), who illustrated how
this extension could be used to take advantage of
fixed scores such as profitability, for each category
of the dependent variable when such scores are
known, as well as how to estimate meaningful
scores when category scores are unknown.

As a segmentation tool, CHAID presents
important benefits: firstly, the technique is not
based on any specific probabilistic distribution,
but solely on chi squared goodness-of-fit tests,
from contingency tables. These, given an accept-
able sample size, almost always function well.
Secondly, it makes it possible to determine a
variable to be maximized. This is very desirable,
and not always possible with other segmentation
techniques. Thirdly, classification by segments is
always straightforward to interpret, as its results
provide intuitive rules that are readily understood
by non experts—which is not the case, forexample,
with Cluster Analysis. Fourthly, this technique
ensures that the segments always have statistical
meaning; they are all different, and are the best
possible, given the data provided. Accordingly,
the classifications made using the rules found
are mutually exclusive, and so the decision tree
identifies a single response based on a calculation
of'the probabilities of belonging to a certain class.

Finally, the CHAID unlike other algorithms
such as CART (Breiman et al., 1984) is capable
of constructing non-binary algorithms, i.e. it can
present more than two branches, or data divisions,
according to the categories to be explained, for
eachnode. The algorithm performs non-symmetri-
cal partitions that are optimal for each explicative
variable, and which are derived from contingency
tables based on the chi-squared statistic. After a
series of iterations, the algorithm establishes the

point at which the structure created is optimum,
by demanding a level of significance for each
branch created.

CHAID provides a set of rules' that can be
applied to a new (unclassified) dataset to predict
which records will have a given outcome. Using
the significance of a chi-squared test, CHAID
evaluates all of the values of each potential
explanatory variable, by merging those values
that are judged to be statistically homogeneous
(similar) with respect to the dependent variable
(target) and maintaining all the others, which
are heterogeneous (dissimilar). It then selects
the best predictor to form the first branch in the
decision tree, such that each leaf node is made up
of'a group of homogeneous values of the selected
field. This process continues recursively until the
tree is fully grown.

Letusnow examine in detail the methodologi-
cal process to be followed to apply the technique.
A complete description of this algorithm with a
tutorial reference is showed by Kass (1980), Biggs
(1991) and Goodman, L. A. (1979). Also, Santin
(2006) uses a simplification of this application.

Binning of Continuous
Explanatory Variables

In the first step, continuous explanatory variables
are automatically discretized or binned into a set
of ordinal categories. This process is performed
once for each continuous explanatory variable in
the model. Discretization can be done through
various machine learning algorithms for building
decision trees or decisionrules, in particular by the
CHALID algorithm, which we apply. We are aware
that there are several methods for binning into a
set of categories, for example, the one proposed
by Berka (1998), which will be studied in future
research, to compare results with those described
in this chapter.
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Merging Categories for
Explanatory Variables

All the explanatory variables are merged to
combine categories that are not statistically dif-
ferent with respect to the dependent variable, and
each final category of an explanatory variable X
represents a leaf node if that variable is used to
split the node. For each explanatory variable X,
the algorithm finds the pair of categories of X
that is least significantly different (indicated by
the largest p-value) with respect to the dependent
variable Y. The method used to calculate the p-
value is the chi-squared test:

j=1 i=1 mj
where n =S¥ I(x, =iAy, = j) is the ob-

served cell frequency and mj is the expected

estimated cell frequency for cell (xn =Ly = j)

under the null hypothesis of Independence. The
corresponding p value is given by

p=Pr (Nj > Xz), where X2 follows a chi-

squared distribution with degrees of freedom d =
(J—1)(I— 1).The frequency associated with case
nis noted by f .

Then, it merges into a compound category the
pair that gives the largest p-value, and calculates
the p-value based on the new set of categories of
X. This represents one set of categories for X.
The process is repeated until only two categories
remain. Then, the sets of categories of X gener-
ated during each step of the merge sequence are
compared, to find the one for which the p-value
in the previous step is the smallest. That set is
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the set of merged categories for X to be used in
determining the split at the current node.

Splitting Nodes

Once the categories have been merged for all the
dependent variables, the algorithm selects the
explanatory variable with the largest association
with the dependent variable, the one for which the
chi-squared test has the smallest p-value, and if
this value is less than or equal to the a split (the
split threshold), then that variable is used as the
split variable for the current node. Each of the
merged categories of the split variable defines
a leaf node of the split. After the split is applied
to the current node, the leaf nodes are examined
to see if they warrant splitting by applying the
merge/split process to each in turn. This process
continues recursively until the tree is fully grown.

RESULTS OF THE MODEL
Support

The support for a scored record is the weighted
number of records in the data in the scored record’s
assigned terminal node (t), i.e., the number of
records of each rule. N, (¢) is the weighted

number of records in node ¢ with category j (or
the number of records if no frequency or case
weights are defined):

N,, (t) - Zwifij(i)

i€t

and N . is the weighted number of records in
category j (any node):

N, = Zwifij(i)

i€l
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Response (Confidence)

The confidence for a scored record is the propor-
tion of weighted records in the data in the scored
record’s assigned terminal node (t) that belong
to a selected category j, modified by the Laplace
correction (Margineantu, 2001), with & being the
number of categories:

N, (1) +1

Response(%) = v (Z) i
f

The level of confidence (%) of each rule (ter-
minal node) shows the proportion of records of
each rule that belong to a selected category j. The
level of confidence of a set of rules can also be
defined as the proportion of records of this rule
set belonging to a given category j.

Index

The index of each of the rules obtained for a given
category j is obtained as the ratio between the
level of confidence for each rule (terminal node)
and the level of confidence of the category j in the
total sample (i.e., 25%, as the sample is divided
into quartiles).

Therefore, it is obtained by dividing the pro-
portion of records that present category j in each
terminal node (rule) into the proportion of records
presenting category j in the total sample (25%).
Thus, it represents the increased probability of
belonging to the selected category j that contains
the records presenting the characteristics defined
for each rule. By accumulation, thus, the index of
a set of rules can be obtained as the ratio between
the proportion of records presenting category j in
this rule set and the corresponding proportion to
be found within the total sample (25%).

Gain

The gain for each terminal node (rule) can be
defined, in absolute terms, as the number of re-
cords in a selected category /. For a set of rules or
terminal nodes, and in percentage terms, the gain
summary provides descriptive statistics for the
terminal nodes of a tree, and shows the weighted
percentage of records in a selected category j:

Z ietfixi <J>
Z ietfi

Gain(%) = g(t, j) =

where x () = 1 if record x, is in category j, and 0
otherwise.

Risk Estimates

Risk estimates describe the risk of error in pre-
dicted values for specific nodes of the tree and
for the tree as a whole. The risk estimate r(z) of
anode ¢ is computed as:

r(t) - NLf;Nﬁj (t)

where Nﬂ/.(t) is the sum of the frequency weights
for records in node t in category j (or the number
of records if no frequency weights are defined),
and N, is the sum of frequency weights for all
records in the sample.

The risk estimate R(7) for the tree (7) is cal-
culated by taking the sum of the risk estimates
for the terminal nodes r(2):

R(T)=>"r(r)

where T is the set of terminal nodes in the tree.
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ANALYZING THE FINANCIAL
CONDITION OF LOCAL
AUTHORITIES IN SPAIN
USING CHAID

Sample

The database contains economic, financial and
budgetary data from 877 local authorities with a
population of 1000 inhabitants or more, for the
period 1992-1999 (Source: Directorate General
for Financial Coordination with Local Authori-
ties — Spanish Ministry of Economy and Finance).
The data were provided by the latter Directorate
and are available from them on request.

The final sample was constituted of 6200 cases,
once the appropriate filtering had been performed
for cases in which we did not possess all the val-
ues for the variables defined. In addition, taking
into account the considerable standard deviation
of many of the variables and their nature of ratio
variables, as well as the assumption that the sample
collection may include mistakes due to the lack
of precision which can be assumed to be inherent
in the accounting of small corporations, it was
decided to remove the extreme cases, these being
defined as those in which the standard deviation
for each variable was exceeded by five times or
more. We must be aware that the extreme cases
were actually disposed of in some cases because
they lacked economic sense, were municipalities
with fewer than 1.500 people who practically do
not follow any strict accounting or budgetary.
Not help us to predict variables that warn us of
the financial crisis.

Variables

The aim of this research was to identify the most
significant explanatory variables of sustainability,
solvency, flexibility and financial independence.
Accordingly, four models were created, with
each of these parameters, in turn, being taken as
the dependent variable. As possible explanatory
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variables, we used a set of ratios and indicators
commonly applied by local authority managers
and analysts. The definitions of the variables
used are shown in the Appendix 1, emphasizing
those whose behaviour we set out to explain in
the models created.

Dependent Variables Categorized

Each of the dependent variables to be studied is
categorized into quartiles, in order to obtain an
indication of the presence of the local authori-
ties in each of these quartiles, which define four
budgetary situations (numbered 1 to 4, in rising
order according to the values of the dependent
variable). This categorization into quartiles is
applied by many authors in studies which use the
CHALID technique such as Santin (2006), Dills
(2005) and Gonzalez et al. (2002). In our chapter,
what is especially interesting is the focus on the
first and fourth quartiles, which represent the best
and the worst budgetary situations (success and
failure profiles).

Descriptive Analysis

Table 1 shows the descriptive analysis performed
for the whole set of variables employed in this
analysis.

ANALYSIS AND RESULTS
Exploratory Analysis

Firstly, we perform an exploratory analysis of the
variables considered to be dependent, and their
relation with the other variables, for each of the
elements constituting the financial condition.
The first aspect to be analyzed is that of bud-
getary sustainability. For this purpose, we use
the variable Index of non financial budget result
(BR), as defined above and which describes the
entity’s capacity or need for self-funding of its
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Table 1. Descriptive analysis of the variables employed in the chapter

STANDARD
VARIABLE MEAN DEVIATION MEDIAN
1. Implementation of expenditure 0.83 0.13 0.85
I. Implementation of current expenditure 0.92 0.06 0.93
1. Implementation of capital expenditure 0.69 0.29 0.7
I. Implementation of receipts 0.86 0.14 0.87
I. Implementation of current receipts 0.99 0.12 0.99
L. Implementation of capital receipts 182.49 9500.67 0.83
Index of Current budget payments 0.92 0.06 0.93
Index of Current budget receipts 0.84 0.12 0.86
1. Public expenditure per capita 82145.83 71982.30 70813.31
I. Current expenditure per capita 53508.89 51083.62 46848.49
1. Significance of current costs 0.66 0.14 0.67
Index of Expenditure rigidity 0.92 0.07 0.93
1. Significance of current receipts 0.77 0.14 0.79
Index of Taxation receipts 0.43 0.15 0.42
Index of Fiscal pressure 548769392.99 1318568835.10 111396668.00
I. Receipts from current transfers 0.41 0.14 0.4
Index of Gross savings 0.17 0.13 0.16
1. Capital expenditure per capita 23919.09 24111.47 17525.88
1. Significance of capital expenditure 0.29 0.14 0.27
Index of Capital funding 0.62 0.56 0.54
Index of Net savings 0.1 0.17 0.11
1. Significance of financial load 0.08 0.07 0.06
1. Financial load per capita 7367.07 13112.46 4198.30
1. Weight of financial load 0.11 0.11 0.08
1. Significance of cash surplus 0.13 0.33 0.09
Index of Immediate liquidity 0.86 3.66 0.39
Index of Income results 0.43 0.35 0.39
Index of Expenditure results 0.19 0.2 0.14
Mean receipts lapse 214.97 955.45 112.14
Mean payment lapse 170.69 442.61 112.21
Current self-funding margin 0.9 0.17 0.89
Outstanding debt of governing political party 34173767.26 200323652.57 -600000.00
Index of available cash 0.01 0.1 0.01
Index of staff costs 0.44 0.1 0.44
Index of current transfers effected 0.08 0.07 0.07
1. Public expenditure per capita 23862.70 24476.24 20839.90
1. Goods and services expenses per capita 21949.84 19416.06 18501.73
1. Financial expenses per capita 2842.44 5076.91 1628.92
1. Current receipts per capita 64955.36 58964.43 55594.33

continued on following page
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Table 1. continued

STANDARD

VARIABLE MEAN DEVIATION MEDIAN

1. Investment per capita 23919.09 24111.47 17525.88
1. Short-term solvency 2.27 5.04 1.44
1. Coverage of the financial load 11.97 336.52 1.08
Index of self funding 2.09 0.98 1.81
Index of fixed charges 0.48 0.17 0.46
Index of coverage of expenditure 0.97 0.12 0.98

Sum of current receipts 874227925.02 2076623202.40 211944650.00

Index of current self funding 1.53 0.57 1.41
Index of non financial budget result 1.03 0.15 1.02

budget (non-financial surplus or deficit), without
needing to resort to indebtedness. The second
element is that of solvency, which is measured
using the variable short-term solvency (STS), as
defined above. This variable expresses the entity’s
capacity to meet its short-term obligations from
the liquid funds at its disposal and from receipts
pending. The third aspect to be taken into ac-
count is that of flexibility, which measures the
levels of local authorities’ indebtedness. For this
purpose, we use the variable index of the weight
of financial load (FL), which reflects the local
authority’s capacity to meet the obligations of its
debts, i.e. capital repayment plus interests, from
its current receipts. Finally, we measure the level
of financial independence of local authorities,
which determines whether the entity employs
more or less of its own resources (via taxation).
This aspect is studied by means of the variable
index of taxation receipts (TR). In all of the above
cases, the variables are categorized by quartiles,
such that the variable takes values from 1 to 4.

Exploratory Analysis of
Correlations; the Most Important
Explanatory Variables

The exploratory analysis of correlations between
each of the explanatory variables and the depen-
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dent variable is shown in Table 2, Table 3, Table
4, and Table 5, including the mean values for each
of the categories of the target variable and the F-
test statistic of independence?. The tables include
only the main variables, i.e. those presenting the
greatest explicative power (F-test) in relation to
the dependent variable being studied.

Table 2 shows that the variables with the great-
est explanatory capacity of the Index of non fi-
nancial budget result are the index of available
cash, the index of gross and net savings, the index
of capital funding and the current self-funding
margin. On the contrary, other variables, such as
the index of implementation of capital expenditure,
the index of current budget receipts and the index
of coverage of the financial load do not contribute
explanatory capacity.

Be that as it may, there are many variables
that enable us to identify differences regarding
the output variable, and a model is needed to help
summarize the body of information available and
organize it so that it may be useful for explanatory
and predictive purposes.

For Short-term solvency, the most influential
variables are the index of gross savings, the net
savings index and the margin of current self-
funding, while on the contrary, little information
is provided by the index of current transfers and
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Table 2. Analysis of means and correlations of the variables with BR

Mean Mean Mean Mean
INDEPENDENT VARIABLES (BR 1) (BR2) (BR 3) (BR 4) F value p-level
Index of available cash -0.037 -0.004 0.018 0.07 374.443 0.000
Index of Gross savings 0.107 0.139 0.175 0.247 374.155 0.000
Index of Capital funding 0.404 0.552 0.634 0.877 217.955 0.000
Index of Net savings 0.04 0.074 0.114 0.177 198.025 0.000
Current self-funding margin 0.96 0.926 0.886 0.823 198.025 0.000
1. Significance of capital expenditure 0.349 0.3 0.278 0.234 186.141 0.000
I. Implementation of current receipts 0.952 0.974 0.995 1.039 173.282 0.000
1. Implementation of capital receipts 0.756 0.728 0.696 0.56 149.25 0.000
1. Significance of current costs 0.607 0.654 0.673 0.704 147.346 0.000
1. Implementation of receipts 0.81 0.857 0.873 0.913 145.067 0.000
I. Implementation of expenditure 0.851 0.85 0.832 0.773 135.803 0.000
Table 3. Analysis of means and correlations of the variables with STS
Mean Mean Mean Mean
INDEPENDENT VARIABLES (STS 1) (STS 2) (STS 3) (STS 4) F test p-level
I. Gross savings 0.111 0.155 0.179 0.223 210.875 0.000
I. Net savings 0.027 0.087 0.121 0.171 209.644 0.000
Margin of current self-funding 0.973 0913 0.879 0.829 209.644 0.000
I. Implementation of expenditure 0.872 0.849 0.812 0.773 194.261 0.000
Index of fixed charges 0.548 0.49 0.456 0.417 187.619 0.000
Budget result 0.983 1.001 1.038 1.095 186.036 0.000
I. Implementation of current receipts 0.945 0.979 1.002 1.033 172.355 0.000
I. Immediate liquidity 0.009 0.351 0.624 2.46 149.14 0.000
Index of coverage of expenditure 1.01 0.988 0.962 0.93 136.598 0.000
1. Weight of financial load 0.141 0.108 0.093 0.079 87.954 0.000
I. Implementation of capital expenditure 0.753 0.727 0.655 0.605 87.21 0.000
1. Expenditure results 0.246 0.21 0.179 0.14 84.184 0.000
1. Significance of financial load 0.1 0.081 0.074 0.065 64.291 0.000

the index of implementation, among others (see
Table 3).

The exploratory analysis reveals that levels
of indebtedness (see Table 4), measured by the
variable weight of financial load, are related to
the variables index of fixed charges, index of net
savings and the margin of current self-funding,
among others. Most of the variables that do not

present any significant relation with levels of
indebtedness are those concerning the entity’s
cash balances.

From the prior analysis of the correlations
between the variables to be studied and the other
financial variables, we conclude that the variables
that are most strongly related to the index of
taxation receipts are the index of current transfer
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Table 4. Analysis of means and correlations of the variables with FL

INDEPENDENT VARIABLES (1\;;“1“) (1\;;“2“) (1\:;“3“) x;a:) Fest plevel
Index of fixed charges 0.39 0.427 0.463 0.631 909.483 0.000
Index of net savings 0.178 0.148 0.12 -0.041 654.583 0.000
Margin of current self-funding 0.822 0.852 0.88 1.041 654.583 0.000
1. Financial expenses per capita 459.435 1556.618 3254.434 6099.29 440.142 0.000
1. Significance of capital expenditure 0.344 0.312 0.278 0.228 204.321 0.000
Index of self funding 2.473 2.202 1.918 1.751 176.59 0.000
L. Fiscal pressure 150117608.6 | 346863643.9 | 687511143.1 1010585176 136.887 0.000
Sum of current receipts 259526767.1 573008187.9 1094860540 1569516206 127.217 0.000
1. Receipts from current transfers 0.456 0.426 0.389 0.376 103.949 0.000
1. Gross savings 0.19 0.18 0.173 0.125 76.659 0.000
1. Taxation receipts 0.388 0.424 0.461 0.441 67.208 0.000
1. Significance of cash surplus 0.208 0.152 0.122 0.045 66.217 0.000
I. Income results 0.345 0.428 0.481 0.466 48.897 0.000
Table 5. Analysis of the means and correlations of the variables with TR
INDEPENDENT VARIABLES Mean (TR 1) | Mean (TR 2) | Mean (TR 3) | Mean (TR 4) F test p-level
I. Receipts from current transfers 0.551 0.451 0.376 0.268 2258.757 0.000
L. Self funding 3.138 2.096 1.722 1.388 1674.978 0.000
I. Current self funding 2.101 1.576 1.35 1.106 1449.906 0.000
I. Significance of current receipts 0.645 0.745 0.81 0.883 1245.019 0.000
fii tﬁfniﬁcam of current expen- 0.567 0.643 0.692 0.737 546.56 0.000
1. Significance of capital expenditure 0.389 0.302 0.254 0.216 514.909 0.000
1. Fiscal pressure 81067990.31 298395143.2 | 753019452.8 1062594986 190.489 0.000
1. Income results 0.307 0.378 0.463 0.571 181.776 0.000
1. Capital funding 0.803 0.684 0.578 0.401 157.176 0.000
;eri‘;giz and services expenses | cas3 73 19130.939 21636.683 30178.654 149.447 0.000
1. Current receipts per capita 49095.334 56725.752 65284.625 88715.71 140.204 0.000
Sum of current receipts 195821007 560565257.2 1238412657 1502112779 138.721 0.000
;ei‘;;fif;nematm of capital ex- 0.781 0.71 0.663 0.585 132.056 0.000

In short, it can be seen that the variables most
closely related to the indicators used to measure
each of the indicators of financial condition are
the index of gross savings, the index of net saving
and the index of implementation of expenditure.

receipts, the index of self funding (both current
and total), and the index of the significance of
current receipts. Again, we find there is least rela-
tion, in this respect, with the variables related to
the entity’s level of short-term solvency.

32



Measuring the Financial Crisis in Local Governments through Data Mining

PREDICTIVE ANALYSIS WITH
CHAID: SUCCESS AND FAILURE
PROFILES FROM EACH ELEMENT
OF FINANCIAL CONDITION

Results Obtained with the Rules for
Each Element of Financial Condition

With CHAID modelling, the sample is segmented
usingaclassification tree to create a set of terminal
nodes, withroutes from the origin node (the whole
sample) that constitute the profiles or rules for
each of the categories defined in the variable to
be explained®. Moreover, it should be taken into
account that the main aim of the chapter is not to
classify all cases that may arise in the environment,
but to offer recommendations to local authorities
regarding the main variables that influence the
financial condition, as well as to ascertain the
most suitable values for them.

In the case of the study of budgetary sustain-
ability, we are particularly interested in the profiles
ofthelocal authorities located in the extreme quar-
tiles, i.e. in BR=4 (high level of sustainability) and
in BR=1 (low sustainability), and in turn, within
each of these categories, we focus on the most
important profiles, which are those presenting the
highest classificatory and predictive capacities in
terms of the level of confidence

Accordingly, on the basis of the general
rule tree, we filter out the rules obtained for the
categories BR=1 and BR=4, and after ordering
them by level of confidence and gain, the most
important rules in each category are selected.
The end result, thus, is that we have the rules
for the highest sampling decile in each category,
representing 620 local authorities. The principal
rules selected, in both cases, are illustrated in the
Figure 2, which show the corresponding support
and confidence levels.

Thus, the main explanatory variables coincide
with those identified previously in the explor-
atory analysis of correlations and, therefore, these

are the variables that must be controlled by the
local authorities if sustainability is to be improved.

The different rules for BR=4 indicate the levels
within which these variables should be situated
in order to ensure budgetary sustainability, with
a high level of probability. Thus, for example,
Rule 13 indicates that when the index of gross
savings is higher than 0.334 and the index of the
significance of capital expenditure is lower than
0.272, 100% (confidence) of the 118 (support)
local authorities in the sample present very good
levels of sustainability (upper quartile, BR=4).

At the other extreme, we have the profiles
of the authorities with the lowest levels of sus-
tainability. For example, Rule 2, for a sampling
support of 155 authorities, indicates that there is
a 99.4% probability that the authorities with a
gross savings index of less than 0.018, an index
of capital funding of less than 0.747 and an index
of the significance of capital expenditure of over
0.162 will present very low levels of budgetary
sustainability (lower quartile, BR=1).

It would be possible to analyze all the selected
rules in the tables in the same way, and thus obtain
a series of profiles and/or recommendations pro-
viding local authorities with quantitative control
measures for obtaining high levels of budgetary
sustainability*.

For the case of the second element of financial
condition considered, that of short-term solvency,
the main rules obtained were those shown in Fig-
ure 3. These tables show that the worst situations
with respect to short-term solvency occur when
liquid funds are scarce, when payments are made
promptly and when more expenditure is imple-
mented. On the other hand, for local authorities
to have good levels of short-term solvency, they
need ahigh index ofliquidity, to receive payments
promptly (in approximately three months), to make
their payments in about six months, to achieve
substantial budgetary receipts and, in most cases,
to have a moderate level of fixed expenses.

The rules that most precisely determine when
a local authority may have greater or lesser flex-
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Figure 2. Principal rules obtained for BR=4 and BR=1

RULES FOR BR=4

Rule 1 (108; 0.963)

If L. gross savings > 0.070 and <= 0.135 and 1. capital funding > 1.046

Rule 2 (66; 0.955) |

If 1. gross savings > 0.135 and <= 0.190 and I. significance of capital expenditure <= 0.117 and I. capital expenditure per
capita <= 5763.515

Rule 4 (95; 0.905) |

If I. gross savings > 0.190 and <= 0.225 and I. significance of capital expenditure <= 0.162

Rule 5 (158; 1.0)

If I. gross savings > 0.225 and <= 0.334 and I. significance of capital expenditure <= 0.162

Rule 7 (80; 1.0) [

If L. gross savings > 0.225 and <= 0.334 and 1. significance of capital expenditure > 0.162 and <= 0.235 and I. capital
funding > 0.446

Rule 13 (118;1.0) |

If 1. gross savings > 0.334 and I. significance of capital expenditure <= 0.272

RULES FOR BR=1
Rule 2 (155; 0.994)

If L. gross savings <= 0.018 and I. capital funding <= 0.747 and L. significance of capital expenditure > 0.162

Rule 4 (113; 0.85)

IfI. gross savings > 0.018 and <= 0.070 and I. capital funding <= 0.351

Rule 5 (133; 0.857)

If 1. gross savings > 0.018 and <= 0.070 and 1. capital funding > 0.351 and <= 0.747 and I. significance of capital
expenditure > 0.200

Rule 7 (130; 0.992)

If L. gross savings > 0.070 and <= 0.135 and <= 0.642 and . significance of capital expenditure > 0.235 and 1.
capital funding <= 0.45

Rule 11 (97; 0.979)

If 1. gross savings > 0.135 and <= 0.190 and I. significance of capital expenditure > 0.359 and I. capital funding <=
0.544

Figure 3. Principal rules obtained for STS=1 and STS=4
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RULES FOR STS=1
Rule 3 (89; 0.764)

If 1. immediate liquidity <= 0.049 and I income results> 0 and Mean payment lapse > 57.403 and <= 160.353 and I.
Implementation of expenditure > 0.878

Rule 4 (72; 0.917)

If I. immediate liquidity <= 0.049 and I income results> 0 and Mean payment lapse > 160.353 and <= 262.65 and
Mean receipts lapse <= 186.209

Rule 6 (130; 0.869)

If I. immediate liquidity <= 0.049 and I. income results > 0 and Mean payment lapse > 262.650

Rule 7 (69; 0.913)

If I. immediate liquidity > 0.049 and <= 0.128 and Mean payment lapse > 93.692 and <= 196.967 and Mean
receipts lapse <= 112.1

Rule 9 (79; 0.975)

If I. immediate liquidity > 0.049 and <= 0.128 and Mean payment lapse > 196.967 and Mean receipts lapse <=
247.690 and 1. significance of current receipts <= 0.790

Rule 10 (71; 0.803)

If I. immediate liquidity > 0.049 and <= 0.128 and Mean payment lapse > 196.967 and Mean receipts lapse <=
247.690 and 1. significance of current receipts > 0.790

Rule 14 (120; 0.808)

If I. immediate liquidity > 0.128 and <= 0.203 and Mean payment lapse > 196.967 and Mean receipts lapse <=
247.690

Rule 15 (74; 0.811)

If I. immediate liquidity > 0.203 and <= 0.285 and Index of coverage of expenditure > 0.976 and Mean payment
lapse > 112.202 and Mean receipts lapse <= 130.786

RULES FOR STS=4
Rule 6 (134; 1.0)

If I. immediate liquidity > 1.125 and <= 1.909 and Mean receipts lapse > 93.862 and Mean payment lapse <=
112.202

Rule 9 (345; 1.0)

If Index of immediate liquidity > 1.909 and Index of income results> 0 and Index of fixed charges <= 0.427

Rule 10 (85;0.965)

If Index of. immediate liquidity > 1.909 and Index of income results> 0 and Index of fixed charges > 0.427 and <=
0.492

Rule 11 (71; 1.0)

If Index of immediate liquidity > 1.909 and Index of income results> 0 and Index of fixed charges > 0.492
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Figure 4. Principal rules obtained for FL=1 and FL=4

RULES FOR FL=1
Rule 3 (367; 0.951)

If 1. weight of GF <=121.894 and I. income results> 0

Rule 6 (231; 0.944)

If 1. weight of GF > 121.894 and <= 419.274 and I. Current receipts per capita > 28593.622 and Outstanding debt of

governing political party > -1.742.320 and <= 533.754

Rule 7 (103; 0.806)

IfI. weight of GF > 121.894 and <= 419.274 and . Current receipts per capita > 28593.622 and Outstanding debt of

governing political party > 533.754

RULES FOR FL=4
Rule 4 (128; 0.781)

If 1. Financial expenses per capita > 3087.972 and <= 4197.914 and I. Current receipts per capita <= 49704.129

Rule 7 (91; 0.956)

If 1. Financial expenses per capita >4197.914 and <= 6113.369 and 1. Current receipts per capita <= 62098.372 and

I. fixed charges > 0.669

Rule 8 (68; 0.853)

If 1. Financial expenses per capita > 4197.914 and <= 6113.369 and 1. Current receipts per capita > 62098.372 and

<=100892.467 and I. net savings<= 0.004

Rule 10 (66; 0.924)

If 1. Financial expenses per capita > 6113.369 and <= 26328.526 and 1. fixed charges > 0.427 and <= 0.530

Rule 13 (215; 0.991)

If 1. Financial expenses per capita > 6113.369 and 1. fixed charges > 0.530 and I. income results> 0 and I. I.

Implementation of current receipts <= 1.012

Rule 14 (74; 0.905)

IfI. Financial expenses per capita > 6113.369 and I. fixed charges > 0.530 and I. income results> 0 and I.

Implementation of current receipts 1.012

ibility are shown in Figure 4. We find that the
determinant variable, with respect to the rules
determining the highest and lowest levels of in-
debtedness, is that of financial expenditure on the
total population. It can also be seen that in order
to obtain the best results (FL=1), rules with
fewer variables are needed, and so they present a
lower degree of complexity than does the analy-
sis of local authorities with lower levels of flex-
ibility (FL=4). In addition to this variable, the
authorities presenting worse levels of flexibility
are also characterized by higher values of the
variables fixed charges, low net savings and low
current receipts per capita. In consequence, such
local authorities must seek resources via indebted-
ness. Those presenting the highest values for
flexibility are notable for presenting high levels
of current receipts per capita and moderate levels
of accumulated debt.

Finally, we show the rules for the element
independence. From the analysis of the worst
results, we conclude that in most cases, the local
authorities need to have high levels of receipts
from current transfers, together with relatively
low values for the variable significance of current

receipts and, in some cases, low levels of fiscal
pressure (See Figure 5).

Thelocal authorities presenting the best results,
with respect to financial independence, are char-
acterized by low levels of receipts from current
transfers, significant current receipts and rela-
tively high indices of fiscal pressure. In addition
to these variables, in some rules there is a low
index of capital funding and moderate financial
expenditure per capita.

It can be said that the fact that the greater or
lesser independence of local authorities largely
depends on the transfers received from other enti-
ties and on the importance attained by the sum of
current receipts. In conclusion, the variables that
seem to predict a better or worse financial condi-
tion are the index of gross savings, the index of
significance of capital expenditure and the index
of fixed charges. These are the main variables that
public sector managers should monitor in order
to ensure good financial condition.
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Figure 5. Principal rules obtained for TR=1 and TR=4

RULES FOR TR=1

Rule 2 (73; 1.0)

If I receipts from current transfers > 0.440 and <= 0.481 and I. significance of current receipts <= 0.573

Rule 5 (222; 0.995)

If I. receipts from current transfers > 0.533 and <= 0.603 and I. significance of current receipts <= 0.706

Rule 7 (408; 1.0)

If L. receipts from current transfers > 0.603 and I. significance of current receipts <= 0.861 and I. fiscal pressure <=
77,070,262

RULES FOR TR=4

Rule 3 (181; 0.95)

If I receipts from current transfers <= 0.230 and I. significance of current receipts > 0.750 and 1. fiscal pressure >
111,391,233 and <= 576,599,338

Rule 4 (222; 1.0)

If 1. receipts from current transfers <= 0.230 and I. significance of current receipts > 0.750 and I. fiscal pressure >
576,599,338

Rule 6 (99; 0.949)

If I receipts from current transfers > 0.230 and <= 0.289 y 15) I. significance of current receipts > 0.750 and I weight of
GF >780.623 and <= 2206.967

Rule 10 (133; 0.992)

If 1. receipts from current transfers > 0.289 and <= 0.329 and I. fiscal pressure > 77,070,262 and I. capital funding <=
0.544 and 1. significance of current receipts > 0.861

Table 6. Estimation of risks with the total for BR

Real/Predicted BR=1 BR =2 BR =3 BR =4
BR =1 1290 217 8 35
BR =2 380 859 208 103
BR =3 113 325 796 316
BR =4 37 44 327 1142
RISKS Correct 4087 (65.02%) Incorrect 2113 (34.08%)

Goodness of the Element
of Financial Condition

To illustrate the goodness of the rule of the evalu-
ated element, the following matrix of incorrect
classification shows the cases correctly and incor-
rectly classified by the general model (See Table 6).

The total risk, that is, the sum of all the risks
from all the terminal nodes (rules) is 34.08%, and
this is representative of the percentage of cases
classified incorrectly when all the model rules are
used for classification or prediction, and this also
enables us to determine the overall level of con-
fidence provided by the model (65.02%). The
error rate is much lower than the initial 75% which
is found without sample segmentation (the 75%
represents the proportion of cases that do not
belongtoaspecific selected category). Therefore,
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the rule model does contribute explanatory and
predictive capacity.

However, as our interest mainly lies in the rules
for BR=4 and BR=1, and in particular for the ones
described above, within each of these categories,
if we make our prediction using these rules ex-
clusively, the error rate is reduced considerably.
Thus, Table 7 shows that for the six rules selected
for BR=4, with a sampling support of 620 local
authorities, the probability of an accurate predic-
tion increases to 97.5% (confidence or response),
which is equivalent to an index of 389.98%, i.e.
almost four times higher than with the 25% of the
total sample (the percentage of local authorities
with BR=4 in the not segmented sample). In other
words, 620 local authorities presented the above-
stated levels of variables for the six rules of BR=4,
and of these authorities, 97.5% achieved high
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Table 7. Gain, index and response with the rules selected for BR=4 and BR=1

Nodes Percentile Percentile: n Gain: n Gain (%) Response (%) Index (%)
6 Rules Decile BR=4 10 620 604 39 97.5 389.98
6 Rules Decile BR=1 10 620 590 38.06 95.15 380.61
Table 8. Estimation of risks with the total model for STS
Real/Predicted STS=1 STS =2 STS =3 STS =4
STS =1 974 459 77 40
STS =3 332 745 461 12
STS =3 110 271 1051 118
STS =4 25 47 337 1141
RISKS Correct 3911 (63.08%) Incorrect 2289 (36.92%)

levels of sustainability (BR=4). This also means
that the model presented accounts for 39% (gain)
of all the local authorities in the total sample with
a sustainability of BR=4. The level of confidence
in the six rules defined for BR=4 is thus 97.5%,
while the individual level of confidence for each
of these rules is as shown in Figure 2.

This table also shows the level of confidence
for each of the six rules obtained for BR=1, with
the corresponding gain and index indicators, for
each of which similar goodness analyses could
be made. The charts in Appendix (i.e. Appendix
2) illustrate the gains, responses and indices for
the set of rules obtained for the classification of
the category BR=4. Note that for the tenth per-
centile, the values coincide with those given in
Figure 2.

The Responses Chart indicates the level of
confidence in the rules; thus, for example, for
the rules addressed in 10% of the sample (the
highest decile), the level of confidence in them
is 97.5%. The higher the level of the chart with
respect to the 25% benchmark (the confidence in
the prediction for the category BR=1, using the
not segmented sample), the higher the model’s
predictive and classificatory capacity.

With respect to the second of the elements that
constitute financial condition, the estimation of
risks correctly classifies 63.08% of the cases, in
contrast to the level of risk assumed in the un-
segmented model (75%). Hence, it improves the
prediction and classification results by reducing
this risk to 36.92% (See Table 8).

With respect to the risks for the two categories
of greatest interest (STS=1 and STS=4), the rate
ofaccurate prediction rises considerably, with the
response (confidence) rate reaching 99.6%, with
a gain of 39.84%, while the index value ap-
proaches 400% for the case of local authorities
with the highest level of short-term solvency. For
the case of the authorities with the poorest short-
term solvency, the index of response is lower than
for those situated in the higher quartile, but in
general the model produces very satisfactory
classifications (See Table 9).

For the element of flexibility, concerning the
goodness of fit, note that the risk continues to
decrease and that accurate predictions are made
for 64.19% of cases, this value being similar to
that obtained with the two previous models (See
Table 10).

On examination of the rules that represent the
best and the worst results related to the entity’s
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Table 9. Gain, index and response with the rules selected for STS=4 and STS=1

Nodes Percentile Percentile: n Gain: n Gain (%) Response (%) Index (%)
4 Rules Decile STS=4 10 620 618 39.84 99.6 398.41
8 Rules Decile STS=1 10 620 537 34.63 86.58 346.34
Table 10. Estimation of risks with the total model for FL
Real/Predicted FL=1 FL=2 FL=3 FL=4
FL=1 1271 254 15 10
FL=2 317 851 324 58
FL=3 93 366 783 308
FL=4 55 109 311 1075
RISKS Correct 3980 (64.19%) Incorrect 2220 (35.81%)

flexibility, we see that, once again, the success
rate exceeds 91%. Both the gain and the index
present results similar to those achieved with the
models measuring sustainability and short-term
solvency (See Table 11).

With respect to the goodness of the element
vulnerability, the following table shows that this
model produces the greatest reduction in risk,
with success rates exceeding 81% (See Table 12).

Finally, the goodness of this element in the
principal profiles within quartiles of 1 (upper
decile of rules for TR=1) and 4 (upper decile of
rules for TR=4), we see that the model achieves
a similar level of response to the others, with the
local authorities in the highest decile being lo-
cated at 97.7%, while those in the lowest decile
even higher (99.9%) (See Table 13).

We now show the charts illustrating the good-
ness of the modelling of the different elements
that make up the financial condition (see Appen-
dix 2). The Gain Index Chart is interpreted in a
similar way, with the model presenting better
goodness as the curve is higher. For example, the
same 97.5% confidence in the rules for the high-
est decile represents a probability of accurate
prediction 3.89 times higher than the initial 25%
corresponding to the not segmented sample. The
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charts below illustrate the gain, the response and
the index values for the whole set of rules obtained
by the model for the success category (STS=4).
In all three figures, the gain of the curve above
the initial slope reflects the substantial improve-
ment in predictive capacity achieved from apply-
ing the rules obtained. The following charts show
the behaviour with respect to the different per-
centiles. The three figures show the elevation of
the curve above the initial slope, reflecting the
substantial improvement in predictive and ex-
planatory capacity achieved with the use of the
rules obtained. It is only shown for rules obtained
for FL=1, the most relevant category. Chart 4
illustrates the Gain, Index and Response values
for the set of rules for TR=4. Again, it can be seen
that the rules model obtained makes an important
contribution to prediction for the financial inde-
pendence of local authorities.

In summary, we can conclude that the variables
that most influence the Index of non financial
budget result are the current margin between
budget receipts and expenses, and the levels of
capital expenditure. The variables which have
most influence on a local authority’s capacity
to manage its level of debt are related to the
financial costs per capita that must be borne, the
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Table 11. Gain, index and response with the rules selected for FL=4 and FL=1

Nodes Percentile Percentile: n Gain: n Gain (%) Response (%) Index (%)
6 Rules Decile FL=4 10 620 569 36.7 91.74 366.98
3 Rules Decile FL =1 10 620 586 37.79 94.48 37791
Table 12. Estimation of risks with the total model for TR
Real/Predicted TR=1 TR =2 TR =3 TR =4
TR =1 1151 321 46 32
TR =2 73 1248 179 50
TR =3 4 178 1204 164
TR =4 1 0 117 1432
RISKS Correct 5035 (81.21%) Incorrect 1165 (18.79%)
Table 13. Gain, index and response with the rules selected for TR=4 and TR=1
Nodes Percentile Percentile: n Gain: n Gain (%) Response (%) Index (%)
4 Rules Decile TR=4 10 620 606 39.08 97.7 390.81
3 Rules Decile TR =1 10 620 619 39.96 99.9 399.60

impact of fixed charges on the entity’s funding
structure and its current receipts. Thus, the level
of financial independence of an entity depends,
in most cases, on the levels of transfers received
from higher levels of the public sector, and on the
weight attained by current receipts in the sum of
the entity’s total receipts.

CONCLUSION AND DISCUSSION

The detection and rectification of financial crises
in local authorities is of fundamental interest for
public-sector managers. Nevertheless, in decid-
ing whether a local authority has managed well
or badly, it is necessary to take into account a
series of external factors that are influential in this
respect. In general, for all countries, the proposed
model represents an advance in the maximization
of benchmarking, which is an essential process in

public-sector management. In general, a control
system of these characteristics makes it possible
to advise different types of users of the existence
of financial tensions; such users might include
public-sector managers in authorities responsible
for supervising the financial situation of town and
city councils, or senior officers in such councils
who need to know how resources are being man-
aged, and how this is done in comparable councils.

In order to determine whether a local authority
is experiencing a financial crisis, we consider the
concept of financial condition, which is measured
by means of different elements, including short-
term solvency (the capacity to generate liquidity
in the immediate future) and budgetary solvency
(the capacity to meet budgetary obligations). This
concept can be divided into other, more specific,
aspects, such as those of flexibility, sustainability
and vulnerability (Greenberg and Hillier 1995;
CICA 1997). Finally, long-term solvency is mea-
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sured through the incorporation of a considerable
period of time into the indicators considered.

However, there is a problem concerning the
measurement of the elements that constitute
financial condition, namely the non-existence
of an instrument that can be used to measure the
different aspects that make it up, bearing in mind
the large body of variables that can be applied for
this purpose, as well as the need to take a long-
term view. We propose a means of overcoming
this problem, by applying data mining using the
CHALID algorithm. This methodology enables us
to create non-binary decision trees, with multiple
branches for each node, providing occurrence
probabilities via exclusionary rules, and is espe-
cially suitable for large sample sizes, for which,
in principle, no model has yet been established
for the phenomenon in question. The financial
condition, in the terms defined in the present
chapter, provides the characteristics necessary
for such an application.

The results obtained from applying the above
methodology to evaluating financial indepen-
dence, short-term solvency, flexibility and bud-
getary sustainability are highly satisfactory. The
models derived, forall the Spanish local authorities
analyzed, produced a success rate of over 63%,
while in the case of financial independence, over
80% accuracy was achieved. Clearly, the model
developed presents a high degree of explanatory
and predictive capacity.

For the specific cases of the worst and best
values, i.e. the first and fourth quartiles for each
of the elements of financial condition analyzed,
an even higher rate of accuracy was recorded,
ranging from 86% (for the case of the local authori-
ties with the worst situation regarding short-term
solvency) to 99.9% (for those authorities with the
highest levels of financial independence). The
results also suggest that the characterization of
the financial condition by means of four models
is a good method, as the main rules created by
means of the different decision trees are made up
of variables that differ depending on the element
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to be analyzed. Thus, for the levels of budgetary
sustainability, the most significant variables are
those related to the current margin (gross sav-
ings), together with the importance of capital
expenditure in the budgetary structure, while on
the other hand, the short-term solvency depends
on the liquid funds possessed by the entity, on
the time elapsing before payments are made and
received, and on the fixed charges to be met. The
flexibility, however, depends on the financial load
perinhabitant of the municipality, on the total sum
of fixed charges, and on certain variables related
to the implementation of current receipts. Finally,
financial independence depends fundamentally on
the transfers that the entity receives (an aspect that
is predictable) and on the fiscal pressure, among
other elements.

On the basis of the results reported here, it
would be useful in the future to include other lines
of research based on the introduction of variables
concerning the social and economic context, as
well as variables related to the way in which
public services are managed, as these factors
influence the characterization of local authorities’
financial behaviour. Furthermore, we recommend
the consideration of other algorithms, within the
data mining method, that could make it possible
to achieve higher success rates and thus reduce
the risks involved, by considering all the local
authorities in question in order to classify and
predict financial behaviour in local government.

From the methodological point of view, it
would be appropriate to apply other algorithms
to compare the stability and prediction power of
the model created, in particular, the advanced
version C5.0 (Chesney, 2009), which improves
how missing values are dealt with. In addition, we
are aware that the automatic discretization of the
continuous explanatory variables could representa
strongly impacting pre-processing statement, one
that might not be necessary in certain other tree
algorithms. However, since our goal is to mea-
sure the four elements of the financial condition,
such an extension of the study would lead to the
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word limits of a book chapter being exceeded.
Therefore we have focused on the implementa-
tion of the CHAID method to each of the above
four elements, to obtain preliminary results as a
starting point for future research on which we
are currently working, such as the use of Neural
Networks or the Support Vector Machine (SVM).
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KEY TERNS AND DEFINITIONS

Data Mining: (also called data or knowledge
discovery): The process of analyzing data from
different perspectives and summarizing it into use-
ful information by finding correlations or patterns
among multiple fields in large relational databases.

CHALID: A decision tree technique used for
classification of a dataset. [t provides a set of rules
for application to a new (unclassified) dataset to
predict which records will have a given outcome.
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Rule Induction: The extraction of useful
if-then rules from data based on statistical sig-
nificance.

Local Government: An administrative body
that may span one or several geographic areas. It
may also refer to a city or village.

Financial Condition: The ability of a gov-
ernment body to provide services and to meet its
future obligations. This concept can be measured
by considering the situation of its net assets, its
budget balance or the net cash position.

Flexibility: An entity’s capacity to respond
to changes in the economy or in its financial cir-
cumstances, within the limits of its fiscal abilities.
This capacity is reflected in the degree to which it
is able to react to such changes, via public debt.

Sustainability: An organization’s ability to
maintain, promote and protect the social welfare
of the population, employing the resources at its
disposal.

Independence: An organization’s level of
dependence on the external funding received via
transfers and grants.

Short-Run Solvency: An entity’s ability to
generate sufficient liquidity to pay its short-term
debts.

Long-Run Solvency: A government’s abil-
ity to respond adequately to meet its long-term
obligations.

ENDNOTES

Each rule is derived from a particular route
defined by the tree, until each terminal node
(t) is reached. Therefore, there are as many
rules as there are terminal nodes in the tree.

2 F-Test. This test is based on the ratio of the

variance between the groups and the vari-
ance within each group. If the means are the
same for all groups, you would expect the F
ratio to be close to 1 since both are estimates
of the same population variance. The larger
this ratio, the greater the variation between
groups and the greater than chance that a
significant difference exists (See Ipina, S.
Inferencia estadistica y andlisis de datos.
Madrid. Pearson. 2008).

The population segmentation, carried out
taking into account the different levels of
the explanatory variables, produces a global
model thatis structured as a tree, with a large
number of rules or local authority profiles,
although for the purposes of the present study
only the most important have been selected.
Itis not necessary to describe the main rules
obtained for BR=2 and BR=3, as it is the
extreme quartiles, indicative of success and
failure profiles, that are the most interest-
ing and useful. For the same reason, these
quartiles are also omitted for the other three
models examined in this study.
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APPENDIX 1 (FIGURE 6, FIGURE 7)
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Figure 6. Indicators for analysis of the financial factor in the financial condition (1)

44

VARIABLE

FORMULATION

Index of implementation of expenditure

Net recognized obligations / Definitive credits

Index of implementation of current expenditure

Current budget net recognized obligations / Current budget
definitive credits

Index of implementation of capital expenditure

Capital budget net recognized obligations / Capital budget
definitive credits

Index of implementation of receipts

Net extinguished receivables / Final previsions

Index of implementation of current receipts

Current budget net extinguished receivables / Current budget
final previsions

Index of implementation of capital receipts

Capital budget net extinguished receivables / Capital budget
final previsions

Index of current budget payments

Current budget liquid payments made / Net recognized
obligations

Index of current budget receipts

Current budget payments received / Net extinguished
receivables

Index of public expenditure per capita

Net recognized obligations / No. of inhabitants

Index of current expenditure per capita

Net recognized obligations Chaps. 1-IV / No. of inhabitants

Index of significance of current expenditure

Net recognized obligations Chaps. 1-IV / Net recognized
obligations

Index of significance of current receipts

Current net extinguished receivables / Net extinguished
receivables

Index of taxation receipts

Extinguished receivables Chaps. I-III / Current net
extinguished receivables

Index of gross savings

Gross savings / Current net extinguished receivables

Index of capital expenditure per capita

Net extinguished receivables Chaps. VI-VII / No. of inhabitants

Index of significance of capital expenditure

Net extinguished receivables Chaps. VI-VII / Net recognized
obligations

Index of capital funding

Net extinguished receivables Chaps. VI-VII / Recognized
obligations Chaps. VI-VIL

Index of net savings

Net savings / Current net extinguished receivables

Index of significance of financial load

Net recognized obligations Chaps. III and IX / Net recognized
obligations

Index of financial load per capita

Net recognized obligations Chaps. III and IX / No. of
inhabitants

Index of accumulated debt per capita

Debt balance of the corporation per capita

Index of indebtedness over current receipts

Outstanding debts owed at year end / Current receipts

Index of the weight of financial load

Net recognized obligations Chaps. III and IX / Current net
recognized obligations

Index of immediate liquidity

Liquid funds / Obligations pending payment

Index of short-term solvency

Liquid funds and obligations pending receipt / Obligations
pending payment

Mean receipts lapse

(Obligations pending receipt / Net extinguished obligations) x
365

Mean payment lapse

(Obligations pending payment / Net recognized obligations) x
365

Index of significance of cash surplus

General expenses cash surplus / Obligations pending payment

Index of year-end liquidity

Difference between current budget payments received and paid

Index of current financial independence

Current recognized obligations / Recognized receivables
Chaps. I-IIl and V

Index of total financial independence

Net recognized obligations / Recognized receivables Chaps. I-
111, and V, VI, VIII and XI

Index of non financial budget result

Net recognized obligations Chaps. I-VII / Net recognized
receivables Chaps. I-VII

Index of fiscal pressure

Net recognized receivables Chaps. I-I1I per capita

Index of current transfer receipts

Recognized obligations Chaps. I-11I / Recognized obligations
Chaps. I-IV
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Figure 7. Indicators for analysis of the financial factor in the financial condition (2)

VARIABLE

FORMULATION

Index of gross savings

(Net recognized receivables Chaps. I-1V — Net recognized
obligations Chaps. I, II and IV) / Net recognized receivables
Chaps. I-IV

Index of income results

Current budget receivables pending payment / Total
receivables pending payment

Index of expenditure results

Current budget obligations pending payment / Total obligations
pending payment

Margin of current self funding

Recognized receivables Chaps. I-IV and IX / Recognized
receivables Chaps. I-V

Index of available cash

(Current budget receipts — Current budget payments made) /
Net recognized obligations

Index of staff costs

Recognized obligations Chap. I/ Current recognized
obligations

Index of current transfers effected

Recognized obligations Chap. IV / Current recognized
obligations

Index of staff costs per capita

Recognized obligations Chap. I per capita

Index of expenditure on goods and services, per capita

Recognized obligations Chap. II per capita

Index of financial expenditure per capita

Recognized obligations Chap. I1I per capita

Index of investment per capita

Recognized obligations Chap. VI per capita

Index of coverage of financial load

Margin of current receipts (Income Chaps. I-V — Expenses
Chaps. I-1V) / Financial payments (Expenses Chaps. III and
IX)

Index of fixed charges

Recognized obligations Chaps. I-I1I and IX / Recognized
receivables Chaps. [-V

Index of coverage of expenditure

Total recognized receivables / Net recognized receivables

Sum of current receipts

Sum of recognized receivables Chaps. I-V

Index of current receipts per capita

Recognized receivables Chaps. I-V / No. of inhabitants

Budget chapters of expenses and receipts

EXPENSE BUDGET

INCOME BUDGET

Chapter I: Staff costs

Chapter I: Direct taxes

Chapter II: Goods and services

Chapter II: Indirect taxes

Chapter III: Financial costs

Chapter III: Fees and public charges

Chapter IV: Current transfers

Chapter IV: Current transfer receipts

Chapter VI: Investment costs

Chapter V: Patrimonial receipts

Chapter VII: Capital transfer costs

Chapter VI: Sales of real investments

Chapter VIII: Financial asset costs

Chapter VII: Current transfer receipts

Chapter IX: Financial liability costs

Chapter VIII: Receipts from financial assets

Chapter IX: Receipts from financial liabilities
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APPENDIX 2 (FIGURE 8)

Figure 8. Gain, Index and Response with the Rules Obtained for BR=4 (number 1), for STS=4 (number
2); for FL=1 (number 3); for TR=4 (number 4)
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Data Mining Using Fuzzy

Decision Trees:
An Exposition from a Study of Public
Services Strategy in the USA

Malcolm J. Beynon
Cardiff University, UK

Martin Kitchener
Cardiff Business School, UK

ABSTRACT

The chapter exposits the strategies employed by the public long-term care systems operated by each U.S.
state government. The central technique employed in this investigation is fuzzy decision trees (FDT5),
producing a rule-based classification system using the well known soft computing methodology of fuzzy
set theory. It is a timely exposition, with the employment of set-theoretic approaches to organizational
configurations, including the fuzzy set representation, starting to be discussed. The survey details con-
sidered, asked respondents to assign each state system to one of the three ‘orientations to innovation’
contained within Miles and Snows’ (1978) classic typology of organizational strategies. The instigated
aggregation of the experts’ opinions adheres to the fact that each long-term care system, like all orga-
nizations, is “likely to be part prospector, part defender, and part reactor, reflecting the complexity of
organizational strategy”. The use of FDTs in the considered organization research problem is perti-
nent since the linguistic based fuzzy decision rules constructed, open up the ability to understand the
relationship between a state's attributes and their predicted position in a general strategy domain - the
essence of data mining.

INTRODUCTION has been given to the potential for soft computing
frameworks to provide flexible information pro-
With data storage increasing at a phenomenal rate, cessing capability that can exploit the tolerance of
traditional ad hoc mixtures of data mining tools are  imprecision, uncertainty, approximate reasoning,
no longer adequate. In oneresponse, some attention  and partial truth in knowledge discovery (Mitra et
al.,2002). This chapter extends that line of enquiry
DOI: 10.4018/978-1-60566-906-9.ch003
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by providing an early and detailed exposition of
the data mining potential of a soft computing
methodology that is based on fuzzy set theory,
henceforth FST (Zadeh, 1965).

Since its introduction in 1965, FST is closely
associated with uncertain reasoning and is the
earliest and most widely reported constituent of
soft computing (Mitra et al., 2002). Of particu-
lar interest in this exposition of data concerning
public policy and strategy, FST incorporates op-
portunities to develop techniques that incorporate
vagueness and ambiguity in their operation, and it
allows outputs to be presented in a highly readable
and easily interpretable manner (Zhou and Gan,
2008). While data mining encompasses the typi-
cal tasks of; classification, clustering, association
and outlier detection, here its role in rule-based
classification is considered.

Previous FST-basedresearch in organizational
and policy contexts is limited but includes: ex-
plaining constitutional control of the executive of
parliamentary democracies in US states (Pennings,
2003), and the evaluation of knowledge manage-
ment capability of organizations (Fan et al.,2009).
Ragin and Pennings (2005) give a discussion of
FST in social research, in their introduction to a
special issue ofthe journal Sociological Methods &
Research. Thisacknowledges the need to continu-
ally validate this new methodology (FST), through
its continued application. A pertinent study by Fiss
(2007), considered the whole issue of the employ-
ment of a set-theoretic approach to organizational
configurations, including the progression from a
crisp to fuzzy set representation, and the latter’s
potential for undertaking appropriate analysis.

The context of the exposition presented in this
chapter is a study of the strategies employed by
the public long-term care systems operated by
each U.S. state government. The main dataset
was collected from a survey of experts in this area
(including academics, government officials, and
service providers). The survey asked respondents
to assign each state system to one of the three
‘orientations to innovation’ contained within
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Miles and Snows’ (1978) classic typology of
organizational strategies: prospectors, defend-
ers, and reactors. Briefly, these strategic groups
describe different orientations to strategy from
the more consistently innovative prospectors, to
reactors that typically innovate only after coer-
cion. The instigated aggregation of the experts’
opinions adheres to the fact that each long-term
care system, like all organizations, is “likely to
be part prospector, part defender, and part reac-
tor, reflecting the complexity of organizational
strategy” (Andrews et al., 20006).

In this chapter, the aggregated expert assign-
ments are assessed using a fuzzy decision tree
(FDT) analysis of state long-term care system
characteristics. The pertinence of this analysis
is that, with the federal system existing in each
U.S. state, the decision rules constructed are in
respect of the state’s governing organization’s
management attitudes to healthcare. FDTis adata
mining technique which benefits from the general
methodology FST (Yuan and Shaw, 1995; Mitra
et al., 2002). The overriding remit of, decision
trees, within crisp and fuzzy environments, is
with the classification of objects described by a
data set in the form of a number of condition and
decision attributes.

Adecisiontree, in general, starts with an identi-
fied root node, and paths are constructed down to
leaf nodes, where the attributes associated with
the intermediate nodes are identified through a
measure to preferentially gauge the classification
certainty of certain objects down that path. Each
path down to a leaf node forms an ‘if.. then..” de-
cision rule, used to classify those objects whose
condition attribute values satisfy the condition
part of that rule. Beyond FDT, other rule based
classification methods include, amongst others,
RIPPER (Cohen, 1995; Thabtah et al., 2006) and
rough set theory (Beynon et al., 2000).

The development of decision trees in a fuzzy
environment furthered the readability of the now
constructed ‘if.. then..’ fuzzy decision rules (Zhou
and Gan, 2008). The potential appropriateness of
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FDTsinorganization research can be gauged from
the recent statement by Li et al. (2006, p. 655);

“Decision trees based on fuzzy set theory combines
the advantages of good comprehensibility of deci-
sion trees and the ability of fuzzy representation
to deal with inexact and uncertain information.”

Their findings also highlight that FDTs may
not need extensive data to operate or intensive
computing powers, pertinent to the analysis un-
dertaken in this chapter.

The specific FDT technique employed here
was presented in Yuan and Shaw (1995) and
Wang et al. (2000). It attempts to include the
cognitive uncertainties evident in the data values
(condition and decision attribute values), in the
creation of concomitant sets of fuzzy ‘if.. then..’
decisionrules, whose condition and decision parts,
using concomitant attributes, can be described in
linguistics terms (such as low, medium or high).
This FDT technique has been used in Beynon et
al. (2004a) to investigate the audit fee levels of
companies, and Beynon et al. (2004b) to investi-
gate the songflight of the Sedge Warbler.

Theuse of FDTs in the considered organization
research problem is pertinent since the linguistic
based fuzzy decision rules constructed open up
the ability to understand the relationship between
a state’s attributes and their predicted position in
a general strategy domain - the essence of data
mining. In general, linguistic variables are often
used to denote words or sentences of a natural
language (Zadeh, 1975a, 1975b, 1975c). Its
utilisation is appropriate for data mining where
information may be qualitative, or quantitative
information may not be stated precisely (Wang
and Chuu, 2004; Fan et al., 2009), often the case
in organizational and policy research.

The contribution of this book chapter is the
clear understanding of the advantages of the uti-
lization of FDTs in data mining in organizational
and policy research, including; the formulation
of attribute membership functions (MFs), fuzzy

decision tree construction, and inference of pro-
duced fuzzy decision rules. A small hypothetical
example will also be included to enable the reader
to comprehend the included analytical rudiments
of the technique employed, and the larger previ-
ously described application demonstrates the
potential interpretability allowed through the use
of this data mining approach.

BACKGROUND

The background of this chapter covers; the ru-
diments of fuzzy set theory, the fuzzy decision
tree (FDT) approach considered, and a tutorial
presentation on the application of FDTs onasmall
example data set.

Fuzzy Set Theory

In fuzzy settheory (Zadeh, 1965), a grade of mem-
bership exists to characterise the association of a
value x to a set S. The concomitant membership
function (MF), defined u(x), hasrange [0, 1]. The
domain of a numerical attribute can be described
by a finite series of MFs that each offers a grade
of membership to describe a value x, which form
its concomitant fuzzy number (Kecman, 2001).
Further, the finite set of MFs defining a nu-
merical attribute’s domain can be denoted a lin-
guistic variable (Herrera et al., 2000). Zadeh
(1975a-c) offer an early insight on the concept of
a linguistic variable, where each MF, within a set
of MFs, denotes a linguistic term. Different types
of MFs have been proposed to describe fuzzy
numbers, including triangular and trapezoidal
functions. Yu and Li (2001) highlight that MFs
may be, advantageously, constructed from mixed
shapes, supporting the use of piecewise linear
MFs (see also Dombi and Gera, 2005). The func-
tional form of a piecewise linear MF, (in the
context of the jM linguistic term Tj ¥ of a linguis-

tic variable 4,), is given through a visual repre-
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sentation in Figure 1, which elucidates their
general structure.

The general form of a MF presented in Figure
1 shows how the value of a MF is constrained
within 0 and 1. In Figure 1, a piecewise triangu-
lar MF is shown, based on five defining values
[a,;p Oy Oy Oy aj,S]' The implication of these
specific defining values is also illustrated, includ-
ing the idea of associated support, [aj'l, “;,5] in
Figure 1. Further, the notion of dominant support
can also be considered, where a MF is most
closely associated with an attribute value, the
domain [ajyz, a ,J in Figure 1.

These definitions of support and dominant sup-
port, along with the defining values, are closely
associated with the commonlyused concept ofthe
a-cut, in particular the defining values are when
a equals 0, 0.5 and 1 (Kovalerchuk and Vityaev,
2000). Moreover, the issue becomes the assign-
ment of values to the defining values, to enable
the creation of the MFs required to describe a
numerical attribute. As Fiss (2007) suggests, talk-
ingabout FST in an organizationresearch context,
FST is a superior way (over crisp set theory) of
offering substantive knowledge on a numerical
attribute, with meaningful values required for the
defining values.

Beyond this technical exposition of the rudi-
ments of FST, and general positive elucidation
of this methodology presented in the introduc-
tion, Ragin and Pennings (2005, p. 425) present
four claims on the applicability of FST to social
research:

1. FST permits a more nuanced representa-
tion of categorical concepts by permitting
degrees of membership in sets rather than
binary in-or-out membership.

2. FSTcanbeusedtoaddress bothdiversity and
ambiguity in a systematic manner, through
set calibration and set-theoretic relations.

3. More verbal theory in the social sciences
is formulated explicitly in set-theoretic
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terms. The FST approach provides a faithful
translation of such theory.

4. FST enables researchers to evaluate set-
theoretic relationships such as intersection
and inclusion and, thereby, necessity and
sufficiency. Set theoretic relationships are
very difficult to evaluate using conventional
approaches such as the general linear model.

Aspects of these claims will become apparent
in the technical description of the FDT technique
employed (next given), and in its employment in
asmall example, and larger state strategy problem
later given.

Fuzzy Decision Trees

Following the realization of the decision tree ap-
proach to data mining in the 1960s (Hunt ef al.,
1966), the introduction of fuzzy decision trees
(FDTs) was first loosely referenced in the late
1970s (Chang and Pavlidis, 1977), with early
formulizations of FDTs including; derivatives of
the well known ID3 approach (Quinlan, 1979)
utilizing fuzzy entropy (Ichihashi et al., 1996),
and other versions of crisp FDT techniques (see
Pal and Chakraborty, 2001; Olaru and Wehenkel,
2003).

This section outlines the technical details of
the FDT approach introduced in Yuan and Shaw
(1995). With an inductive fuzzy decision tree,
the underlying knowledge related to a decision
outcome can be represented as a set of fuzzy ‘if..
then..” decision rules, each of the form;

If(4,is T')and (4,is T*) ... and (4, is T")

then D 1s Dj,

where 4, 4,,.., A, and D are linguistic variables
for the multiple antecedents (4,’s) and consequent
(D) statements used to describe the considered

objects,and 7(4,)={T", T} ... Ts'f yand {D, D,
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Figure 1. General definition of piecewise linear MF (including the required defining values [a,, a,

Wy Oy Oyl

..., D, } are their respective linguistic terms. Each
linguistic term 7’ * is defined by the MF B (X)),

which transforms a value in its associated domain
to a grade of membership value to between 0 and
1. The MFs, e (x) and My, (»), represent the

grade of membership of an object’s antecedent 4,
being Tjk and consequent D being D, respec-

tively.

A MF u(x) from the set describing a fuzzy
linguistic variable Y defined on X, can be viewed
as a possibility distribution of ¥ on X, that is 7(x)
= u(x), for all x € X'the values taken by the objects
in U (also normalized so max _, m(x) = 1). The

possibility measure £ (¥) of ambiguity is defined
by E (Y)=g(n) = zn: (7 — =) In[i], where ="
i=1

%

={~%, W, ..., T } is the permutation of the
normalized possibility distribution 7 = {z(x)),

m(x,), ..., m(x,)}, sorted so that 7w, > 7, fori=

I,..,n,and ™ = 0. In the limit, if 7, =0,

1
then £ (¥) = 0, indicates no ambiguity, whereas
if ' =1, then E (¥) = In[n], which indicates all

values are fully possible for Y, representing the
greatest ambiguity.
The ambiguity of attribute 4 (over the objects

U, ...,u )is givenas: E (4) = %Zm;EQ(A(ul)) ,

where E (A(u))= g, (u,) / max(j, (u,))), with

1</<s

T, ..., T the linguistic terms of an attribute (an-
tecedent) with m objects. When there is overlap-
ping between linguistic terms (MFs) of an attribute
or between consequents, then ambiguity exists.
For all u € U, the intersection A N B of two
fuzzy sets is given by p,, = min[y (1) p,(u)].
The fuzzy subsethood S(4, B) measures the degree
to which 4 is a subset of B, and is given by, S(4,

B) = % min(uA(u),uB(u))/ugjuA(u). Given

uecl

fuzzy evidence E, the possibility of classifying

an object to the consequent D, can be defined as,

n(D| E) = S(E,D,) / max S(E,D,), where the
i .

fuzzy subsethood S(E, D)) represents the degree
of truth for the classification rule (‘if £ then D).
With a single piece of evidence (a fuzzy number
for an attribute), then the classification ambigu-
ity based on this fuzzy evidence is defined as:
G(E) = g(n(D| E)), which is measured using the
possibility distribution 7(D| E) = (n(D,| E), ...,
n(D,| E)).

The classification ambiguity with fuzzy par-
titioning P = {E, ..., E } on the fuzzy evidence
F, denoted as G(P| F), is the weighted average of
classification ambiguity with each subset of par-

tition: G(P| F) = Ek: w(E, | F)G(E, N F), where
i=1

G(E, N F) is the classification ambiguity with
fuzzy evidence E, N F, and where w(E | F) is the
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Table 1. Example small data set

Object T1 T2 T3 D
u, 31 38 15 12
u, 32 15 26 14
u, 40 52 20 16
u, 24 22 30 20
u 29 35 12 38

weight which represents the relative size of sub-
set E N FinF: wE| F) =

5 minGe, (), 11, () /3 5 minge, (), ()

uclU Jj=1 [MEU

In summary, attributes are assigned to nodes
based on the lowest level of classification am-
biguity. A node becomes a leaf node if the level
of subsethood is higher than some truth value £
assigned to the whole of the FDT. The classifica-
tion from the leaf node is to the decision group
with the largest subsethood value. The truth level
threshold f controls the growth of the tree; lower
S may lead to asmaller tree (with lower classifica-
tion accuracy), higher f may lead to a larger tree
(with higher classification accuracy).

Fuzzy Decision Tree Analyses
of Example Data Set

In this section a FDT analysis is described on a
small example data set, consisting of five objects
described by three conditions (T1, T2 and T3) and
one decision (D) attribute, see Table 1.

Using the data set presented in Table 1, the
example FDT analysis next exposited, starts with
the fuzzification of the individual attribute values.
Throughout this analysis, and pertinent to the
later applied FDT analysis, the level of fuzzifica-
tion employed here is with three MFs (linguistic
terms) designated to represent the linguistic vari-
ables for each of the attributes, condition (T1, T2
and T3) and decision (D), see Figure 2 for the
case of the decision attribute D.
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In Figure 2, three MFs, y (D) (labelled D, -
Low),u,,(D)(D,,-Medium)and, (D) (D, -High),
are shown to cover the domain of the decision
attribute D, the concomitant defining values are,
for D, : [-o0,—o0, 14, 18, 22], D, : [14, 18, 22, 30,
40] and D;: [22, 30, 40, o, o]. An interpretation
of these MFs, as mentioned, could then simply
be the associated linguistic terms of the three MFs
being, low (L), medium (M) and high (H).

For the three condition attributes, T1, T2 and
T3, their fuzzification is similarly based on the
creation of linguistic variables, each described by
three linguistic terms (three MFs), see Figure 3.

The sets of MFs described in Figure 3 are each
found from a series of defining values, in this case
for; T1 - [[—o0,—o0, 18, 26, 28], [18, 26, 28, 38,
40], [28, 38, 40, «©, ©]], T2 - [[~o0,~0, 26, 34,
40], [26, 34, 40, 52, 54], [40, 52, 54, 0, «]] and
T3 - [[-o0,~0, 12, 14, 18], [12, 14, 18, 23, 24],
[18, 23, 24, «©, «]].

Applying these MFs, in Figures 2 and 3, on
the example data set in Table 1, achieves a fuzzy
data set version, see Table 2.

In Table 2, each condition attribute, T1, T2
and T3, is described by three values associated
with the three linguistic terms (L, M and H). Also
shown, in bold, is the largest of the fuzzy values
from each triplet of MFs (associated with a single
fuzzy variable), indicating the most dominant
linguistic term each condition value is associated
with (for the individual objects). The same is
presented for the decision attribute D.

The fuzzy data set represented in Table 2
is suitable for its FDT-based analysis. For the
construction of a FDT (using the FDT technique
described earlier), the classification ambiguity of
each condition attribute with respect to the decision
attribute is first considered, namely the evaluation
of the G(F) values. Before this was undertaken, a
threshold value of = 0.800 was used throughout
this construction process, associated with the
required level of subsethood required for a node
to designate a leaf node (see later).
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Figure 2. Fuzzification of decision attribute D using three MFs (labeled D, - Low, D,, - Medium and

D, - High)

13
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0.4
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Figure 3. Fuzzification of condition attributes, T1, T2 and T3, using three MFs in each case
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Table 2. Fuzzy data set using three MFs for each condition and decision attribute

Object

T1=[T1,, T1y, T1,]

T2 =[T2,, T2

o T24]

T3 =[T3,,T3,,T3,]

D=[D,D,, D,

0.000, 0.850, 0.150]

[0.167, 0.833, 0.000

0.375, 0.625, 0.000]

1.000, 0.000, 0.000]

0.000, 0.800, 0.200]

[1.000, 0.000, 0.000

0.000, 0.000, 1.000]

1.000, 0.000, 0.000]

0.625, 0.375, 0.000]

[1.000, 0.000, 0.000

0.000, 0.000, 1.000]

0.250, 0.750, 0.000]

[
[
[0.000, 0.000, 1.000]
[
[

0.000, 0.950, 0.050]

]
]
[0.000, 0.500, 0.500]
]
]

[0.417, 0.583, 0.000

[
[
[0.000, 0.800, 0.200]
[
[

1.000, 0.000, 0.000]

[
[
[0.750, 0.250, 0.000]
[
[

0.000, 0.100, 0.900]

The evaluation of a G(E) value is shown for

the attribute T1 (= g(x(D| T1))), where it is broken
down to the fuzzy labels L, M and H, so for L;
=(D| T1) = S(T1,D,)/ max S(TlL,D],) , con-

sidering D, D,, and D,; with the information in
Table 1:

S(T1,D,) =
> min(iy, (1), @) /5y (o
ucl uclU L

= (min(0.000, 1.000) -+ min(0.000, 1.000) + min(0.000, 0.750)
+ min(0.625, 0.250) + min(0.000, 0.250)) / (0.000 + 0.000 + 0.000 + 0.625 + 0.000)

(0.000 + 0.000 + 0.000 + 0.250 + 0.00)/0.625
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= 0.250/0.625 =0.400,

whereas S(T1,, D,,) = 1.000 and S(T1, D,) =
0.000. Hence 7 = {1.000, 0.400, 0.000}, giving
7* = {1.000, 0.400, 0.000}, with 7, = 0, then:

G(T1,) = g(@(D| T1,)) = 3 (7' — ) Il

i=1

(1.000 — 0.400) In[1] + (0.400 — 0.000) In[2] + (0.000 — 0.000) In[3]

=0.277,

with G(T1,,) = 0.430 and G(T1,) = 0.207, then
G(T1) = (0.277 + 0.430 + 0.207)/3 = 0.3048.
Compared with G(T2) = 0.4305 and G(T3) =
0.3047, 1t follows the T3 attribute, with the least
classification ambiguity, forms the root node in
this case. The subsethood values in this case are;
forT3:5(T3,,D,)=0.273,5(T3,,D,,)=0.073 and
S(T3,, D) = 0.655; S(T3,,, D,) = 0.965, S(T3,,
D,,)=0.175and S(T3,,,D,)=0.000; S(T3,D,) =
0.659,5(T3,,D,,)=0.431and S(T3,,, D, )= 0.000.

In each case the linguistic term with largest
subsethood value (shown in bold), indicates the
possible augmentation of the path. For T3, its
largest subsethood value is 0.655 (S(T3, D)),
below the desired truth value of 0.800 hence re-
quires further consideration of its augmentation.
For T3, its largest subsethood value is 0.965
(8(T3,,, D,)), above the desired truth value of
0.800, and so is a leaf node, with classification to
D, . For T3, its largest subsethood value is 0.659
(8(T3,, D))), hence is also not able to be a leaf
node and further possible augmentation needs to
be considered.

With only three condition attributes considered,
the possible augmentations of T3 and T3, are
with either T1 or T2. In the case of T3 , where
with G(T3,) = 0.334, the ambiguity with parti-
tion evaluated for T1 (G(T3, and T1| D)) or T3
(G(T3, and T2| D)) has to be less than this value.
In the case of T1:
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k
G(T3, and T1| D)= > w(T1 | T3, )G(T3, NT1)
i=1

Starting with the weight values, in the case of
T3, and T1 , it follows:

w(T1,|T3,) =
5 iy, () () /35 5 min(u, 00,1, )

uet j= [uGU

= (min(0.000, 0.375) 4+ min(0.000, 0.000) + min(0.000, 0.000)
+ min(0.625, 0.000) 4 min(0.000, 1.000)) / i [ > min(p, (), 1, (u))]
Jj=1\uet ] "

where }kj [

j=1

>~ min(j, (u),uT3L (u))] =1.525, s0

uclU J

w(T1, | T3)) = 0.000/1.525 = 0.000. Similarly
w(T1| T3 ) = 0.869 and w(T1 | T3,) = 0.131,
hence:

G(T3, and T1| D) =0.000 x G(T3, N T1 )+
0.869 x G(T3, N'T1 )+0.131 x G(T3, N T1,)

=0. 000 x 1.099 + 0.869 x 0.334 + 0.131 x
0.366

=0.338,

similarly, G(T3, and T2| D) = 0.462. With G(T3,
and T1|D)=0.338, the lowest of these two values,
butnotlower than the concomitant G(T3,)=0.334
value, there is no lessening of ambiguity with the
augmentation of either T1 and T2 to the path T3, .

In the case T3,, there is G(T3,) = 0.454, and
G(T3,and T1| D) = 0.274 and G(T3,, and T2| D)
= 0.462, with the lowest of these the G(T3, and
T1| D) = 0.274 less than G(T3,) = 0.454, so less
ambiguity would be found if the T1 attribute was
augmented to the T3 = H path. The subsequent
subsethood values in this case for each new path
are; T1,; S(T3,NT1,D,)=0.400,S(T3, NTI1,
D,,) =1.000 and S(T3, N T1,D,)=0.000; T1;
S(T3, N TL,,D)=0.894,S5T3, NTl,D,)=
0.319and S(T3,, N T1,, D,)=0.000; T1: S(T3,
NTl,D,)=1.000,T1L :S(T3, NTI1,,6 DF)=
0.500 and S(T3,, N T1,, D,) = 0.000.
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Figure 4. FDT for example data set with three MFs describing each condition attribute

W "I R T3=M
D=H D=L
0.655 0.965
R1* R2

These subsethood results show all three paths
end in leaf nodes (largest subsethood value above
0.800 in each case - shown in bold), hence there
is no further FDT construction required. The re-
sultant FDT in this case is presented in Figure 4.

The tree structure in Figure 4 clearly demon-
strates the visual form of the results described
previously. Only shown in each node box is the
truth level associated with the highest subsethood
value to a decision attribute linguistic term. There
are two levels of the tree showing the use of only
two of the three considered condition attributes,
T1 and T3. There are five leaf nodes which each
have adefined fuzzy decisionrule associated with
them.

One of the rules, R1%, is indicated with a *,
since the largest truth value associated with this
rule is less than the 0.8 truth threshold value im-
posed. Inthe case of this path of the FDT, there was
no further ability to augment it with other nodes
(condition attributes), to improve the subsequent
classification ambiguity. By their very nature, the
fuzzy decision rules are readable (interpretable),
for example, the rule R4 can be written as:

R4: “If T3=H and T1 =M then D =L (0.894)".

In a more readable (interpretable) form this
rule can be further written as:

T3=H
e
cavmle ) LIleM 1 L. 05 528
D=M D=L D=L
1.000 0.894 1.000
R3 R4 RS

R4: “If T3 is high and T1 is medium then D is
low with truth level 0.894”.

Inspection of the objects in Table 2, in terms
of their fuzzy values, shows the object u, satis-
fies the condition part of the rule R4, and with its
known dominant association to D = L, this rule
correctly classifies this object.

FUZZY DECISION TREE ANALYSIS
OF PUBLIC SERVICES IN THE USA

The starting point for the analysis presented in
this chapter is that while it is known that variation
exists among the strategies adopted by US states’
long term care (LTC) systems, little analysis has
been conducted to extend knowledge of this phe-
nomenon. The conception of strategy employed
here follows Miles and Snow’s (1978) formulation
of strategic stance as resting on organizational
orientation towards innovation that is considered
unlikely to change substantially in the short term
(Zajac and Shortell, 1989). The first task of this
study is to conceptualize what strategy ‘means’
in the context of state LTC systems. We begin by
introducing the distinctive context of this study
and then argue the relevance of Miles and Snow’s
classic conception of strategic groups.
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Table 3. State Medicaid LTC Systems’ Strategic Stances

Strategic Stance Response Type Characteristics
Prospector Innovate Proactive research & experimentation, innovative budgeting, attempts to colonize ‘policy
space’ & budgets of other agencies
Defender Consolidate Little research & experimentation, later adoption of innovations, defend existing budget and
protect existing service/policy portfolio.
Reactor Wait Seldom makes adjustment of any sort until forced to do so by environmental pressures e.g.,
consumer advocacy, regulation or litigation

Source: Developed from Boyne and Walker (2004, p. 244)

In contrast to the U.S. hospital sector, state
LTC administrations deliver few services directly
but are the primary strategic bodies with respon-
sibility for spending Medicaid budgets devolved
from the federal government (Crisp et al., 2003).
State LTC administrations are, therefore, among
the most public organizations in the U.S. because
they are owned by state governments, funded
by government, and subject to high degrees of
political influence (Bozeman, 1987). This set of
contextual features might suggest limited strategic
‘space’ for state LTC administrations. However,
considerable strategic choice is demonstrated
by studies of inter-state variations in state LTC
systems which highlight significant differences
in policies such as provider regulation and cost
control.

From the early 1980s, after decades of con-
sumer advocacy for more Medicaid resources to
be spent on home and community-based services
(HCBS e.g., home healthcare) as an alternative to
institutional care provided in nursing homes, some
states began to introduce innovative ‘rebalancing’
policies such as moratoria on the building of new
nursing homes and the development ofnew HCBS
programs such as personal care. Considerable
inter-state variation persists in rebalancing efforts
such that in 2004, Oregon spent 70 percent of
its Medicaid LTC budget on home care services
while Mississippi spent only 5 percent (Kitchener
et al.,2004).

This brief outline of the field of Medicaid LTC
systems demonstrates that analysts recognize
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variation among states strategies. This ‘ground-up’
conception of strategy resonates well with Miles
and Snow’s (1978) formulation of strategic stance
as resting on organizational orientation towards
innovation which is considered unlikely to change
substantially in the short term (Zajac and Short-
ell, 1989; Mouritzen, 1992). This contention is
supported by early public service applications of
Miles and Snow’s work (Nutt and Backoff, 1995;
Walker and Ruekert, 1987), and much general
management research.

To operate their innovation-based conception
of strategy, Miles and Snow (1978) introduce a
typology of strategic stances that include: (1)
prospectors that innovate early and consistently,
(2) defenders that tend more towards stability,
and (3) reactors that innovate little and typically
only when coerced to do so (see Table 3). Here,
we omit Miles and Snow’s original ‘analyzer’
group on the basis of previous assessments that
it represents an intermediate category (Zahra and
Pearce, 1990; Boyne and Walker, 2004). While
we argue that the resulting (reduced) framing of
the extent to which a state LTC system is an in-
novative prospector, consolidating defender, or
passive reactor maintains the taxonomic criterion
of conceptual exhaustiveness, this is essentially
a matter for empirical testing.

Previous applications of Miles and Snow’s
strategy framework in public service settings have
typically used one of three approaches to assign
organizations to strategic stances based on assess-
ments of issues such as ‘whether strategy antici-
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pates events or reacts to them’ and ‘orientation
towards change/status quo’ (Wechlser and Back-
off, 1986). The first involves experts assigning
all organizations in the field to strategic stances
based on perception and experience. The second
approach involves the assigning of units to
stances based on a variety of statistical techniques
that compare units’ characteristics taken from
archival sources (Shortell and Zajac, 1990). A
third approach involves asking organizational
participants (typically senior managers) to assess
the strategic stance of their own organization.
While more simple approaches result in the as-
signment of organizations to a single strategic
stance this misses the fact that, in reality, “they
are likely to be part prospector, part defender, and
part reactor, reflecting the complexity of organi-
zational strategy” (Andrews et al., 2006).

Each of the three approaches to strategy
measurement outlined above rests on the basic
assumption that when compared with other
organizations of its type, prospectors would be
more proactive in terms including: innovations
in budget use and service mix (Bourgeois, 1980);
being ‘firstmovers’tonew circumstances (perhaps
indicated by innovation awards); and attempting
to invade the policy and/or budget ‘space’ of other
agencies (Downs, 1967). Defenders, whether in
the absence of strategy or by conscious, would
tend to maintain existing budget distributions and
services, wait until innovations had been evalu-
ated, and protect their own boundaries rather than
seeking to colonize other agencies. Reactors would
typically: alter existing distribution and services
patterns only under duress, adopt innovations last,
and be inward looking.

Our perceptual measure of state LTC strate-
gic stance was derived from an email survey of
a purposive sample of experts with nation-wide
knowledge of the field of state LTC systems. In
June 2007, participants were asked to assign each
state to one of the strategy groups using a basic
instrument that provided a brief description of the
three stances, listed the states, and asked respon-

dents to assign each state to a stance category.
We began by assuming that the perceptual ratings
were ordinal and that disagreement among raters
by one category was less serious than across two
categories (e.g., thatdisagreement is greater if two
respondents rated a state Prospector and Reactor,
rather than if they if rated a state as Prospector
and Defender). A final group of 13 raters was
established using two criteria: (1) respondents
who rated all states, and (2) those with an average
agreement rate of 0.5.

Using the judgements made by the 13 experts,
sets ofassociation values can be evaluated for each
state towards the three strategic stances. These
association values are evaluated by the number
of experts that categorised a state to each of the
stances, Prospector, Defender or Reactor, divided
by the number of experts who made a judgement
on that state. For example, when considering
the 13 experts, for the state KY (Kentucky), the
respective breakdown of their judgements is, 0 to
Prospector, 2 to Defenderand 11 to Reactor, giving
the respective association values of 0.000, 0.154
and 0.846. Using these sets of association value
for each state, a visual elucidation of the strategic
stances of all the 51 states is given in Figure 5, for
when the opinions of 13 experts were expressed.

In Figure 5, the levels of association to the
strategic stances, Prospector, Defender and Reac-
tor, of a state are represented as a simplex coor-
dinate (circle) in a simplex plot (equilateral tri-
angle). The vertices (corners) of the presented
simplex plot denote where there is total associa-
tion to a single strategic stance. The dashed lines
presented inside the simplex plot partition its
domain to where there is largest association to
one of the strategies (indicated by the nearest
vertex label), as well as the ordered association.
Also present in Figure 5 are shaded regions which
show the area where there will be at least 50%
association to one stance (majority association to
one stance over the other stances).

The results in Figure 5 show the majority of
the states have strategic stances which are part
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Figure 5. Association details of strategic stances
of US states, using 13 experts’ opinions

Prospector, Defender and Reactor. Interestingly,
there is a dearth of states” with mostly Prospec-
tor and Reactor stance associations; instead there
is a predominance of associations including the
Defender stance. Indeed, this predominance of
the Defender stance is shown by the breakdown
of the states to their most dominant (largest)
stance association; with 13 expert opinions; 14
Prospector, 28 Defector and 9 Reactor. In the
case of “50% plus majority’ association (states in
shaded regions), the breakdown is; 13 Prospec-
tor, 25 Defector and 9 Reactor (four states not in
shaded regions).

In this study, eight state LTC characteristics
were considered (see Table 4). The first two
measures (innovative programmes and innovate
policies) were created specifically for this analysis.
Both measures assign a score to each state based
on the number of innovative HCBS initiatives
(programs and policies respectively) operated by
the state LTC system. The other six characteristics
are those most commonly used in previous studies
of variation in the performance of LTC systems
and including measures of need (aged population
and disability rate), service supply (nursing home
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beds), state politics (senate voting records), and
state government munificence (state finances).

To enable an FDT analysis of this data, the
fuzzification of the eight characteristics is neces-
sary. Within an applied problem, it is important
to undertake an understandable mechanism for
their fuzzification (Fiss, 2007).

The impact of the level of fuzzification of the
characteristics directly impacts on the potential
size of the developed FDT, where low level of
fuzzification (low numbers of linguistic terms
(MFs) associated with each state characteristics)
may induce larger FDT, than if a higher level of
fuzzification is given (high numbers of linguistic
terms (MFs) associated with each characteristic).
Mitra et al. (2002) directly considers this point,
highlighting that a smaller/compact tree is; more
efficient both in terms of storage and time require-
ments, tends to generalize better to unknown
test cases, and leads to the generation of more
comprehensible linguistic rules.

Here, the fuzzification of the characteristics is
next described, with the defining values [aj,l’ %,
a5, &, o ] necessary to be found for each char-
acteristic. For a characteristic, the list of attribute
values was first discretized into three groups, us-
ing equal frequency discretization (whereby each
groups is made up of the same number of states
(objects)). The result of this discretization is the
evaluation of the defining values, %, and @, (cut
points found from the discretization). The other
three defining values, o 05 and % they are the
mean values from the attributes values in each of
the groups previously identified.

Based on this fuzzification process, the MFs
associated with the linguistic terms for a linguistic
variable form of the numerical characteristics can
be constructed, see Figure 6.

In Figure 6, the sets of defining values are
shown which describe the MFs defining the con-
comitant linguistic terms, here termed, Low,
Medium and High (forming linguistic variable)
for each of the eight characteristics. The explicit
interpretation of these terms needs to be taken in
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Table 4. State characteristics, measures, and sources

Label Characteristics Measure

Cl Innovative LTC Programs Combined score from 1 point each for: Money Follows the Person, Cash & Counselling,
Better jobs Better Care, National Governors Association Research grants, Demonstra-
tion projects, Medicaid state Plan personal care optional program, Medicaid Alzhiemers
programs, state-only funded programs, Medicaid waivers

C2 Innovative LTC Policies Combined score from 1 point each for: generous eligibility on Medicaid HCBS waiver
programs; lower than average waiting list on waiver program; existence of formal Ol-
mstead Plan; CON/moratorium on nursing home expansion; nursing home complaints;
% long-term care; operating Medically needy eligibility policy; value of real choice
systems change grants). Score 0-9

C3 Liberal state politics Americans for Democratic Action, index of state senators’ liberal voting records

C4 State Government Wealth State government (revenue — expenditure) + Debt

C5 State’s Need for Elderly LTC % aged population (65+)

C6 State’s Need for Disability LTC Disability rate

C7 State Wealth Income per capita

C8 Institutional Bed Supply Nursing home beds per 1,000 population

Figure 6. Membership functions of the linguistic terms, describing the linguistic variable forms of the

eight characteristics describing the states
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Table 5. Characteristic values and their fuzzification with majority linguistic term presented for KY and MN

State KY MN

Char Value Fuzzy Values Term Value Fuzzy Values Term
Cl 2 [0.788, 0.212, 0.000] Low 7 [0.000, 0.000, 1.000] High
C2 6 [0.000, 1.000, 0.000] Medium 5 [0.762, 0.238, 0.000] Low
C3 10 [0.966, 0.034, 0.000] Low 45 [0.000, 0.880, 0.120] Medium
C4 =75 [0.143, 0.857, 0.000] Medium -33.1 [0.847, 0.153, 0.000] Low
Cs 11.7 [0.179, 0.821, 0.000] Medium 11.1 [0.589, 0.411, 0.000] Low
C6 17.76 [0.000, 0.000, 1.000] High 10.52 [1.000, 0.000, 0.000] Low
C7 18587 [1.000, 0.000, 0.000] Low 25579 [0.000, 0.151, 0.849] High
C8 5.89 [0.000, 0.823, 0.177] Medium 6.76 [0.000, 0.500, 0.500] Medium/High

Stance [0.000, 0.154, 0.846] Reactor [0.923, 0.077, 0.000] Prospector

the context of the ordinal and continuous state
characteristics. An example of the impact of this
fuzzification process is made for two states,
namely KY and MN, see Table 5.

InTable 5, each characteristic value is fuzzified
into three fuzzy values denoting their grade of
membership to the respective number of linguis-
tic terms, which defined the associatied linguistic
variable. The bold value in a set of fuzzy values
is the largest in that set, which identifies the lin-
guistic term which there is major support for it in
describing the state. For example, in the case of
the state characteristic C1, with value 2 and 7 for
the states KY and MN respectively, the fuzzy
values can be found from inspection of Figure 6a,
with the largest of them 0.788 and 1.000, it offers
major support to the states being associated with
Low C1 for KY and High C1 for MN.

It is the series of fuzzy values representing
the state characteristics and stance associations
presented in Figure 5 that form the data set (fuzzy
data set), from which a FDT analysis can be un-
dertaken. The start of this FDT analysis is next
briefly described. Before this was undertaken, a
threshold value of #=0.700 was used throughout
this FDT construction process, associated with the
required level of subsethood required for a node
to designated a leaf node (see later).
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Following the FDT analysis given on the small
example data setearlier, the start of the FDT analy-
sis is with the evaluation of the root node (with
characteristic), associated with the characteristic
with the lowest G(E) value, see Table 6.

Table 6 shows G(C1) =0.636 is the lowest of
the presented values, indicating the characteristic
C1 offers least classification ambiguity, when
their linguistic term values are considered with
the levels of association each state has towards
the three strategic stances describing their LTC.
It follows, the characteristic C1 forms the root
node of the intended FDT, with a path created
associated with each linguistic term (Low, Me-
dium and High), and the related subsethood
values for each of these paths presented in Table
7.

In each row in Table 7, the largest value iden-
tifies the strategic stance each of the paths from
the root node is most associated with. For all three
paths, amongst the largest values, highlighted in
bold, only that associated with C1 = High (to
Prospector) is above the minimum truth level of
0.7 (B) desired, so that path ends at a leaf node.
For the other two paths (C1 = Low and C1 =
Medium), a check is required to be made to see
if the further augmentation of the path with other
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Table 6. Classification ambiguity values (G(-)) associated with fuzzy forms (linguistic variables) of the

state characteristics, C1, ..., C8
C1 C2 C3 C4 C5 Co6 C7 C8
G(v) 0.636 0.796 0.708 0.755 0.724 0.759 0.722 0.732

Table 7. Subsethoodvalues of Cl paths to strategy

stances, Prospector, Defender and Reactor

C1 Prospector Defender Reactor
Low 0.156 0.612 0.477
Medium 0.422 0.645 0.387
High 0.731 0.449 0.258

state characteristics will continue the reduction
in classification ambiguity.

This construction process is continued, until
each path results in a leaf node, either because a
required level of subsethood has been achieved or
it is not appropriate for any further augmentation
of characteristics. The resultant FDT is presented
in Figure 7.

There are nine leaf nodes in the FDT, which
each have a defined fuzzy decision rule associ-
ated with them. One of the rules, R6%*, is indi-
cated with a *, since the largest truth value as-
sociated with this rule is less than the 0.7 truth
threshold value imposed. In the case of this path
ofthe FDT, there was no further ability to augment
it with other nodes to improve the subsequent
classification ambiguity. By their very nature, the
fuzzy decision rules are readable (interpretable),
for example, the three rules R1, R4 and R9 can
be written as:

R1: “If C1, C7 and C3 are Low then LTC
Strategic Stance of a state is Prospector (0.059),
Defender (0.428) and Reactor (0.810)”

R4: “If C1 is Low and C7 is Medium then LTC
Strategic Stance of a state is Prospector (0.248),
Defender (0.907) and Reactor (0.571)”

R9: “If C1 is High then LTC Strategic Stance
of a state is Prospector (0.731), Defender
(0.449) and Reactor (0.258)”

In Figure 5, the relative association of the
states to the three strategic stances was exposited.
In Figure 8 the relative associations of the fuzzy
decision rules are considered. To achieve these
relative associations, for each fuzzy decisionrule,
the three subsethood values associating a state to
the three strategic stances are normalised so they
sum to one, allowing their representations as a
simplex coordinates in a simplex plot.

In each simplex plot shown in Figure 8, a fuzzy
decision rule is shown (represented as a star),
along with the states that satisfy the conditions
of that rule (using the simplex coordinates pre-
sented in Figure 5).

The fuzzy decision rule R1 is considered to
exposit these results. This reports truth levels
to Prospector, Defender and Reactor, of 0.059,
0.428 and 0.810 (normalized to 0.045, 0.330 and
0.625) with its largest association to the Reactor
strategic stance. Further inspection ofthe simplex
plot covering the rule R1 shows three out of the
five states, whose majority linguistic terms for
each state characteristic satisfy the conditions of
this rule, are also most associated with the Reac-
tor stance. While this is not a stipulation, all five
states are roughly clustered in the top right hand
region of the simplex plot. One of these states
is KY whose fuzzified state characteristics were
reported in Table 5, where the levels of strategic
stance associations are given. Similar clusters
of states are shown associated with each fuzzy
decision rule.
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Figure 7. FDT for US states’ health service strategy positions
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FUTURE TRENDS CONCLUSION

While fuzzy set theory (FST), is well known in
many fields of study, it has had limited impact in
the area of organizational and policy research. It
is not surprising then that the fuzzy decision tree
(FDT) approach has not properly formally been
applied in this area. With the resultant fuzzy ‘If..
then..” decision rules constructed, being readable
and interpretable, it offers a novel way forward
to gain inference in this area.

It will be interesting to note how FDT and
other alternative fuzzy approaches can be em-
ployed within the fields of organization and
policy research in the future. In the case of FDT
and other FST based techniques, how pertinent
their application is will depend greatly on how
acceptable the readability and interpretability
associated with FST techniques is.
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The recent discussion of set-theoretic approaches
in organization research, with the inclusion of
the understanding of fuzzy set theory (FST), is
a demonstration of the potential for FST based
approaches to be further employed in organiza-
tional and policy research. The detailed discussion
and analysis presented in this chapter presents a
concrete example of one way in which FST can
usefully be employed in both organizational and
policy research.

The fuzzy decision tree (FDT) approach de-
scribed is, of course, only one of a number of ap-
proaches that operate within a fuzzy environment.
Asthis chapter demonstrates, however, FDTsisan
approach to data mining that offers considerable
potential to organizational and policy research-
ers as it brings together a relatively well known
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Figure 8. Simplex plots exhibiting decision rules’position with the three strategic stances
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technique, the crisp ‘original’ form of decision
trees, and its development in a fuzzy environment.
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KEY TERMS AND DEFINITIONS

Condition Attribute: An attribute that de-
scribes an object. Within a decision tree it is part
of a non-leaf node, so performs as an antecedent
in the decision rules used for the final classifica-
tion of an object.
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Decision Attribute: An attribute that charac-
terises an object. Within a decision tree is part of
a leaf node, so performs as a consequent, in the
decision rules, from the paths down the tree to
the leaf node.

Decision Tree: A tree-like structure for repre-
senting a collection of hierarchical decision rules
that lead to a class or value, starting from a root
node ending in a series of leaf nodes.

Induction: A technique that infers generaliza-
tions from the information in the data.

LeafNode: Anode not further split, the termi-
nal grouping, in a classification or decision tree.

Linguistic Term: One of a set of linguistic
terms, which are subjective categories for a lin-
guistic variable, each described by a membership
function.

Linguistic Variable: A variable made up of a
number of words (linguistic terms) with associated
degrees of membership.

Path: A path down the tree from root node to
leaf node, also termed a branch.

Membership Function: A function that quan-
tifies the grade of membership of a variable to a
linguistic term.

Node: A junction point down a path in a deci-
sion tree that describes a condition in an if-then
decision rule. From a node, the current path may
separate into two or more paths.

Root Node: The node at the top of a decision
tree, from which all paths originate and lead to
a leaf node.
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ABSTRACT

The aim of this research was to study the performance of 58 Slovenian administrative districts (state

government offices at local level), to identify the factors that affect the performance, and how these ef-

fects interact. The main idea was to analyze the available statistical data relevant to the performance of
the administrative districts with machine learning tools for data mining, and to extract from available

data clear relations between various parameters of administrative districts and their performance. The

authors introduced the concept of basic unit of administrative service, which enables the measurement
of an administrative district s performance. The main data mining tool used in this study was the method
of regression tree induction. This method can handle numeric and discrete data, and has the benefit of
providing clear insight into the relations between the parameters in the system, thereby facilitating the

interpretation of the results of data mining. The authors investigated various relations between the pa-

rameters in their domain, for example, how the performance of an administrative district depends on the
trends in the number of applications, employees’ level of professional qualification, etc. In the chapter,

they report on a variety of (occasionally surprising) findings extracted from the data, and discuss how
these findings can be used to improve decisions in managing administrative districts.

INTRODUCTION administrative services for eight state ministries.

These administrative tasks are commonly organised
The aim of this research was to assess the perfor- in four departments of each administrative district.
mance of 58 Slovenian administrative districts (state  Theresearch covered only one of them —the depart-
government offices at local level), which provide ments for environment and spatial planning, whose

task is to issue various permits (planning permits,
DOI: 10.4018/978-1-60566-906-9.ch004 building permits and others) upon applications,

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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under the laws and supervision of Ministry for
environment and spatial planning. The follow-
ing three hypotheses were set at the beginning
of the research:

. The administrative districts have very dif-
ferent productivity.

*  The level of employee education has the
major influence on productivity.

. The increased number of applications re-
sults in longer times for processing.

The analysis showed several findings of inter-
est. Among them it was found that the organiza-
tional productivity among administrative districts
varied enormously, up to the ratio of 10: 1. Also,
the number of new applications plays a major
role in predicting the future trends in productivity.
Level of education of employees, and to a lesser
degree their age and gender, also influence the
productivity.

In our experience, machine learning methods
proved to be a very efficient tool for quick, auto-
matic and holistic analysis of large sets of different
data. It was especially effective at exposing most
characteristic patterns of behavior. According to
our experience in this study, the analyses with
classical statistical methods is much more rigid
and more costly in that it requires more time for
recognizing various hidden patterns of behavior
such as ones generated by machine learning meth-
ods. In this sense, machine learning is particularly
good at data exploration stage when hypotheses
are formulated. Of course, when we get to the
question of proving statistical significance of
hypotheses, then we face essentially the same
problems as in classical statistics.

BACKGROUND

Among practitioners, there is unfavourable and
prevailing general opinion (shared also by profes-
sionals and politicians) that the work performance
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at administrative services cannot be measured.
The authors of this paper and an emerging group
of innovative public managers which participated
with data gathering and discussions during the
present research have organized “committee for
quality”. Members of this committee do not share
this opinion and believe that the performance of
these services can gradually be more systemati-
cally measured and managed, very much like all
those in the private sector (Asbjorn, 1995). This
committee was a facilitator of new ideas in this
respect.

The main idea was to analyse the available
statistical data (Annual reports of Administrative
statistics 1996—1999) relevant to the performance
ofthe administrative districts with tools of machine
learning, to obtain clearrelations between various
parameters of administrative districts and the per-
formance. These machine learning tools include
those that are usually employed in data mining.
Additional objective was to set the requirements
for better performance measurement system and
suggest the need for new ways of decision mak-
ing by public managers in the fields of strategic
planning and performance management (including
performance based budgeting and performance
based pay).

The main data analysis tool used in this study
was the method of regression trees, one of rather
common machine learning techniques (Witten and
Frank 2005). We will describe this technique in
more detail in Section 3.

Developing and Organizing
Data for Analysis

All 58 administrative districts, which employ
more than 3000 administrative workers, provide
administration services atlocal level for eight state
ministries. The performance of these districts is
not properly measured, monitored and thus not
well managed.

Data sets that were used for the analysis were
gathered for the period of four years: 1996-99,
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from various sources (Administrative statistics,
and quarterly reports by Ministry of Interior;
these are specially designed questionnaires, in-
terviews, etc.).

Structuring the Domain
of Investigation

The first step in the development of a data base
for the analysis was to classify and standard-
ize various different administrative services as
much as possible. The existing official quarterly
reports and administrative statistics regarded and
presented various administrative services fromall
departments as equally demanding, which is far
from reality. If we want to exercise any serious
performance assessment, we must first establish
the common denominator for these various ser-
vices. In this study, one ofthe authors (Z.P.) carried
out this task by conducting several meetings with
representative experts from the departments for
environment and spatial planning (which was the
focus of the research). It was agreed to classify the
administrative services into five groups.

Also, the time needed to process different
types of applications were defined by taking the
average time estimates by these experts. On this
basis, the relative ratios were calculated, taking
as the base the group of services which demanded
the least time — basic service). By multiplying
each administrative service with its ratio, all the
services provided canbe expressed in units of basic
services, which made it possible to compare the
productivity between all five groups of administra-
tive services. These ratios per one service were:

Planning permit 1.99 (32.4 hrs)

Building permit 1.77 (28.8 hrs)

Permit for use 2.26 (36.8 hrs)

Registration of construction work 1.00 (16.3
hrs) — basic unit of service

Other permits 1.34 (21.8 hrs)

Sowp

e

Data Collection and Cleaning

The next step was to gather as much data as pos-
sible about all the possible attributes (parameters)
that may effect, or are in any way related to the
performance of administrative districts.

For the benefit of expressing the average and
each single organization’s productivity in costs
perunit of various administrative services (which
is best understood by the customers — taxpayers;
and should be even more by budget authorities),
the approximate costs were estimated - 20.000
EUR per year per worker (approximately one half
of this amount represents the salary and another
half material costs).

The nexttask was to “clean” the data from offi-
cial administrative statistics, by eliminating errors
(noise) from the existing data. The most common
errors were found when data was extracted from
quarterly reports, where the numbers of unsolved
cases atthe end of each quarter were simply added
together and presented in annual reports (instead
the end of the fourth quarter only).

The final data sets that were used for the
analysis were organized in electronic spreadsheets
and included the following groups of attributes:

1. Annual structure and number of different
classified administrative services (solved
cases per year = “’production” per year in
% for four year period)

2. Annual “production” expressed in units of
basic services

3. “Production” cost per basic service for four
year period

4. Number of new applications and unsolved
cases per year for four year period

5. Number of employees, age, gender, level of
education for four year period

6. Presence of performance measurement and
stimulation measures for four year period

7. Population served by administrative unit

8. Various other derived indexes (trends) and
some other performance indicators (such as
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Table 1. Average time spent for administrative services (productivity) in years 1996—99

1996 1997 1998 1999
Number of employees in dept. 58 AD 555 574 568 544
Available working hours: 6,5 hrs x 20 days 721.500 746.200 738.400 707.200
x 10 months (approx.) x number of workers
Number of services performed (expressed in 117.489 118.236 105.647 101.162
basic units)
Hours per basic unit of service 6.14 6.31 6.99 6,99
Hours per planning permit 12.19 12.56 13.91 13.91
Hours per building permit 10.87 11.17 12.37 12.37
Hours per permit for use 13.88 14.26 15.80 15.80
Hours per other permits 8.23 8.46 9.37 9.37

denied applications or overturned decision
on higher level)

Then a table of classified administrative
services was constructed. The rows in the table
correspond to the 58 administrative districts. For
each row in the table, there were four groups of
columns corresponding to the four years 1996—
1999. Each column contained 5 different classified
services (A—E). By learning the share of different
services of each administrative district (from the
questionnaires) in the four years and the number
of employees, we were able to calculate the aver-
age production time and cost for all services in
the given year.

Nearly all the data sets needed some quality
improvement which is quite usual experience
(see Table 1).

The experts from the administrative districts
gave their estimated average (standard) time of
16.30 hours per basic unit of services, while these
calculations showed this to have been a gross
underestimate by the factor of 2,466 (the actual
average time for basic unit was found to be only
6,61 hours). This additionally adds to the conclu-
sion that the understanding of the work pro-
cesses in administrative districts is very weak.
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DATA MINING METHOD
USED IN THE ANALYSIS

For this study we have chosen to use Machine
Learning (ML) methods (Witten & Frank 2005;
Mitchell 1997; Weiss & Kulikowski 1991) for data
analysis. We could have chosen for our analysis
more traditional, classical statistical methods.
However, we found ML tools more appropriate for
this study. The reason is that our primary interest
was exploratory data analysis, where we try to
extract relations, possibly tentative and largely
speculative, from the data. These relations that
result from ML-based analysis should be under-
stood as hypotheses, not necessarily as definite,
statistically significant findings.

Generating hypotheses is harder to do in the
classical statistical framework than with ML
techniques because the latter are more flexible in
enabling automatic generation (not only testing)
of hypotheses. For example, classical numerical
regression methods are usually limited to linear
regression functions, whereas regression tree
techniques in ML typically result in non-linear
models. Here we may also consider the so-called
model trees with linear regression in the leaves.
Therefore, regression trees are a much more ex-
pressive hypothesis language than the one used
by classical numerical regression. The class of
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models generated by regression tree techniques
is much larger than that of linear regression. Clas-
sical statistical methods, on the other hand, may
have advantage in that they are easier for rigorous
statistical testing of the significance of hypotheses.
Simply, the much larger multiplicity of possible
hypotheses in regression trees makes it harder to
avoid over fitting of hypotheses to data, and to
evaluate the hypotheses’ statistical significance.

An approach to the handling of multiplicity of
hypotheses considered by the search for a model,
called EVC (extreme value correction) was devel-
oped by Mozina et al. (2006), but applying this
technique in ML techniques is quite complicated.
It requires an approximation of the distribution
of accuracy over the (usually large) set of trees
considered by a tree induction algorithm. By way
of a summary, ML is more flexible and effective
for generating material for further interpretation
and research. The price for this greater flexibility
is, of course, that there is danger of misinterpret-
ing the results of ML. The results should usually
be interpreted very cautiously.

As it will become clear later, learning to make
accurate numerical predictions is very hard in our
domain (many attributes and small number of ex-
amples), therefore the ability of ML techniques to
generate more versatile models is more valuable
than numerical prediction accuracy. ML models
offer more ways of meaningful interpretation of
the relations in the domain. They enable the expert
to explore the domain, consider patterns that ap-
pear in induced hypotheses, and gain unexpected
insights about the domain.

The particular ML technique used in our study
is the learning of regression trees from data (Brei-
man et al. 1986; Witten & Frank, 2005). In most
of our analyses we used an early implementation
of regression tree learning RETIS by A. Karali¢
(Karali¢ 1991). A more recent implementation
of regression tree learning is part of the Orange
system for ML (Demsar, Zupan & Leban, 2004). A
particularly powerful practical feature of Orange
is the intelligent data visualization module that

can be used for initial “visual” analysis of the data
at the stage where the “data miner” develops the
“feel” for the data (Leban et al., 2006).

The choice of regression trees among many
other ML techniques was in our case justified by the
following properties of our data mining problem:

1. the class (or “target variable”, i.e. the vari-
able that we want to predict) was given: the
productivity of an administrative district
measured as the cost of basic unit of service;
this fact makes some other data mining ap-
proaches, suchas unsupervised learning (e.g.
inducing associationrules) less appropriate;

2. the target variable was numerical; there-
fore classification learning methods (such
as decision trees, or rules) would be less
appropriate because they would require at
leastthe discretization of the numerical class
variable;

3. we were interested in detecting complex,
non-linear patterns, which is handled by
regression trees, but not with, say, multivari-
ate linear regression.

Of course there are anumber of ML techniques
that we considered as alternatives to regression
trees. These alternatives include decision trees
(which would require the discretization of the
target variable), or if-then rules with either nu-
merical predictions or, again, discretized target
variable, or neural networks, or variants of Sup-
port Vector Machines, etc. As explained above,
the choice of regression trees fits the properties
of our data mining problem the most directly and
naturally. Discretization of the target variable,
required by decision trees, would either lead to
loss of information on the order of discrete values,
or to the difficulty of non-standard decision tree
learning with ordinal class. Our major requirement
regarding the data mining technique also was that
the results of learning be easy to understand and
interpret by a human expert. This makes methods
like neural networks less appropriate. We could
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here continue to analyze in depth various aspects
of the choice of the data mining method, and find
that some alternatives would be quite viable and
would lead to similar general findings as regres-
sion trees. But the main contribution of this paper
is the analysis of public administrative services
data; therefore we will instead concentrate in this
paper more on this application.

In the following we describe more precisely
how our data mining problem was formulated as a
regression tree learning task. Induction of regres-
siontrees can be viewed as amethod for automatic
knowledge acquisition from data. Regularities that
are present in the analyzed data are automatically
extracted from the data. In the context of machine
learning, the data is interpreted as examples drawn
from the domain of investigation, and the true
regularities in the domain are hopefully extracted
from the examples. In the case of learning regres-
sion trees, the data has the form of a table, and the
extracted regularities are represented in the form
of a regression tree. Each row of the data table is
viewed as an example for learning.

In our case study, each administrative district
represents an example for learning. The columns of
the data table correspond to the attributes that are
used to describe the examples. In our case study,
the number of employees is one of the attributes.
There is a selected distinguished attribute, called
the target variable, or class. A learned regression
tree extracted from the data specifies the mapping
from the attributes to the class. More formally,
let the class be y, and the attributes be x, x,,...,
x_. Then the learned regression tree defines a
function y = f(x, X,,..., X_). The attributes can
be discrete (nominal) or continuous (numerical).
In the case of regression trees, the class is con-
tinuous. In our analysis, the class is typically the
average time in an administrative district needed
to accomplish the basic administrative task (cost
of basic service). This is a continuous variable.
This choice of class attribute is the most natural
because in our analysis we are most interested
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in the district’s performance depending on the
attributes of an administrative district.

Inaregressiontree, there are selected attributes
assigned to the internal nodes of the tree. The
branches stemming from an internal node cor-
respond to possible values of the attribute at the
node. Class values, i.e. numbers, are assigned to
theleafnodes ofthe tree. Aregression tree learning
algorithm constructs such a tree from the given
data table in such a way that the tree minimizes
the expected prediction error when predicting the
class value given the attribute values. The algo-
rithm attempts to select the most “informative”
attributes and inserts them at the highest levels
in the tree. The most “informative” attributes are
those that have the highest influence on the class
value, so they are the most important in predict-
ing the class.

A regression tree is used for prediction of the
class value for a given new case as follows. We
start at the root node and consider the attribute at
the root. We then proceed down the tree along the
branch that corresponds to the new case’s value
of this attribute, which leads to the next internal
node. At the next node, we repeat the same action.
We thus progress down-words along a path of the
tree until a leaf node is encountered. The class
value assigned to that leaf is our predicted class
value for the given case. We will show a number
of examples of regression trees, along with their
interpretation, in the section on the results of the
analysis.

In our experiments, we sometimes used the
variation of regression trees with linear regression
at the leaves that is model trees. In such a tree,
a linear regression formula is assigned to a leaf
node, instead of a single numerical value. This
regression formula is then used to compute the
class value (instead of just reading the class value
attheleaf). This variety of regression tree learning
canbeviewed as structured linear regression. That
is, the tree assigns separate regression formulas
to different subspaces of the problem domain.
The subspace covered by a regression formula
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is defined by the conditions along the path from
the root to the leaf at which the formula appears.
Although model trees are an attractive possibility,
in our study they generally turned out to be less
useful than the usual, “point-value” trees, and
model trees’ prediction accuracy was somewhat
inferior. The reason for this is probably the fact
that linear regression in the leaves was unreliable
because of shortage of learning data.

Regression tree learning programs typically
also have the built in simplification mechanism
called “pruning”. This mechanism prunes those
leaves ofthe tree and corresponding branches that
have low degree of significance. This simplifies
the induced trees which makes trees less complex
and thus easier to comprehend and to interpret
key patterns in the trees. The pruning also tends
to improve the predictive accuracy of regression
trees because it largely reduces the effect of “noise”
(errors) in the learning data.

PERFORMANCE ANALYSIS
WITH REGRESSION TREES

Studying regression trees that resulted from the
mining of administrative districts data, we can
draw valuable conclusions about various patterns
of behavior among 58 administrative districts
(departments).

It should be noted that, as usual in data min-
ing, the mining was not done in “one shot”, but
it was a complex, iterative process that involved
many experiments where our data mining tool
was applied with various parameter settings (e.g.
degree of tree pruning) to different versions of
data. In this process, several learning problems
were formulated and re-formulated, and induced
trees were interpreted by the domain expert where
new ideas about problem formulations appeared.
The data for various formulations of the lean-
ing problem were refined or re-interpreted. For
example, subsets of attributes were pre-selected
according to the domain expert’s (Z. P.) opinion,

and new (derived) attributes were added, such
as “trend attributes” that indicate the changes of
attribute values between different years.

One interesting question is whether further
experimentation with other parameter settings
and reformulations of the learning task might
lead to predictors with higher accuracy than that
attained in this paper. On this note, a rather firm
conclusion of our experience in this study is that
itisunlikely that further experiments could lead to
substantial improvements in predictive accuracy.

Examples of induced regression trees and their
interpretation, together with findings of interest,
are shown on the following pages. In these experi-
ments, we varied the class attribute and the set of
other attributes selected in individual cases from
the whole data table.

Impact of Unsolved 96 and New
Applications '97 on Productivity 97

Here RETIS induced a relation between the num-
ber of unsolved applications from the previous
year and the current year, and the productivity
expressed as cost of basic administrative service
(see Figure 1).

The generated regression tree offers the fol-
lowing findings:

a.  The single most influential attribute is the
number ofnew applicationsin 97, the nextis
thenumber of employees, then the combined
number of unsolved from the previous plus
new applications from the current year, and
the number of unsolved from the previous
year.

b.  The cluster of 21 administrative districts on
theleftlower part of the regression tree offers
an interesting picture. This is the group of
larger administrative districts withmore than
8 employees in the department. The subgroup
of 13 with more than 1346 applications per
year has higher productivity than the other
8 by about 25%. The further distinction in
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Figure 1. Cost of basic service depending on the four attributes mentioned in the right top corner
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productivity between the two subgroups is
the amount of unsolved cases from the pre-
vious year. Those ones from the subgroup
with the highest number of unsolved cases
show about 20% lower productivity. These
findings show the hidden rule; too many un-
solved cases produce kind of “panic” effect
which occurs when the number of “orders”
(new and old applications) exceeds an op-
timal number which appears to be around
250 - 300.

c.  The lowest productivity (cost of basic ser-
vice = 242.68 — 326.35 EUR) is shown by
5 administrative districts which employ 8 or
more workers and received up to 520 new
applications in 1997 (1 EUR = 239 SIT).

Relations between Productivity
Trends and Trends of New
Applications '98-99

Here the selected attributes and class were relevant
for studying the trends between productivity and

74

>1569 <1033 >1033

| 24+1 | |28‘f3 ” 17+3 || 2313 |

trends in new applications (Figure 2). The find-
ings are: For the majority of the administrative
districts (43) it seems to hold: if the index of new
applications is from 86 to 114 than the index of
basic service cost is between 73 and 139. The
tree hints inverse correlation with slightly greater
dispersion on the cost side. In other words, this
pattern shows direct dependency between new
applications and productivity. This phenomenon
is further clarified in the graph of Figure 3 where
inverse correlation is clearly indicated.

Productivity, Throughput and
Education Level of Employees in
1996

The tree in Figure 4 shows how the cost per basic
service is affected by the percentages of cases
solved in 1 month, more than one month, and
the average education level of the employees.
The findings are:
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Figure 2. Relations between productivity trends and trends in new applications 98-99

Classes: Attributes:
- Index of new applications 98/99 (1 V §/9) - Index of cost per basic service 98/99 (I LC 8/9)

- Index of unsolved applications 97/98 (I N 7/8)
- Index of solved basic services 98/99 (I PR §9)
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Figure 3. Indexes of new applications and cost per basic service

Graph: Relation between 98/99 indexes of new applications (series 1) and
costs per basic unit (series 2)
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The first division is made on the throughput
performance (percentage of cases solved
within one month). We would expect from
the group of 21 administrative districts with
faster throughput on the right side of the tree
to have also higher productivity than the
group of the remaining 37 on the left side.
The machine learning analysis proves this

expectation wrong. The share of the most
productive ones (costper unitaround 20.000
SIT = 83.68 EUR) is equal in both groups
(1/3), while the least productive ones (cost
around 40.000 SIT = 167.36 EUR) have a
higher share in the group of 21 with the
fastest throughput.
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