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Preface

In general, the extraction of information from databases is called data mining. A
database is a data collection that is organized in a way that allows easy accessing,
managing, and updating its contents. Data mining comprises numerical and
statistical techniques that can be applied to data in many fields, including drug
discovery. A functional definition of data mining is the use of numerical analysis,
visualization, or statistical techniques to identify nontrivial numerical relationships
within a data set to derive a better understanding of the data and to predict future
results. Through data mining, one derives a model that relates a set of molecular
descriptors to biological key attributes such as efficacy or ADMET properties. The
resulting model can be used to predict key property values of new compounds, to
prioritize them for follow-up screening, and to gain insight into the compounds’
structure–activity relationship. Data mining models range from simple, parametric
equations derived from linear techniques to complex, nonlinear models derived
from nonlinear techniques. More detailed information is available in literature [1–7].
This book is organized into four parts. Part One deals with different sources of

data used in drug discovery, for example, protein structural databases and the main
small-molecule bioactivity databases.
Part Two focuses on different ways for data analysis and data enrichment. Here,

an industrial insight into mining HTS data and identifying hits for different targets
is presented. Another chapter demonstrates the strength of powerful data visual-
ization tools for simplification of these data, which in turn facilitates their
interpretation.
Part Three comprises some applications to polypharmacology. For instance, the

positive outcomes are described that data mining can produce for ligand profiling
and target fishing in the chemogenomics era.
Finally, in Part Four, systems biology approaches are considered. For example, the

reader is introduced to integrative and modular analysis approaches to mine large
molecular and phenotypical data. It is shown how the presented approaches can
reduce the complexity of the rising amount of high-dimensional data and provide a
means for integrating different types of omics data. In another chapter, a set of novel
methods are established that quantitatively measure the biological impact of
chemicals on biological systems.
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A Personal Foreword

The term data mining is well recognized by many scientists and is often used when
referring to techniques for advanced data retrieval and analysis. However, since
there have been recent advances in techniques for data mining applied to the
discovery of drugs and bioactive molecules, assembling these chapters from experts
in the field has led to a realization that depending upon the field of interest
(biochemistry, computational chemistry, and biology), data mining has a variety
of aspects and objectives.
Coming from the ligand molecule world, one can state that the understanding

of chemical data is more complete because, in principle, chemistry is governed by
physicochemical properties of small molecules and our “microscopic” knowledge
in this domain has advanced considerably over the past decades. Moreover,
chemical data management has become relatively well established and is now
widely used. In this respect, data mining consists in a thorough retrieval and
analysis of data coming from different sources (but mainly from literature),
followed by a thorough cleaning of data and its organization into compound
databases. These methods have helped the scientific community for several
decades to address pathological effects related to simple (single target) biological
problems. Today, however, it is widely accepted that many diseases can only be
tackled by modulating the ligand biological/pharmacological profile, that is, its
“molecular phenotype.” These approaches require novel methodologies and, due
to increased accessibility to high computational power, data mining is definitely
one of them.
Coming from the biology world, the perception of data mining differs slightly. It

is not just a matter of literature text mining anymore, since the disease itself, as
well as the clinical or phenotypical observations, may be used as a starting point.
Due to the complexity of human biology, biologists start with hypotheses based
upon empirical observations, create plausible disease models, and search for
possible biological targets. For successful drug discovery, these targets need to be
druggable. Moreover, modern systems biology approaches take into account the
full set of genes and proteins expressed in the drug environment (omics), which
can be used to generate biological network information. Data mining these data,
when structured into such networks, will provide interpretable information that
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leads to an increased knowledge of the biological phenomenon. Logically, such
novel data mining methods require new and more sophisticated algorithms.
This book aims to cover (in a nonexhaustive manner) the data mining aspects for

these two parallel but meant-to-be-convergent fields, which should not only give the
reader an idea of the existence of different data mining approaches, algorithms, and
methods used but also highlight some elements to assess the importance of linking
ligand molecules to diseases. However, there is awareness that there is still a long
way to go in terms of gathering, normalizing, and integrating relevant biological and
pharmacological data, which is an essential prerequisite for making more accurate
simulations of compound therapeutic effects.
This book is structured into four parts: Part One, Data Sources, introduces the

reader to the different sources of data used in drug discovery. In Chapter 1,
Kellenberger et al. present the Protein Data Bank and related databases for exploring
ligand–protein recognition and its application in drug design. Chapter 2 by Nicola
et al. is a reprint of a recently published article in Journal of Medicinal Chemistry
(2012, 55 (16): 6987–7002) that nicely presents the main small-molecule bioactivity
databases currently used in medicinal chemistry and the modern trends for their
exploitation. In Chapter 3, Hastings et al. point out the importance of chemical
ontologies for the standardization of chemical libraries in order to extract and
organize chemical knowledge in a way similar to biological ontologies. Chapter 4 by
Martin et al. presents the importance of a corporate chemical registry system as a
central repository for uniform chemical entities (including their spectrometric data)
and as an important point of entry for exploring public compound activity databases
for systems biology data.
Part Two, Analysis and Enrichment, describes different ways for data analysis

and data enrichment. In Chapter 5, Battey et al. didactically present the basics of
plant pathway construction, the potential for their use in data mining, and the
prediction of pathways using information from an enzymatic structure. Even
though this chapter deals with plant pathways, the information can be readily
interpreted and applied directly to metabolic pathways in humans. In Chapter 6,
Azzaoui et al. present an industrial insight into mining HTS data and identifying
hits for different targets and the associated challenges and pitfalls. In Chapter 7,
Mosenkis et al. clearly demonstrate, using different examples, how powerful data
visualization tools are key to the simplification of complex results, making them
readily intelligible to the human brain and eye. We also welcome Chapter 8 by
Marcou et al. that provides a concrete example of the increasingly frequent need
for powerful statistical processing tools. This is exemplified by the use of R in the
chemoinformatics process. Readers will note that this chapter is built like a
tutorial for the R language in order to process, cluster, and visualize molecules,
which is demonstrated by its application to a concrete example. For programmers,
this may serve as an initiation to the use of this well-known bioinformatics tool for
processing chemical information.
Part Three, Applications to Polypharmacology, contains chapters detailing tools

and methods to mine data with the aim to elucidate preclinical profiles of small
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molecules and select potential new drug targets. In Chapter 9, Prous et al. nicely
present three examples of knowledge bases that attempt to relate, in a compre-
hensive manner, the interactions between chemical compounds, biological enti-
ties (molecules and pathways), and their assays. The second part of this chapter
presents the challenges that these knowledge-based data mining methodologies
face when searching for potential mechanisms of action of compounds. In
Chapter 10, Jullian et al. introduce the reader to the advantages of using rule-
based methods when exploring polypharmacological data sets, compared to
standard numerical approaches, and their application in the development of
novel ligands. Finally, in Chapter 11, Bryant et al. familiarize us with the positive
outcomes that data mining can produce for ligand profiling and target fishing in
the chemogenomics era. The authors expose how searching through ligand and
target pharmacophoric structural and descriptor spaces can help to design or
extend libraries of ligands with desired pharmacological, yet lowered toxicological,
properties.
In Part Four, Systems Biology Approaches, we are pleased to include two

exciting chapters coming from the biological world. In Chapter 12, Bergmann
introduces us to integrative and modular analysis approaches to mine large
molecular and phenotypical data. The author argues how the presented
approaches can reduce the complexity of the rising amount of high-dimensional
data and provide a means to integrating different types of omics data. Moreover,
astute integration is required for the understanding of causative links and the
generation of more predictive models. Finally, in the very robust Chapter 13,
Sewer et al. present systems biology-based approaches and establish a set of novel
methods that quantitatively measure the biological impact of the chemicals on
biological systems. These approaches incorporate methods that use mechanistic
causal biological network models, built on systems-wide omics data, to identify
any compound’s mechanism of action and assess its biological impact at the
pharmacological and toxicological level. Using a five-step strategy, the authors
clearly provide a framework for the identification of biological networks that are
perturbed by short-term exposure to chemicals. The quantification of such
perturbation using their newly introduced impact factor “BIF” then provides
an immediately interpretable assessment of such impact and enables observations
of early effects to be linked with long-term health impacts.
We are pleased that you have selected this book and hope that you find the

content both enjoyable and educational. As many authors have accompanied
their chapters with clear concise pictures, and as someone once said “one figure
can bear thousand words,” this Personal Foreword also contains a figure (see below).
We believe that the novel applications of data mining presented in these pages by
authors coming from both chemical and biological communities will provide the
reader with more insight into how to reshape this pyramid into a trapezoidal form,
with the enlarged knowledge area. Thus, improved data processing techniques
leading to the generation of readily interpretable information, together with
an increased understanding of the therapeutical processes, will enable scientists
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to take wiser decisions regarding what to do next in their efforts to develop
new drugs.
We wish you a happy and inspiring reading.

Strasbourg, March 14, 2013 Remy Hoffmann, Arnaud Gohier,
and Pavel Pospisil
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Part One
Data Sources
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1
Protein Structur al Dat abases in Dru g Discovery
Esther Kellenberger and Didier Rognan

1.1
The Protein Data Bank: The Unique Public Archive of Protein Structures

1.1.1
History and Background: A Wealthy Resource for Structure-Based
Computer-Aided Drug Design

Th e P rot ein Dat a Bank (PDB) was founded i n the early 1970s t o provid e a
reposit ory of th re e-dime nsional (3D) struc tures of bio logic al macromolecul es.
Since then, scientists from around the world su bmit coordinate s a nd inf orma-
tion to mirror s ite s in t he Unite s States, Europe, a nd Asia. In 2003, th e R esearc h
Coll aboratory for Struct ural Bio informatic s P rot ein Data B ank (RCSB PDB,
US A), t he P ro tei n Data B ank in E urope (PDBe ) – t he Macromolec ular Struct ure
Database at the Europe an Bioinformatic s Institute (MSD-EBI) b ef ore 2009, and
the Protein Data Bank Japan (PDBj) a t th e Osaka Unive rsit y formall y merged i nto
a single standardized archive, named t he worl dwid e PDB (wwPDB, h ttp://www
.w wpdb.org/) [1]. A t its c re ation in 1971 at th e Brookhaven Nat ional Laborat ory,
the P DB re gistered se ven s tructu re s. With more than 75 000 entries i n 2011, th e
numb er of struc tures be ing d epos ite d each year in P DB has be en cons tantly
increasing (Figure 1.1).
The growth rate was especially boosted i n the 2000s by structural genomics

initiatives [2,3]. R esearch centers from around the globe made joint efforts to
overexpress, crystallize, and solv e the protein structures at a high throughput
for a reduced cost. Particular attention was paid to the quality and the utility of
the structures, thereby r esulting in supplementa tion of the PDB with new folds
(i.e., three-di mensiona l orga nization o f s econ dary structures ) a nd new functional
families [4,5].
The TargetTrack archive (http://sbkb.org) registers the status of macromolecules

currently under investigation by all contributing centers (Table 1.1) and illustrates
the difficulty in getting high-resolution crystal structures, since only 5% targets
undergo the multistep process from cloning to deposition in the PDB.
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If only 450 complexes between an FDA-approved drug and a relevant target are
available according to the DrugBank [6], the PDB provides structural information
for a wealth of potential druggable proteins, with more than 40 000 different
sequences that cover about 18 000 clusters of similar sequences (more than 30%
identity).
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Figure 1.1 Yearly growth of deposited structures in the Protein Data Bank (accessed August 2011).

Table 1.1 TargetTrack status statistics.

Status Total
number
of targets

Relative to
“cloned”
targets (%)

Relative to
“expressed”
targets (%)

Relative to
“purified”
targets (%)

Relative to
“crystallized”
targets (%)

Cloned 192 735 100.0 — — —

Expressed 120 526 62.5 100.0 — —

Soluble 35 436 18.4 29.4 — —

Purified 45 105 23.4 37.4 100.0 —

Crystallized 14 472 7.5 12.0 32.1 100.0
Diffraction-quality
crystals

7059 3.7 5.9 15.7 48.8

Diffraction 7522 3.9 6.2 16.7 52.0
NMR assigned 2262 1.2 1.9 5.0 —

HSQC 3409 1.8 2.8 7.6 —

Crystal structure 4953 2.6 4.1 11.0 34.2
NMR structure 2136 1.1 1.8 4.7 —

In PDB 8618 4.5 7.2 19.1 45

Accessed August 2011.
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1.1.2
Content, Format, and Quality of Data: Pitfalls and Challenges
When Using PDB Files

1.1.2.1 The Content
The PDB stores 3D structures of biological macromolecules, mainly proteins (about
92% of the database), nucleic acids, or complexes between proteins and nucleic
acids. The PDB depositions are restricted to coordinates that are obtained using
experimental data. More than 87% of PDB entries are determined by X-ray
diffraction. About 12% of the structures have been computed from nuclearmagnetic
resonance (NMR) measurements. Few hundreds of structures were built from
electron microscopy data. The purely theoretical models, such as ab initio or
homology models, are no more accepted since 2006. For most entries, the PDB
provides access to the original biophysical data, structure factors and restraints files
for X-ray andNMR structures, respectively. During the past two decades, advances in
experimental devices and computational methods have considerably improved the
quality of acquired data and have allowed characterization of large and complex
biological specimens [7,8]. As an example, the largest set of coordinates in the PDB
describes a bacterial ribosomal termination complex (Figure 1.2) [9]. Its structure
determined by electron microscopy includes 45 chains of proteins and nucleic acids
for a total molecular weight exceeding 2 million Da.

Figure 1.2 Comparative display of the largest macromolecule in the PDB (Escherichia coli
ribosomal termination complex, PDB code 1ml5, left) and of a prototypical drug (aspirin, PDB
code 2qqt, right).
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To stress the quality issue, one can note the recent increase in the number of crystal
structures solved at very high resolution: 90% of the 438 structures with a resolution

better than 1 A
�  
was deposited after year 2000. More generally, the enhancement in the

structure accuracy translates into a more precise representation of the biopolymer
details (e.g., alternative conformations of an amino acid side chain) and into the
enlarged description of the molecular environment of the biopolymer, that is, of
the nonbiopolymer molecules, also named ligands. Ligands can be any component of
the crystallization solution (ions, buffers, detergents, crystallization agents, etc.), but it
can also be biologically relevant molecules (cofactors and prosthetic groups, inhibitors,
allosteric modulators, and drugs). Approximately 11 000 different free ligands are
spread across 70% of the PDB files.

1.1.2.2 The Format
The conception of a standardized representation of structural data was a requisite of
the database creation. The PDB format was thus born in the 1970s and was designed as
a human-readable format. Initially based on the 80 columns of a punch card, it has not
much evolved over time and still consists in a flat file divided into two sections
organized into labeled fields (see the latest PDB file format definition at http://www
.wwpdb.org/docs.html). The first section, or header, is dedicated to the technical
description and the annotation (e.g., authors, citation, biopolymer name, and
sequence). The second one contains the coordinates of biopolymer atoms (ATOM
records), the coordinates of ligand atoms (HETATM records), and the bonds within
atoms (CONECTrecords). The PDB format is roughly similar to the connection table
of MOL and SD files [10], but with an incomplete description of the molecular
structure. In practice, no information is provided in the CONECTrecords for atomic
bondswithin biopolymer residues. Bond orders in ligands (simple, double, triple, and
aromatic) are not specified and the connectivity data may be missing or wrong. In
the HETATM records, each atom is defined by an arbitrary name and an atomic
element (as in the periodic table). Because the hydrogen atoms are usually not
represented in crystal structures, there are often atomic valence ambiguities in the
structure of ligands.
To overcome limits in data handling and storage capacity for very large biological

molecules, two new formats were introduced in 1997 (the macromolecular crystal-
lographic information file or mmCIF) and 2005 [the PDB markup language
(PDBML), an XML format derivative] [11,12]. They better suit the description of
ligands, but are however not widely used by the scientific community. There are
actually few programs able to read mmCIF and PDBML formats, whereas almost all
programs can display molecules from PDB input coordinates.

1.1.2.3 The Quality and Uniformity of Data
Errors and inconsistencies are still frequent in PDB data (see examples in Table 1.2).
Some of them are due to evolution in time of collection, curation, and processing of
the data [13]. Others are directly introduced by the depositors because of the limits in
experimental methods or because of an incomplete knowledge of the chemistry and/
or biology of the studied sample. In 2007, the wwPDB released a complete

6j 1 Protein Structural Databases in Drug Discovery

http://www.wwpdb.org/docs.html
http://www.wwpdb.org/docs.html


remediated archive [14]. In practice, sequence database references and taxonomies
were updated and primary citations were verified. Significant efforts have also been
devoted to chemical description and nomenclature of the biopolymers and ligands.
The PDB file format was upgraded (v3.0) to integrate uniformity and remediation
data and a reference dictionary called the Chemical Component Dictionary has
been established to provide an accurate description of all the molecular entities
found in the database. To date, however, only a few modeling programs (e.g., MOE1)

and SYBYL2)) make use of the dictionary to complement the ligand information
encoded in PDB files.
The remediation by the wwPDB yielded in March 2009 to the version 3.2 of the

PDB archive, with a focus on detailed chemistry of biopolymers and bound ligands.
Remediation is still ongoing and the last remediated archive was released in July
2011. There are nevertheless still structural errors in the database. Some are easily
detectable, for example, erroneous bond lengths and bond angles, steric clashes, or
missing atoms. These errors are very frequent (e.g., the number of atomic clashes in
the PDB was estimated to be 13 million in 2010), but in principle can be fixed by
recomputing coordinates from structure factors or NMR restraints using a proper
force field [15]. Other structural errors are not obvious. For example, a wrong protein
topology is identified only if new coordinates supersede the obsolete structure or if
the structure is retracted [16]. Hopefully, these errors are rare. More common and
yet undisclosed structural ambiguities concern the ionization and the tautomeriza-
tion of biopolymers and ligands (e.g., three different protonation states are possible
for histidine residues).

Table 1.2 Common errors in PDB files and effect of the wwPDB remediation.

Description of errors Impacted data Status upon
remediation

Invalid source organism Annotation Fixed
Invalid reference to protein sequence databases Annotation Fixed
Inconsistencies in protein sequencesa) Annotation Fixed
Violation of nomenclature in proteinb) Structure Fixed
Incomplete CONECTrecord for ligand residues Structure Partly solved
Wrong chemistry in ligand residues Structure Partly solved
Violation of nomenclature in ligandc) Structure Unfixed
Wrong coordinatesd) Structure Unfixed

a) In HEADER and ATOM records.
b) For example, residue or atom names.
c) Discrepancy between the structure described in the PDB file and the definition in the Chemical

Component Dictionary.
d) For example, wrong side chain rotamers in proteins.

1) Chemical Computing Group, Montreal, Quebec, Canada H3A 2R7.
2) Tripos, St. Louis, MO 63144-2319, USA.
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To evaluate the accuracy of a PDB structure, querying the PDB-related databases
PDBREPORT and PDB_REDO is a good start [15]. PDBREPORT (http://swift.cmbi
.ru.nl/gv/pdbreport/) registers, for each PDB entry, all structural anomalies in
biopolymers. PDB_REDO (http://www.cmbi.ru.nl/pdb_redo/) holds rerefined cop-
ies of the PDB structures solved by X-ray crystallography (Figure 1.3).

Figure 1.3 PDB_REDO characteristics of the 3rte PDB entry.
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The quality issue was recently discussed in a drug design perspective with
benchmarks for structure-based computer-aided methods [17–19]. A consensual
conclusion is that the PDB is an invaluable resource of structural information
provided that data quality is not overstated.

1.2
PDB-Related Databases for Exploring Ligand–Protein Recognition

The bioactive structure of ligands in complex with relevant target is of special
interest for drug design. During the last decade, many databases of ligand/protein
information have been derived from the PDB. Their creation was always motivated
by the ever-growing amount of structural data. Each database however has its own
focus, which can be a large-scale analysis of ligands and/or proteins in PDB
complexes, or training and/or testing affinity prediction, or other structure-based
drug design methods (e.g., docking). Accordingly, ligands are either thoroughly
collected across all PDB complexes or only retained if satisfying predefined
requirements. As a consequence, the number of entries in PDB-related databases
ranges from a few thousands to over 50 000 entries. These databases also differ
greatly in their content. This section does not intend to establish an exhaustive list.
We have chosen to discuss only the recent or widely used databases and to group
them according to their main purposes (Table 1.3).

1.2.1
Databases in Parallel to the PDB

The wwPDB contributors have developed free Web-based tools to match chemical
structures in the PDB files to entities in the Chemical Component Dictionary; the
Ligand Expo and PDBeChem resources are linked to the RCSB PDB and PDBe,
respectively, and provide the chemical structure of all ligands of every PDB file
[20,21]. A few other databases also hold one entry for each PDB entry. The Het-PDB
database was designed in 2003 at the Nagahama Institute of Bio-Science and
Technology to survey the nonbiopolymermolecules in the PDB and to draw statistics
about their frequency and interaction mode [22]. It is still monthly updated and
covers 12 000 ligands in the PDB. It revealed that the most repeated ligands in the
PDB were metal ions, sugars, and nucleotides, all of which can be considered as part
of the functional protein as a result of a posttraductional modification or as cofactors.
Another important database was developed at Uppsala University to provide
structural biologists with topology and parameters file for ligands [23]. This database
named HIC-Up was maintained until 2008 by G. Kleywegt, who now leads the
PDBe. Another useful service has been offered by the Structural Bioinformatics
group in Berlin: the Web interface of the SuperLigands database allows the search
for 2D and 3D similar ligands in the PDB [24]. The last update of SuperLigands was
made in December 2009. Other PDB ligand warehouses have been developed
during the last decade, but, like HIC-Up and SuperLigands, are not actively
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Table 1.3 Representative examples of PDB-related databases useful for drug design.

Databases Datesa) Content Web site

Repository of PDB ligands
Ligand Expo 2004- >13 000 different ligands ligand-expo.rcsb.org

Experimental and ideal coordinates of
ligands (PDB, SD, mmCIF formats)

PDBeChem 2005- >13 000 different ligands www.ebi.ac.uk/pdbe/
Experimental and ideal coordinates of
ligands (PDB, SD, mmCIF formats)

HET-PDB 2004- 12 262 different ligands in 74 732 PDB
files (August 2011)

hetpdbnavi.nagahama-i-
bio.ac.jp

Navigator only, no download
HiC-Up 1997–2008 7870 different ligands (March 2008) xray.bmc.uu.se/hiccup

Experimental and ideal coordinates of
ligands in PDB format. Dictionary files
(X-PLOR/CNS, O, TNT)

SuperLigands 2005–2009 10 085 different ligands in 401 300
complexes

bioinformatics.charite.de/
superligands/

Experimental coordinates of ligands in
PDB and MOL formats

Experimental binding affinities
PDBBind 2004- Affi nity data for 7986 PDB complexes http://www.pdbbind.org.cn
Binding
MOAD

2005- Affi nity data for 4782 PDB complexes www.bindingmoad.org

BindingDB 2001- 721 721 affinity data for 60 179
proteins and 316 172 ligands,
including PDB complexes

www.bindingdb.org/bind

ChEMBL 2008- >5 million affinity data for 8603
proteins and >1 million ligands,
including PDB complexes

www.ebi.ac.uk/chembl

Structural description of protein-ligand complexes
Relibase 2003- Experimental coordinates of the

complex (in PDB and MOL2 format) or
of the isolated ligand (in SD and MOL2
format)

relibase.ccdc.cam.ac.uk

sc-PDB 2006- 9891 protein–ligand complexes with
refined hydrogen atom positions

bioinfo-pharma.u-strasbg
.fr/scPDB/

Separate coordinates for ligands (SD
and MOL2 format), protein (PDB and
MOL2 format), and active site (MOL2
format)

PSMDB 5266 nonredundant protein–ligand
complexes

compbio.cs.toronto.edu/
psmdb

Separate coordinates for ligands (SD
format) and proteins (PDB format)

a) The year of database creation is that of relative primary publication. It is followed by the year of the
database last updated (- indicates that the database is still updated).
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maintained, since the RCSB PDB and the PDBe directly integrate most of their data
or services.

1.2.2
Collection of Binding Affinity Data

A few databases collect binding affinities such as experimentally determined
inhibition (IC50, Ki) or dissociation (Kd) constant for PDB complexes. The larger
ones are Binding MOAD, PDBbind, and BindingDB [25–27]. Both Binding MOAD
and PDBbind were developed at the University of Michigan, and have in common
the separation of biologically relevant PDB ligands from invalid ones, such as salts
and buffers. Their focuses are however different. For example, PDBbind disregards
any complex without binding data, whereas Binding MOAD groups proteins into
functional families and chooses the highest affinity complex as a representative.
BindingDB considers only potential drug targets in the PDB, but collects data for
many ligands that are not represented in the PDB.
In all cases, data gathering implies the manual review of the reference

publications in PDB files and, more generally, expert parsing of scientific litera-
ture. BindingDB also contains data extracted from two other Web resources,
PubChem BioAssay and ChEMBL. PubChem BioAssay database at the National
Center for Biotechnology Information (NIH) contains biological screening
results. ChEMBL is the chemogenomics data resource at the European Molecular
Biology Laboratory. It contains binding data and other bioactivities extracted from
scientific literature for more than a million bioactive small molecules, including
many PDB ligands.
Affinity databases were recently made available from two of the wwPDB mirror

sites. The RCSB PDB Web site now includes hyperlinks to the actively maintained
ones, BindingDB and BindingMOAD. The PDBe Web site communicates with
ChEMBL.

1.2.3
Focus on Protein–Ligand Binding Sites

As already described, RCSB PDB and PDBe resources currently provide chemical
description and 3D coordinates for all ligands in the PDB. They also provide tools for
inspection of protein–ligand binding (Ligand Explorer at RCSB PDB and PDBe-
Motifs at PDBe). But as already discussed in this chapter, PDB data are prone to
chemical ambiguities and not directly suitable to finely describe nonbonded inter-
molecular interactions. Several initiatives aimed at the structural characterization of
protein–ligand interactions at the PDB scale. Among the oldest one is Relibase that
automatically analyzes all PDB entries, identifies all complexes involving non-
biopolymer groups, and supplies the structural data with additional information,
such as atom and bond types [28]. Relibase allows various types of queries (text
searching, 2D substructure searching, 3D protein–ligand interaction searching, and
ligand similarity searching) and complex analyses, such as automatic superposition
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of related binding sites to compare ligand binding modes. The Web version of
Relibase is freely available to academic users, but does not include all possibilities for
exploration of PDB complexes.
If Relibase holds as many entries as PDB holds ligand–protein complexes, other

databases were built using only a subset of the PDB information. For example, the
sc-PDB is a nonredundant assembly of 3D structures for “druggable” PDB com-
plexes [29]. The druggability here does not imply the existence of a drug–protein
complex, but that both the binding site and the bound ligand obey topological and
physicochemical rules typical of pharmaceutical targets and drug candidates,
respectively. Strict selection rules and extensive manual verifications ensure the
selection in the PDB of binary complexes between a small biologically relevant
ligand and a druggable protein binding site. The preparation, content, and appli-
cations of the sc-PDB are detailed in Section 1.3.
Along the same lines, the PSMDB database endeavors to set up a smaller and yet

most diverse data set of PDB ligand–protein complexes [30]. Full PDB entries are
parsed to select structures determined by X-ray diffraction with a resolution lower

than 2A
�
, with at least one protein chain longer than 50 amino acids, and a

noncovalently bound small ligand. The PDB file of each selected complex was split
into free protein structure and bound ligand(s). The added value of PSMDB does not
consists in these output structure files that contain the original PDB coordinates, but
in the handling of redundancy at both the protein and ligand levels.
With the growing interest of the pharmaceutical industry for fragment-based

approach to drug design [31], several applications focusing on individual fragments
derived from PDB ligands have recently emerged. Algorithms for molecule frag-
mentation were applied to a selection of PDB ligands defining a library of fragment
binding sites [32] to map the amino acid preference of such fragments [33] or to
extract possible bioisosteres [34].

1.3
The sc-PDB, a Collection of Pharmacologically Relevant Protein–Ligand Complexes

We decided in 2002 to set up a collection of protein–ligand binding sites called
sc-PDB, originally designed for reverse docking applications [35]. While docking a
set of ligands to a single protein was already a well-established computational
technique for identifying potentially interesting novel ligands, the reverse paradigm
(docking a single ligand to a set of protein active sites) was still a marginal approach.
Themain difficulty was indeed to automate the setup of protein–ligand binding sites
with appropriate attributes, such as physicochemical (e.g., ionization and tautome-
rization states) and pharmacological properties of the ligand. It was not our
intention to cover all ligand–protein complexes in the PDB, but rather to compile
a large and yet not redundant set of experimental structures for known or potential
therapeutic targets that had been cocrystallized with a known drug/inhibitor/
activator or with a small endogenous ligand that could be replaced by a drug/
inhibitor/activator (e.g., sildenafil in phosphodiesterase-5 is an adenosine mimic).
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Selection rules as well as the applicability domain of the database have considerably
evolved over time and are reviewed in the following sections.

1.3.1
Database Setup and Content

In brief, the selection scheme is made of simple and intelligible selection rules for
the function and properties of the protein, the physicochemical properties of its
ligand, and its binding mode (Figure 1.4).
The first publicly available version of the database was released in 2004 [35]. The

database was named sc-PDB (acronym for screening the Protein Data Bank)
(Table 1.4). At that time, it contained the atomic coordinates of proteins and their
“druggable” binding sites. The protein was defined as all biopolymer chains, ions,
and cofactors in the vicinity of the ligand. The binding site includes only the protein

residues less than 6.5A
�
away from the ligand. Noteworthy, all atoms were repre-

sented, including the hydrogen atoms not described in crystal structures. From 2005
onward, the sc-PDB has also provided the atomic coordinates of ligands. The ligand
chemistry has been validated using an in-house dictionary, manually built from

X-ray structure
with resolu�on <3Å

PDB
one PDB file

1. Filtering and
cleaning

2. Detec�on of
all molecules

(bonding residues)

Biopolymers
Long chains

(ATOM records)

Biopolymers
Other chains

(ATOM records)

Ligands
(HETATM records)

3. Classifica�on
of molecules

Cofactor

Ion

Protein chain

Ligand
small nucleic acid,

pep�de, lipid, natural
product, synthe�c

organic compounds

Unwanted
prosthe�c group,

metallic compound,
water, sugar, detergent,
salts, buffer, and so on

The bioligand
cofactor if  no other ligand

The binding protein
including Ions and cofactors

4. Ligand selec�on
iden�fica�on of
bound protein

-Atom typing (dic�onary of ligands)

3D MOL2 files (protein, ligand, binding site)
2D SD file (ligand)
Tex�ile (Annota�ons)

Obsolete

No protein

Alternate atom
loca�on

Selenium to
sulfur

No side chain

-Coordinate op�miza�on (polar H in protein, all in ligand)
-Detec�on of intermolecular interac�ons
-Func�onal annota�on
-Elimina�on of duplicates
-Clustering of similar sites

Figure 1.4 Flowchart to select sc-PDB entries
from the PDB. Unwanted molecules at step 3
are identified using a dictionary or simple filters
(based on ligand molecular weight, ligand
surface area buried into the protein, number of

amino acids close to the ligand, number of rings,
and number of rotatable bonds of ligand). The
bioligand in step 4 is the ligand that passes step
3 and maximizes the product of ligand molecular
weight and surface area buried into the protein.
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scratch then supplemented since 2007 by manually checked entries of the PDB
Chemical Component Dictionary. The all-atoms representation of both partners of
sc-PDB complexes have allowed us to refine the position of polar hydrogen atoms in
the protein binding site and to compute an optimized pose of the bound ligand [29].

Table 1.4 Annotation and available search options in the Web interface to the sc-PDB.

Object Properties

PDB X-ray structure PDB identifier
Resolution
Deposition date

Ligand HETcode
Chemical structure
Formula
Molecular weight
LogP
LogS
Polar surface area
H-Bond donor count
H-Bond acceptor count
Number of rotatable bonds
Number of rings
Rule-of-five number of violations

Protein Name
EC number
Uniprot accession number
Uniprot name
Source organism name
Source organism taxonomy
Source organism kingdom
Mutant/wild type

Ligand binding site Ion/cofactor
Number of residues
Number of nonstandard amino acids
Number of chains
Average B-factor
Center of mass

Protein–ligand interactions Number of hydrophobic interactions
Aromatic face-to-face interactions
Aromatic face-to-edge interactions
H-Bond (donor in protein or ligand)
Ionic interaction (cation in protein or ligand)
Metal coordination
Affinity data (Ki, Kd, IC50, or pKd)
Ligand buried surface area

14j 1 Protein Structural Databases in Drug Discovery



The sc-PDB is annually updated and regularly enriched with new information
(ligand descriptors, binding mode encoded into an interaction fingerprint (IFP)
[36], and cavity volume) and new functionalities (classification of similar binding
sites [37]). A Web interface enables querying the database by combining requests
about ligand chemical structures and properties, protein function and source
organism, binding site properties, and ligand/protein binding properties
(Figure 1.5).
The current version of the database contains 9891 entries corresponding to 3039

different proteins (according to protein sc-PDB name [37]) and 5505 different ligands
(according to canonical SMILES strings). The sc-PDB protein space is redundant.
There are 395 different proteins with more than 5 copies and single-copy proteins
represent 55% of the database entries. Noteworthy is the complex nature of many
proteins: a cofactor is bound to 219proteins; calcium,magnesium,manganese, cobalt,
zinc, or iron ions are found in 981 different proteins. No sc-PDB ligands are located at
the interface of a protein–protein complex. The functional and species distribution of
sc-PDBproteins reflects the bias in protein function space of the PDB itself, yet the sc-
PDB is enriched in enzymes. The sc-PDB ligands space is also redundant and most
prevalent ligands are cofactors and other nucleotides, which are also the most
promiscuous ligands (e.g., more than 100 different protein targets for adenoside
50-diphosphate or nicotinamide adenine dinucleotide). About 75% of the sc-PDB
ligands is not primary bioorganic metabolites (nucleic acids, peptides, amino acids,
sugars, or lipids) or their derivatives.Most of thempass the Lipinksi’s rule offive (69%

Figure 1.5 sc-PDB output for PDB protein–ligand complexes (3 hits) between an indole-containing
ligand (blue substructure) of molecular weight <350 and a human kinase to which the ligand
donates at least one hydrogen bond.
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with no violations and 20%with a single violation). The sc-PDB ligand space does not
match that of commercial drugs because of a bias toward polar and flexible ligands.
Finally, the sc-PDB ligand ensemble is not very diverse: for more than half of sc-PDB
ligands, the ligand molecule is highly similar to at least one molecule in the pool of
nonidentical ligands (with similarity evaluated by the Tanimoto coefficient, computed
on feature-based circular 2D FCFP4 fingerprints, higher than 0.6).

1.3.2
Applications to Drug Design

1.3.2.1 Protein–Ligand Docking
The sc-PDB database has been developed for reverse docking applications [35] and is
therefore an invaluable source for establishing large-scale docking benchmarks.
Most validation studies, which flourished in the literature in the last decade, have
been applied to a restricted set of a few hundred PDB targets [38–41] and in the best
cases to a “clean” set of high-resolution protein structures in which erroneous PDB
data (Table 1.2) have been removed [42]. In daily drug discovery programs, many
targets under investigation do not obey such strict rules. Assessing the robustness of
docking algorithms against a larger and more representative set of protein 3D
structures is therefore of interest. The sc-PDB provides a unique source for such
benchmarks since ligand, protein, and active site coordinates have been prepro-
cessed and are ready for automated docking. When applied to a collection of 5681
complexes, Tietze and Apostoklasis reported with the GlamDock software [43] an

accuracy (RMSD to the X-ray structure below 2.0A
�
) significantly lower than that

obtained with restricted protein sets with only 77% of sampling accuracy (RMSD of

the best pose <2.0A
�
) and 47% of scoring accuracy (RMSD of the top-ranked pose

<2A
�
). Along the same lines, we reported the accuracy of four docking algorithms

in posing low molecular weight fragments into druggable sc-PDB binding sites
and observed that ranking poses by a pure topological scoring function based on
protein–ligand interaction fingerprints were much superior to poses by classical
energy-based scoring functions [36].
Coming back to the seminal application for which the sc-PDB archive was initially

developed (reverse docking), it appeared quite soon that the concept could be easily
applied to a large and heterogeneous set of binding sites with a naïve target ranking
scheme consisting of simple docking scores. Serial docking of four test ligands
(biotin, methotrexate, 4-hydroxytamoxifen, and 6-hydroxy-1,6-dihydropurine ribo-
nucleoside) to a collection of 2148 binding sites enabled recovering the known
target(s) of the later ligands within the top 1% scoring entries, using the GOLD
docking algorithm. These results were quite encouraging since these validated per se
the reverse docking concept and notably the automated binding site setup protocol
despite well-known insufficiencies regarding, for example, ionization/tautomeriza-
tion of binding site residues as well as water-mediated ligand binding effects. These
initial trials were applied to high-affinity ligands, which were relatively selective
for very few targets. When applied to smaller and more permissive compounds

16j 1 Protein Structural Databases in Drug Discovery



(e.g., AMP), a larger list of potential targets (top 5 to 10%) had to be selected to fish
the correct protein targets [35]. The main reason was an inaccurate scoring of the
“good” binding sites, which was not a real surprise with regard to the abundant
literature about the limitations of fast scoring functions utilized in docking
algorithms [19,44]. In order to overcome these severe limitations, alternative target
ranking schemes independent of any energy calculation have been developed. One
particular problem in docking-based target fishing is that the distribution of docking
scores may be quite heterogeneous across different binding sites with diverse
physicochemical properties. Therefore, score normalization according to either
ligand and/or target properties is necessary to get rid of frequent target hitters
[45–47]. Another promising approach consists in the conversion of protein–ligand
coordinates (docking poses) into simple 1D IFPs [36]. Assuming that a virtual hit is
more likely to be a true hit if it shares a similar target–ligand interaction profile with
a known ligand, docking poses can be ranked by decreasing similarity of the IFP to
that of the reference compound(s). Combining docking scores with IFP similarities
allows removing many false positives (wrong targets with high docking scores),
while still selecting the true targets in the final hit list [48].

1.3.2.2 Binding Site Detection and Comparisons
The sc-PDB provides, for each entry, all-atom Cartesian coordinates for the ligand,
the target, and the binding site. By “binding site” we mean any monomer (amino

acid, ion, cofactor, or prosthetic group) within 6.5 A
�
of any ligand heavy atom.

Although the definition is conservative and excludes many potentially interesting
pockets, it presents the advantage to favor cavities with well-described ligand
occupancy. sc-PDB entries, therefore, can be used by cavity detection algorithms
[49] to predict the most likely ligand binding sites and whether they are druggable or
not, in other words, if the pocket could accommodate an orally available rule of five
compliant drug-like molecule. When applied to 4915 sc-PDB protein structures,
Volkamer et al. reported that the ligand is present in one of the three largest pockets
in 90% of cases [50]. We used a grid-based cavity detection method (VolSite) to map
cavity points with pharmacophoric properties of the closest protein atom, thus
defining an ideal virtual ligand for each binding site (Figure 1.6).
Predicting the druggability of a given target from its three-dimensional structure

is an intense field of research in order to reduce attrition rates in pharmaceutical
discovery [51]. As druggability is by farmore complex than the simple propensity of a
particular protein cavity to accommodate high-affinity drug-like compounds, other
terms, such as “bindability” [52] or “ligandability” [51] have been proposed recently,
since they better capture target property ranges (cavity volume, polarity, and
buriedness) known to be important for druggable targets [52–56]. Since these
important properties are theoretically encoded in the aforementioned cavity site
points, we investigated whether the present cavity descriptors might be suitable for
predicting the ligandability of cavities from their 3D structures. A training set of
62 cavities (50% druggable and 50% undruggable) was assembled from literature
[53,57] and the distribution of site point properties was given as input for a support
vector machine (SVM) classifier. The best cross-validated classification model
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achieves a very good accuracy of 80% and a Matthews correlation coefficient (MCC)
of 0.62. Of course, larger sets of proteins of known (non)druggability are necessary
to draw general conclusions, but the observed trend is quite promising and suggests
that druggable target triage may be considered at an early level of drug discovery
programs on condition that a high-resolution X-ray structure is available.
A second interesting application of the sc-PDB is the quantitative measure of its

binding sites. Assuming that similar binding sites recognize similar ligands, comparing
binding sites notably in the absence of 3D structure conservation permits identifying
unexpected secondary targets for bioactive ligands. Several alignment-dependent or
alignment-independent binding site comparison methods have been benchmarked on
diverse collections of sc-PDB ligand binding sites [58–61] and have enabled the
definition of global and local similarity thresholds for defining two sites as similar.
Screeninga libraryof binding sites for similarity to anygivenquery is, therefore, possible
and has already yielded the identification of an unexpected off-target (Synapsin I) for
some but not all serine/threonine protein kinase inhibitors (Figure 1.7) [62].
Interestingly, only inhibitors of bindingsites (cyclin-dependent kinase type2, pim-1,

and casein kinase II) predicted similar to that of Synapsin I were indeed found to bind
to Synapsin I, sometimes with nanomolar affinities, whereas inhibitors of binding
sitesdistant to that of Synapsin I (e.g., checkpoint kinase 1, protein kinaseA,HSP-90a,
DAG kinase, and DNA topoisomerase II) were not recognized by the enzyme [62].

Figure 1.6 Detection and pharmacophoric
annotation of VolSite cavity points in the X-ray
structure of Lactobacillus dihydrofolate
reductase (PDB code 4dfr). The cognate ligand
(methotrexate, sticks) is shown in the binding
site of the protein (green transparent surface).

Cavity points are colored by pharmacophoric
properties (H-bond acceptor and negative
ionizable, red: H-bond donor and positive
ionizable, blue: hydrophobe, white: aromatic,
cyan: null, magenta).
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1.3.2.3 Prediction of Protein Hot Spots
The structural knowledge encoded by 3500 protein–ligand complexes in the sc-PDB
has been used to derive a model able to discriminate, from simple 1D cavity
fingerprints, 120 000 ligands interacting from 500 000 ligand-noninteracting protein
atoms [63]. When applied to a novel complex, themodel was able to predict with 70%
accuracy the protein atoms that are likely to interact with a ligand and, therefore,
prioritize protein structure-based pharmacophore queries specifically targeting
these hot spots.

1.3.2.4 Relationships between Ligands and Their Targets
The sc-PDB data set offers the opportunity to delineate evolutionary relationships
between ligands and their targets or binding sites. By examining the distribution
patterns of sc-PDB ligands in the protein universe, Ji et al. reported that synthetic
compounds (e.g., enzyme inhibitors) tend to bind to a single protein fold, whereas
“superligands” (metabolites) are much more permissive and can be accommodated
by more than 10 different protein folds [64]. Target fold promiscuity was almost
found for ancestral ligands (e.g., nucleotide-containing metabolites) that appeared
quite early in the evolution and behave as hubs of metabolic networks. Interestingly,

Figure 1.7 Computational protocol used to
detect local similarities between ATP-binding
sites in pim-1 kinase and Synapsin I. The ATP-
binding site in pim-1 kinase (occupied by the
ligand staurosporine) is compared with
SiteAlign [58] (step a) to 6415 binding sites
stored in the sc-PDB database. Among the top
scoring entries (step b), Synapsin I is the only

protein not belonging to the protein kinase
target family (step c) and present in numerous
copies (step d). A systematic SiteAlign
comparison (step e) of the ATP-binding site in
Synapsin I with 978 other ATP-binding sites
(from the sc-PDB) suggests that some but not
all ATP-binding sites of protein kinases (steps f
and g) resemble that of Synapsin I [62].
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these ligands share common physicochemical properties (high flexibility and
polarity) responsible for their promiscuity. Likewise, the analysis of cofactor usage
(organic molecules and transition metal ions) by primitive redox proteins in the sc-
PDB clearly shows that organic cofactors (NAD and NADP) are much more used
than metals, probably because of the abundance of neutral residues at the border of
the corresponding binding sites [65]. Finally, a survey of known interactions between
phenolic ligands and their sc-PDB targets provides some explanations for the
classically observed discrepancy between potent in vitro and moderate in vivo
antioxidant properties of phenols [66]. A tight hydrogen bonding of phenolic
moieties to many sc-PDB proteins suggests that reactive oxidative species (ROS)
cannot be scavenged by phenols if they are already engaged in interactions with
surrounding proteins.
Relationships between ligands and their targets could also be integrated in

rational drug discovery programs. For example, retrieving from the sc-PDB, 171
diverse protein kinases cocrystallized with ATP competitors and aligning their
binding sites led to the observation that crystal water patterns (position, hydrogen
bond network to the kinase, and known inhibitor) were not necessarily conserved
despite very high binding site similarities, thus suggesting novel avenues for
optimizing the fine selectivity of kinases inhibitors [67]. By comparing the structure
of unrelated targets binding to the same natural flavonoids, Quinn and coworkers
introduced the concept of protein fold topology (PFT) [68] characterized by short
stretches of not necessarily conserved secondary structures providing shared
anchoring points to a common ligand. The concept was demonstrated for natural
products binding to both biosynthetic enzymes and therapeutic targets and may
explain why natural compounds are abundant among existing drugs [69].

1.3.2.5 Chemogenomic Screening for Protein–Ligand Fingerprints
In a recent report, Meslamani and Rognan describe a novel protein cavity kernel able
to quantitatively measure the 3D similarity between two sc-PDB binding sites. A
novel chemogenomic screening method based on a SVM was designed to browse
the sc-PDB protein–ligand space and predict binary protein–ligand interactions
from separate ligand and cavity fingerprints. The best SVM model was able to
predict with a high recall (70%) and exquisite specificity (99%) and precision (99%)
the binding of 14 117 external ligands to a set of 531 sc-PDB targets [70].

1.4
Conclusions

Exploiting structural knowledge on known protein–ligand complexes is a key step in
the rational design of bioactive compounds. This knowledge has gained considera-
ble value in the recent years, thanks to parallel endeavors of structural biologists and
computational biologists/chemists to release an ever-increasing number of high-
quality data. Many smart algorithms to parse and analyze the PDB have been
described in the last couple of years with a large spectrum of applications ranging
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from hit identification and optimization to massive ligand profiling against a large
array of possible targets. With the expected better coverage of the therapeutic target
space by the PDB in the coming years, we anticipate a significant boost of rational
drug discovery and notably a better interplay between protein structure-based and
ligand-centric methods.
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2
Public Domain Databases for Medicinal Chemistry
George Nicola, Tiqing Liu, and Michael Gilson

2.1
Introduction

Medicinal chemists today find themselves in an increasingly information-rich
environment. An abundance of compound activity and affinity data is being
published, and medicinal chemistry data are increasingly connected with a broader
world of data from the realms of bioinformatics and systems biology. In recent years,
a number of publicly accessible, chemistry-oriented databases of interest to medici-
nal chemists have been established to facilitate access to medicinal chemistry data
and their biological links, with the aim of accelerating the discovery of new
medications. In order to maximize their usefulness, it is important that researchers
in pertinent fields be fully aware of these resources and exploit their full potential.
Decades of growth worldwide in the pharmaceutical industry and of academic

drug discovery efforts, along with technological advances that speed up compound
synthesis and assays [1], and the advent and growth of the related fields of chemical
biology and chemical genomics have led to an ongoing flood of publications with
valuable data regarding new compounds and their biological activities. About
20 000–30 000 new compounds are now published per year in some of the
main medicinal chemistry journals, and this rate has accelerated in recent years
(as detailed later). However, publication in conventional journals traps data in a form
where they are inaccessible to computer search and retrieval. For example, it is not
possible to search standard scientific articles for compounds of interest or to reliably
extract machine-readable representations of compounds from chemical drawings in
articles. As a consequence, the conventional publishing paradigm can severely
restrict the discoverability and usability of medicinal chemistry data.
The parallel growth of information technology and the emergence of the World

WideWeb in the 1990s have created important new opportunities for dissemination
of data. Biologists – especially structural and molecular biologists – seized these
opportunities, establishing central data resources such as the Protein Data Bank
(PDB) [2] and GenBank [3] and laying the foundations for the field of bioinformatics.
The first public protein-ligand database aimed at serving the drug discovery

Data Mining in Drug Discovery, First Edition. Edited by R�emy D. Hoffmann, Arnaud Gohier, and Pavel Pospisil.
� 2014 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2014 by Wiley-VCH Verlag GmbH & Co. KGaA.
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community, BindingDB, came on line in late 2000. This resource has grown
substantially and has since been joined by other important databases with related
scope and goals. According to Pathguide, a Web resource for online databases, at
least 43 protein–compound interaction databases [4,5] and many other useful, yet
free, chemical databases are now available [6]. Such resources are of increasing value
not only for basic uses like finding and downloading structure–activity relationship
(SAR) data for a protein target of interest but also for emergent applications that
become possible as the medicinal chemistry data set grows to provide a compre-
hensive picture of small molecules in the larger biological context. For example, if a
cell-based screen reveals that a new compound inhibits apoptosis, then one might
seek similar compounds that bind apoptosis-related proteins and thus hypothesize
that the new compound also binds one of these targets. Similarly, if one is
prioritizing several lead compounds for further development, the observation
that one lead is similar to a published compound known to bind a different target
might lead one to reduce its priority to minimize off-target effects. In another
scenario, marking all the proteins in a defined signaling pathway according to which
ones are already targeted by FDA-approved drugs might lead to suggestions for a
multidrug therapy to maximally suppress signaling.
Here, we aim first to help medicinal chemists take advantage of the growing array

of freely accessible medicinal chemistry-oriented databases by discussing three
central resources focused on small molecule binding and bioactivity, BindingDB,
ChEMBL, and PubChem, and noting as well several other small molecule databases
that are also of great value. (Readers interested in additional perspectives will enjoy
other recent reviews [7–12].) In particular, Section 2.2 seeks to help users over the
initial barriers encountered when one starts to use these rather complex resources
by summarizing information on their organization and methods of accessing key
types of data, information that is not always easy to glean from their respective Web
sites. Subsequent sections then offer broader discussions of the field, and some
readers may wish to jump directly to Section 2.3 that uses the available medicinal
chemistry data to derive interesting overviews of the available medicinal chemistry
data or to Section 2.4 that offers views on the future of online compound databases
and their applications, including the possibility of integrating related databases to
minimize overlapping efforts, addressing the challenge of getting data into data-
bases where they can be most useful, and the role of medicinal chemistry databases
in systems biology and systems pharmacology.

2.2
Databases of Small Molecule Binding and Bioactivity

This section is intended to help medicinal chemists understand and start using
BindingDB, ChEMBL, and/or PubChem. It provides an overview of what each
database contains and how the information is structured, since this is important for
effective use, explains how to perform basic tasks, and notes special capabilities. We
envision the new user accessing these Web sites with the present chapter as a guide.
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This section also includes thumbnails of a number of other medicinal chemistry-
related databases that readers are likely to find useful.

2.2.1
BindingDB

2.2.1.1 History, Focus, and Content
BindingDB (www.BindingDB.org) began in the late 1990s at the University of
Maryland as apparently the first publicly accessible affinity database. Since its
inception, BindingDB has collected primarily protein–small molecule binding
affinity data. In particular, BindingDB focuses on quantitative data, such as Ki,
Kd, and IC50 measurements where there is a well-de fined protein target. As of April
2012, BindingDB contains 793 068 binding data from 5583 protein targets and 349
917 small molecules. These holdings include about 60 000 data that have been
manually extracted from journals by curators at BindingDB, including some sets
that have been submitted by authors. The entries collected by BindingDB curators
directly from the literature contain a particularly high level of details on assay
conditions such as pH, temperature, and buffer composition. A large fraction of the
data in BindingDB are merged in from other open databases listed below, notably
ChEMBL [13,14] and PubChem [12,15–17], as well as PDSP Ki [18,19]. In each case,
BindingDB carries out additional processing to ensure that all imported data meet
current BindingDB criteria. For example, BindingDB imports only those measure-
ment data from ChEMBL that include a well-defined protein target (TARGET_TYPE
¼ ‘ PROTEIN ’ ). For PubChem, BindingDB imports only quantitative affinity data
(i.e., Con firmatory Assays – described later). In the case of PDSP, it is sometimes
necessary to supplement the existing data, such as with a manually curated protein
sequence or a machine-readable representation of the ligand. It is worth noting that
few, if any, public database projects have the internal resources to systematically
check all incoming data for possible errors. BindingDB therefore sends emails to
authors inviting them to check their own data as presented on the BindingDB Web
site and report any errors for correction. Indeed, readers of this chapter are also
invited to find their data in BindingDB at the Author page www.bindingdb.org/bind/
ByAuthor.jsp and to send in any corrections that may be needed.

2.2.1.2 Browsing, Querying, and Downloading Capabilities
BindingDB offers a range of methods to find and access data; some of the most
broadly useful ones are described in video tutorials available through the BindingDB
home page. One of the simplest ways to find data in BindingDB is to type any text of
interest into the Full Search box at the top of the home page. This generates a
powerful Google-type search for related data on compound names, protein names,
article titles, assay descriptions, and author names. Wild cards are allowed here; for
example, adeny� yields hits to any word starting with “adeny.” Following the links to
data in the resulting hit list leads to a comprehensive Results Table (bit.ly/ws4vLt)
[20], where each row contains one target–ligand pair along with a rich set of links to
further data on the target, the ligand, and the target–ligand combination (described
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later), as well as connections to further details, compound availability, and informa-
tion on the origins of the data. The links on the left-hand side of the main Web page
provide more speci fic access to data, according to targets, compounds, citations, and
protein sequence and structure. Highlights of these capabilities are as follows.

Targets: The Name link under Targets provides an alphabetical list of protein
targets with direct links to data in the Results Table and to Articles. The Target list
makes it easy to download an SDfile with all the compounds and affinity data for
any protein target, with either 2D or computed 3D coordinates. One can,
moreover, search by target name in conjunction with various conditions, such
as IC50 range ( bit.ly/AyOWyq) [21], molecular weight, etc. (bit.ly/AAUiVz) [22].
Finally, BLAST sequence search [23] can be used to find data for targets of interest
(bit.ly/xuN2IY) [24].
Compounds: Users may draw a compound or paste it in a SMILES string with the
ChemAxon plug-in and then search for data in BindingDB by compound,
substructure, and chemical similarity. These searches may include filters by
affinity range, molecular weight, target name, etc. (bit.ly/zL842y) [25]. One may
query BindingDB with multiple compounds simultaneously, via the batch search
page (bit.ly/w0A1G5) [26]. BindingDB also provides access to binding data based
on the names of 3431 FDA-approved drugs, through cross-referencing of the
Drugs@FDA database [27]. For example, BindingDB has about 60 measurements
for nifedipine, the active ingredient of the calcium channel blocker Adalat (bit.ly/
wXIziD) [28].
Citations : BindingDB allows users to view all the data associated with a particular
author (bit.ly/wHLXDl) [29], article (bit.ly/ydpChT) [30], or institution (bit.ly/
yMYvx2) [31]. In addition, the pull-down menus on the Journal/Citation page
provide immediate links to SDfiles with all the compounds and affinity data for
each available article. Users of Web-based reference managers may directly
import citations for data of interest into BindingDB Web pages. As detailed
on the BindingDB home page, Zotero uses a Firefox extension, Cite-U-Like uses a
Bookmarklet browser plug-in, and Mendeley uses a Web Importer plug-in.
Protein structure : The PDB [2] contains three-dimensional structures of a number
of protein–ligand complexes for which binding data are available in BindingDB,
and one may search BindingDB by PDB ID or HET ID, allowing matches for
either 85 or 100% BLAST [23] sequence identity (bit.ly/zVd6z2 [32] and bit.ly/
x9f9Yd [33], respectively).

Users may download the entire BindingDB database as an Oracle data dump or as
an SD file that includes not only the compounds but also the activity data, such as
targets and affinities (bindingdb.org/bind/chemsearch/marvin/SDFdownload.jsp).
Also available on this download page are proteins in FASTA format and other
specialized data sets, and opportunities are provided on various Web pages within
the site to download subsets of data, such as all data for a given target protein, or all
data from a given article, again in the formof data-rich SDfiles. These can be imported
directly into chemical viewers and spreadsheets. The data are provided under the
nonrestrictive Creative Commons Attribution-ShareAlike 3.0 Unported license [34].
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2.2.1.3 Linking with Other Databases
The BindingDB Results Table provides an array of links to further information about
each binding measurement and the molecules involved. In each row, links for the
Target, the Ligand, or the Target and Ligand together are presented in separate
columns (e.g., bit.ly/zq9oW3 [35]) (see Figure 2.1). For example, all proteins for
which structural information is available are linked to the appropriate entries in the
PDB. The biological role of each Target may be explored by following links from
Targets to corresponding pathways in systems biology databases, including Reac-
tome [36], KEGG [37], and NCI’ s Pathway Interaction Database [38]; the broader
concept of linking compound databases with systems biology to support systems
pharmacology is discussed later. Links are also provided from BindingDB data to the
corresponding articles in PubMed, as well as to the related databases, including
many of those discussed in this chapter. Finally, in 2011, BindingDB began
providing links from ligands to matching compounds in the ZINC database of
commercially available compounds, zinc.docking.org [39], in order to help users
obtain physical samples of compounds for further experimental study.
In addition, a number of databases provide links from their data to relevant data in

BindingDB. For example, PDB users will find links to BindingDB from structure

Figure 2.1 Collage of selected tools for finding data in BindingDB, along with sample search
results. See text for further details.
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entries for which affinity data are available, such as PDB entry 2GQG. Similarly, one
may navigate from articles in PubMed to the corresponding data in BindingDB, for
viewing and downloading, by expanding PubMed’ s LinkOut options and following
the one to BindingDB, such as on the following page: www.ncbi.nlm.nih.gov/
pubmed/17718712.

2.2.1.4 Special Tools and Data Sets
BindingDB also provides a number of We b- based tools and dat a subsets to help users
take advant age of this large dat a collection. For ex ample, t he Fi nd my Compound’s
Ta rget page (b it.ly/zX0SfQ) [ 40] allow s one to id entify possible targets of n ew com-
pounds. One draws a compound or upl oads a file with mu ltiple compounds, and
BindingDB r eports all protein t argets known to bind similar c omp ounds. Th is capability
can b e u sed to predict off- targe t b inding, and hence side effe cts, of a ne w c omp ound. It
can als o be use d to generate hypoth eses r egarding the me chanistic targe ts of com-
pounds found to be a ctive in a n empirical bioassay, su ch a s a cell-b ase d sc ree n.
BindingDB also provides several online virtual screening methods allowing one to

select a group of compounds in BindingDB that are known to be active against a given
target protein and use them as a basis for discovering other potential actives in an
uploaded compound library. The simplest and faster method, Maximum Similarity,
ranks the uploaded compounds according to their maximum similarity to any of the
known actives. This method uses Tanimoto similarity based upon JChem [41,42]
fingerprints. A second method, binary kernel discrimination (BKD), uses a training
set of compounds to produce a model that can then be applied to the structures of
other compounds in order to predict their likely activity [43]. Here, the actives are
divided into reference and training sets of equal size. Each set is then supplemented
with 500 other drug-like compounds presumed to be inactive, and JChem binary
fingerprints are computed for all compounds. The BKD comparison is used to rank
the test-set compounds based on the reference set and the enrichment of actives at
the top of the ranked list is reported in order to provide the user with information on
the predictivity of the BKD model. If the user wishes to proceed, based on these
results, then the reference and training sets are combined into one large reference set
and used to rank a large set of compounds uploaded by the user. A third method [44]
uses the Support Vector Machine (SVM) machine-learning approach [45]. This
divides the first 100 actives into training and test sets, and again supplements these
with 500 other compounds presumed to be inactive. Here, however, numerical
descriptors, rather than binary fingerprints, are computed for each compound. The
training set is used to set up an SVM model that will discriminate actives from
inactives, and this model is evaluated with the test set. The results are reported, and if
the user wishes to proceed, then descriptors are computed for the user’s uploaded
compounds and the SVMmodel is applied to rank them. It is worth noting that each
of these methods has both strengths and weaknesses, and users are free to download
the data from BindingDB and apply their own approaches.
In order to support the parameterization and validation of algorithms for

computer-aided ligand discovery, BindingDB provides a series of validation sets
manually curated from the larger data collection ( bit.ly/yTctqN) [46]. Each validation
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set comprises a series of congeneric compounds with measured af finities for one
protein target, where the crystal structure of at least one compound in the series has
been solved in a complex with the target. To support more basic studies of molecular
recognition, BindingDB also houses a small collection of affi nity data for small,
nonprotein receptors and their ligands (bindingdb.org/bind/HostGuest.jsp).
Finally, BindingDB has also begun an initial implementation of a personalization

aspect of the database, named myBDB (bindingdb.org/mybdb/login.jsp). This
feature allows registered users to save searches for subsequent visits to the resource.

2.2.2
ChEMBL

2.2.2.1 History, Focus, and Content
The ChEMBL database (http://www.ebi.ac.uk/chembl/) began as a set of commer-
cial products known as StARlite, CandiStore, and DrugStore (chembl.blogspot.com/)
[14]. With funding from The Wellcome Trust, these were essentially moved to the
public domain (described later) under the aegis of the European Bioinformatics
Institute, an outpost of the European Molecular Biology Laboratory near Cambridge in
the United Kingdom. ChEMBL’s outsourced curation effort captures a broad range of
medicinal chemistry data from the scientific literature. These include biological
activities, such as cell-based assay data and protein–ligand affinities, although
ChEMBL’s curation of binding data does not include details like buffer composition
and experimental conditions. About 40% of ChEMBL data are imported from
PubChem, and the database also includes several large screening data sets (described
later). As of April 2012, the ChEMBL database contains about 7 million measurements
for 1.1 million compounds and 8900 protein targets.

2.2.2.2 Browsing, Querying, and Downloading Capabilities
A search bar on the ChEMBL home page (www.ebi.ac.uk/chembl/) provides direct
access to searches by name and certain database IDs for Compounds, Targets, or
Assays. Here, a Target may be not only a protein but also an entire organism, such as
the yeastCandida albicans in the case of an antifungal bioassay. A series of tabs along
the top of the home page provide access to a range of more detailed search and
browsing options, organized primarily by Compounds and Targets. Highlights of
these capabilities are as follows:

Targets: The Protein Target Search tab allows sequence-based searches with
BLAST. These yield a table of Targets with their BLAST scores, with links to
the UniProtKB protein database and further information in ChEMBL. The
Browse Targets tab enables intuitive browsing of protein targets through a
hierarchy of protein types (e.g., enzymes and ion channels) or a taxonomy of
organisms, where, again, a Target may be an organism or a protein from an
organism. The results of a Target search are presented in a table with UniProtKB
IDs, gene names, and information on howmany compounds and activity data are
associated with each Target. A pull-down menu at the top right of the table allows
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one to access the bioactivity data, optionally filtered according to parameters such
as IC50 range. Alternatively, one may click on the name of a Target of interest in
order to view a richly informative Target Report Card, as described later.
Compounds: The Compound Search tab allows one to draw a compound or
fragment with a choice of JME [47], Marvin [48], or JDraw [49] sketcher and search
ChEMBL by identity, similarity, or substructure. Alternatively, one may search
ChEMBL for a list of compounds by pasting multiple SMILES [50] strings into a
text window. Any of these searches leads to a compound table, where clicking on a
compound leads to an informative Compound Report Card (described later). The
compound table is also equipped with a pull-down menu allowing all or selected
compounds to be downloaded as an SDfile containing the molecular structures or
as a table of compound IDs with various computed descriptors, such as molecular
weight and computed logP estimates. The pull-downmenu also provides access to
the bioactivity data for the selected compounds, as already described for Targets.
An appealing alternative to the compound table display is provided in the form of
scatter plots of computed compound properties, with color-coded data points
linked back to compound data. An additional Browse Drugs tab on the ChEMBL
home page focuses on the subset of ChEMBL compounds that are marketed
drugs and provides commercial and pharmaceutical information such as a
compound’s approved drug name and its route of administration.

The Report Card format is a distinctive feature of the ChEMBL site (Figure 2.2).
Thus, clicking on a Compound in a search result table leads to a Compound Report
Card, which provides a range of additional information such as names and database
identifiers, links to clinical trial information, computed properties, and links to the
same compound in other databases such as DrugBank, PubChem, and the Protein
Data Bank in Europe, PDBe [51]. Importantly, a set of pie charts and associated links
at the bottom of the Compound Report Card provide direct access to bioactivity and
other data for this compound in ChEMBL. Similarly, clicking on a Target in a
ChEMBL result table leads to a Target Report Card, which contains not only further
Target identifiers and links but also histograms of molecular weight, AlogP, and
polar surface area for the compounds tested against this Target. Onemay navigate to
a result table for all compounds tested against this Target, or else choose the range of
a compound parameter by clicking on histogram bars and then generating a table of
results for only compounds within this range. Analogous Assay Report Cards and
Document Report Cards provide details of assay techniques and the documents
from which ChEMBL data are drawn.
Each release of ChEMBL is freely available from an FTP server in a variety of

formats, including Oracle 9i, 10g, 11g; MySQL; an SD file of compound structures;
and a FASTA file of the target sequences. The data are provided under the
nonrestrictive Creative Commons Attribution-ShareAlike 3.0 Unported license.

2.2.2.3 Linking with Other Databases
ChEMBL data are cross-linked with a number of other molecular databases,
primarily through the various ChEMBL Report Cards (already described). For
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example, Target Proteins are linked to three-dimensional structure data in PDBe and
sequence data and annotations in Ensembl [52] and UniProtKB [53]; Compounds
are linked to ChemSpider [11,54], DrugBank [3,55], PDBe, PubChem, Wikipedia,
and ChEBI [56], EBI ’ s compound database. Articles described in Document Report
Cards are linked primarily to EBI’s publicly accessible journal database CiteXplore.
In turn, CiteXplore ’s listing of each medicinal chemistry article includes a list of
compounds in the article, each with a link to a ChEMBL Compound Report Card.
Similarly, compounds in protein crystal structures are linked from PDBe to
Compound Report Cards in ChEMBL.

2.2.2.4 Special Tools and Data Sets
ChEMBL is attuned to applications in drug discovery and pharmaceutics. For
example, as already noted, it provides tabular and graphical displays of a variety
of computed compound properties relevant for drug design. Another unique tool is
the DrugEBIlity service, which uses structural data to evaluate whether a protein can
be targeted with small molecules (www.ebi.ac.uk/chembl/drugebility/structure).
One may upload a PDB format structure file, choose an existing PDB ID, or use
BLAST to find similar proteins of known structure as a basis for this evaluation. In
addition to druggability ratings, the server also provides a graphical display of the

Figure 2.2 Sample of a ChEMBLTarget Report Card (a), Compound Report Card (b), and
Document Report Card (c). Only the top portion of each card is shown, due to space limitations.
See text for further details.
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protein’ s potential binding sites. ChEMBL also includes a Drug Approvals tab with
information on new FDA drug approvals 2009– 2011 (“Orange Book” data), and
Compound Report Cards include links to clinical trials data (clinicaltrials.gov), when
available. Finally, the Kinase SARfari and GPCR SARfari tools provide alternative
access portals to Target, Compound, and activity data for two key families of
therapeutic targets that are well represented in the ChEMBL database.
ChEMBL hosts a series of special data sets related to tropical pathogens in its

ChEMBL-NTD (neglected tropical diseases) pages (www.ebi.ac.uk/chemblntd/). The
data sets, which comprise thousands of compounds, are the result of compound
screening campaigns, typically against whole Plasmodium and Trypanosoma orga-
nisms, from GlaxoSmithKline (GSK) [57], Novartis-GNF [58], St. Jude Children’s
Research Hospital [59], and Drugs for Neglected Diseases Initiative (www.dndi.org/).

2.2.3
PubChem

2.2.3.1 History, Focus, and Content
The PubChem database (http://pubchem.ncbi.nlm.nih.gov/) [16,17,60] is a U.S.
government initiative started in 2004 by the National Institutes of Health within the
National Center for Biotechnology Information (NCBI). Its broad goal is to collect
and disseminate information on the biological activities of small molecules.
PubChem focused initially on assay data from the high-throughput compound
screening programs supported by NIH’ s Molecular Libraries Roadmap Initiative.
However, it also accepts chemical structures and assay data from other sources, and
such depositions have substantially expanded PubChem’ s data collection. For
example, although the PubChem initiative does not include the extraction of activity
data from journal articles, PubChem’ s incorporation of the BindingDB and
ChEMBL data sets allows it to provide access to a large body of literature data.
PubChem currently houses about 33 million distinct chemical entries ( pubchem.
ncbi.nlm.nih.gov/help.html#faq), activity data drawn from about 4800 NIH Molec-
ular Libraries assays, 45 000 journal articles, and several hundred other sources,
such as pharmaceutical companies and individual research groups.
In order to make effective use of PubChem, it is helpful for one to have a basic

knowledge of its conceptual framework. First, the information in PubChem is
organized into Compounds, Substances, and BioAssays. A given chemical can be
listed as both a Compound and a Substance, where the Compound listing is its
single standard representation, while the Substance listing corresponds to the
specific material used in a given BioAssay. Thus, a given Compound can correspond
to multiple Substances, and there are about three times as many Substances as
Compounds in PubChem. It is the Compound listings that will generally be most
meaningful to PubChem users. It is also worth noting that PubChem includesmany
Compounds for which there are no BioAssay data. All activity and binding data,
including those drawn from the literature, are represented in terms of BioAssays.
There are three types of BioAssay record: Summary, Primary, and Confirmatory. A
Summary record contains an overview of a given experiment. A Primary record
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contains results of a primary screen in which each compound is listed simply as
Active or Inactive at a given concentration (e.g., 10 mM). A Confirmatory record
reports the effective concentrations (e.g., IC50 values) of compounds found to be
Active in a Primary screen, based on a multiconcentration dose–response study. For
BioAssays with well-defined protein targets, target information is provided through
seamless links to the NCBI protein database.

2.2.3.2 Browsing, Querying, and Downloading Capabilities
The PubChem home page provides immediate access to text-based searches within
BioAssay, Compound, and Substance listings. (As already noted, the Compound
listings are in general more useful than Substances.) Onemay also click through to a
comprehensive tool for chemical structure searches (described later). An Advanced
Search link on the home page allows more fine-tuned searching capabilities of each
category (Figure 2.3). Clicking on the BioActivity Analysis or Bioactivity Summary
links leads to a particularly useful BioActivity Services page (pubchem.ncbi.nlm.nih.
gov/assay/), offering Compound-centric, Target-centric, and Assay-centric query
tools. Several useful paths into this rich data set are now described.

Figure 2.3 Tools for searching PubChem by chemical structure along with a variety of filters
(left), and an interactive structure–activity relationship matrix, with Compounds listed along the
left and BioAssays along the top.
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Target: There are at least three ways of accessing compound and activity data for a
given protein target. One is to choose the Target-centric option on the BioActivity
Services page and enter the name of one ’s protein of interest, such as Rin1, into
the Search by protein family text box. This search leads to a list of BioAssays for
this protein target with an array of information, including the number of Active
compounds by various criteria. Clicking on these numbers leads to data tables
showing compounds and their activities, along with tools for downloading the
data in various formats, such as comma-separated value (CSV) with a database ID
for each compound. The compound activity table also provides tools for plotting
the data and gaining an overview of the compounds and their activities through
clustering and dendrogram displays.
A second way of accessing data for a given protein target is to enter through the

NCBI Protein database. For example, one may search the NCBI Protein database
for Rin1. This leads to a list of hits, where one may check the box for the Homo
sapiens variant and then, on the right, choose PubChem BioAssay from the Find
Related Data pull-down menu on the right. This reveals a further Option pull-
down menu, where one may choose Bioassay by Target (identical proteins). This
in turn leads to a list of BioAssays involving Rin1 from which one may choose the
Confirmatory BioAssay and thus access a BioAssay Summary page for this
quantitative data set. Clicking on either Show Data Active or All leads again to
a table of compounds and their activities, as already described.
Compound: Chemically oriented compound searches are available at the Structure
Search page (pubchem.ncbi.nlm.nih.gov/search/), which allows queries by chem-
ical identity, similarity, and substructure; molecular formula; and three-dimen-
sional structure similarity. Tools are also provided to filter Compounds by many
criteria, such as computed chemical properties and depositor. Results are dis-
played as a list of compounds with a range of navigation options. Simply clicking
on a compound leads to a Compound Summary page, described later. Alterna-
tively, one may search more directly for BioAssay data for compounds of interest
via the BioActivity Services page. From here, hits go directly to a data table of
compounds and activities (see above).
Bioassay : PubChem contains a wealth of information on high-throughput assay
methods for various protein targets and bioactivities. For example, if one wishes to
learn about assays for protein Rin1, one may type this protein name into the first
text box under the Assay-centric tab on the BioActivity Services page. This leads
directly to a list of high-throughput assays involving the protein of interest.

PubChem provides an informative Summary page for each Compound and
BioAssay, similar in spirit to the ChEMBL Report Cards (already described). A
Compound Summary page (e.g., 1.usa.gov/x3eREX) [61] provides 2D and some-
times 3D representations of the Compound, along with a wealth of additional
information and links. These include alternative identifiers such as synonyms,
InChI Identifier, and SMILES; computed characteristics such as molecular weight,
XlogP, and number of H-bonding groups; links to BioAssays results for this
Compound, toxicity information from the National Library of Medicine
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ChemIDplus resource, and representations of the Compound in vendor catalogs
and other databases; and links to similar Compounds within PubChem. The precise
content of a BioAssay Summary page depends upon the assay type. In general, a
BioAssay Summary (e.g., 1.usa.gov/x2nfRP) [62] provides a direct link to the assay
data from a Show Data link near the top of the page, followed potentially by
information on the protein Target and on Compounds tested and found active, and
information on the assay itself, often including a detailed protocol. An array of links
leads to further information, such as related BioAssays and Targets.
Many PubChem pages offer downloads of data subsets, while an FTP server

(http://ftp://ftp.ncbi.nlm.nih.gov/pubchem) allows users to download complete
listings of Compounds, Substances, BioAssays, and associated information. Users
are referred to the original submitters of the various data set for any possible license
terms (http://ftp://ftp.ncbi.nlm.nih.gov/pubchem/README).

2.2.3.3 Linking with Other Databases
As a component of the NCBI, PubChem is tightly integrated with the other bio-
informatics databases available at the NCBIWeb site, such as those for gene sequence,
protein sequence and structure, gene expression, and the scientific literature, via
bidirectional links that allow seamless navigation across NCBI resources. The relatively
new BioSystems component of NCBI [63] (www.ncbi.nlm.nih.gov/biosystems) places
protein Targets into the context of biomolecular pathways and other functional
groupings, such as structural complexes, and includes links to external resources
such as KEGG [64,65] and Reactome [36,66]. Protein targets are also linked to the
cura ted NCBI Con ser ved Doma in Datab ase (CDD) (www.ncbi.nlm.ni h.gov/cdd) [67]
and to the three-dimensional structures of closely related proteins contained in the
NCBI Molecular M odeling D atab ase ( MMDB) (http://www.ncb i.nlm.nih. gov/s truc-
ture) [68]. Such links help to identify and characterize conserved binding sites in
proteins. Many other external links are also provided. For example, Compound
Summary pages provide links to external information in categories like Use and
Manufacturing, Safety and Handling, Chemical Vendors, and so on, when available.
For data imported to PubChem from other databases, such as ChEMBL and Bind-
ingDB, PubChem includes links to the corresponding information in those resources.

2.2.3.4 Special Tools and Data Sets
PubChem offers a unique set of tools for analyzing groups of Compounds. For
example, a Compound search (e.g., by similarity to a drawn structure and optionally
with filters according to activities and computed properties; pubchem.ncbi.nlm.nih.
gov/search/) leads to a page with a list of Compounds meeting the search criteria.
One may then use check boxes to select any or all of these compounds, and then, on
the right-hand side of the page, choose BioActivity Analysis, Structure Clustering, or
a link to biomolecular pathways involving the selected Compounds. Choosing
BioActivity Analysis, and then the Structure–Activity tab, leads to an interactive
heat plot showing the activities of the Compounds against multiple BioAssays, along
with a hierarchical clustering of Compounds by chemical similarity and of Bio-
Assays by Compound activity profiles (Figure 2.3) [17].
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As already noted, PubChem focuses in particular on high-throughput screening
data from the Molecular Libraries Screening Centers Network (MLSCN), 10 centers
with a diverse set of screening platform technologies. The MLSCN is a component of
the NIH Molecular Libraries Roadmap, and along with the Molecular Libraries
Probe Production Centers Network (MLPCN), with nine centers, offers biomedical
researchers access to their large-scale screening capabilities, along with medicinal
chemistry and informatics aimed at discovering chemical probes to explore the
functions of genes and signaling pathways in health and disease [69]. The molecular
library centers are NIH’s New Pathways to Discovery initiative, which aims to
advance the understanding of biological systems. The unique high-throughput assay
data in PubChem obtained directly from these screening centers are not typically
present in the published literature.

2.2.4
Other Small Molecule Databases of Interest

There are dozens more chemically oriented databases of potential interest to
medicinal chemists. Several noteworthy ones have been summarized alphabetically.

Binding MOAD (bindingmoad.org) gathers high-quality protein–ligand structures
from the PDB (about 17 000 currently) and annotates as many as possible (about
5600 currently) with measured binding affinity data collected from the scienti fic
literature [70 –72]. Binding MOAD is thus particularly relevant to structure-based
drug discovery. One may browse and search structure and affinity data via a
protein classi fication, PDB ID, enzyme classi fication number, keyword, or author.
ChemSpider (www.chemspider.com) is a freely accessible chemical database [54]
containing more than 26 million distinct molecules with links to information
about properties and availability in over 400 data sources, such as compound
catalogs and databases, including many of those listed in this article. The Web
interface uses a crowdsourcing approach to expand and improve the data set, by
allowing users to enter or correct entries. One may query by, for example,
compound name, structure, database identi fier, and computed properties; availa-
ble information for each compound includes names, properties, spectra, vendors,
data sources, and patents.
DrugBank (drugbank.ca) [3,55,73] is a smaller but richly annotated public database
of approved and experimental drugs, including a total of about 6700 small
molecules and biopharmaceuticals. One may browse and query by, for example,
structure, pathway, protein sequence, and drug interactions. The data set includes
pharmacological and pharmacokinetic data, dosage forms, solubilities, drug–drug
interactions, metabolism information, target, and pathway data. An extensive set
of downloads is provided.
GRAC and IUPHAR-DB (www.guidetopharmacology.org [74] and www.iuphar-
db.org [75,76]) are two complementary and integrated databases that collect a
range of pharmacological information on GPCRs, ion channels, and nuclear
receptors from the primary literature. These data, which include small molecule
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activities and af finities, are reviewed by expert international subcommittees and
consultants and are linked to related information in other online resources. These
databases currently house data for about 1800 small molecules and 600 different
proteins spanning the targets of about half of all current licensed drugs.
PDBbind (pdbbind.org.cn and pdbbind.org) [77– 79], like BindingMOAD, collects
measured affinities for many types of complexes in the PDB, including protein–
small molecule, protein– protein, and nucleic acid –small molecule systems. The
current version at pdbbind-org.cn provides about 8000 data, of which about 6000
are for protein–small molecule complexes, and is free for academic and commer-
cial use, on acceptance of a license agreement.
PDSP Ki (pdsp.med.unc.edu), the database of the Psychoactive Drug Screening
Program at the University of North Carolina [19], contains about 55 000 binding
measurements for 7500 drugs and other compounds with 740 receptors, neuro-
transmitter transporters, ion channels, and enzymes. The query interface is based
primarily on pull-down menus and Ki limits. At no cost to academics engaged in
mental health research, the same group provides experimental compound
screening services with a variety of assays, including bioavailability predictions
(e.g., CaCo2) and cardiotoxicity (e.g., human ether-related gene (HERG)).
SuperTarget ( insilico.charite.de/supertarget/) provides various views of over 330
000 interactions involving about 6000 targets and 200 000 compounds, along with
annotated pathway diagrams and the ability to browse for targets categorically,
such as by function and cellular location [80,81].
Therapeutic Targets Database (bidd.nus.edu.sg/group/cjttd/T TD_HOME.asp) [82]
focuses on proven and prospective drug targets and their associated drugs and
candidate drugs, providing extensive links to related information, such as
sequence and pathway data. Both text-based and chemical similarity searches
are supported, and many data sets may be downloaded.
ZINC (zinc.docking.org), based at the University of California, San Francisco, is a
free database of over 21 million commercially available compounds [39]. Com-
pounds are organized into various subsets, such as target-focused, natural
products, metabolites, lead-like, and fragment-like, and are annotated with the
time frame for their availability. Small arbitrary subsets may also be assembled by
the user. Compounds are downloadable in popular molecular docking formats
with precomputed three-dimensional conformations, in order to facilitate virtual
structure-based screening.

2.3
Trends in Medicinal Chemistry Data

The combined holdings of BindingDB, ChEMBL, and PubChem enable a broad
overview of trends in publishedmedicinal chemistry data. Here, we examine rates of
data production overall and by journal and institution, as well as statistical distribu-
tions of, for example, compound molecular weight and compounds per target
protein. Clearly, many other analyses are also enabled by these resources.
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The number of unique small molecules published annually has increased year on
year since 2008 (Figure 2.4), while the number of protein–small molecule binding
measurements has followed a similar trend but at a higher level (Figure 2.5). (Note,
however, that although ChEMBL has sought to exhaustively curate the core
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Figure 2.5 Trends in published unique small molecules and associated binding data by year. The
data are the union (JChem 5.2 full structure search) of the holdings of BindingDB and ChEMBL
across 34 curated journals.
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medicinal chemistry journals, it is not guaranteed that all articles in the targeted
journals were captured every year.) The difference between these two quantities
implies that multiple measurements are available for some compounds, and this
relationship is depicted in Figure 2.6 for the data in BindingDB. Although nearly 180
000 compounds have only one measurement, about 80 000 have two, 40 000 have
three, and so on. In fact, as shown in the inset, there is a long tail in this distribution,
due to a small number of compounds with tens or hundreds of measurements
apiece. These outliers are mainly kinase inhibitors that have been tested against
many mutants of many kinases, but several other classes are also represented there.
The distribution of the number of compounds studied per target is depicted in
Figure 2.7. Not surprisingly, there are many targets, such as neurotransmitter
receptors, clotting factors, and kinases, against which hundreds and even thousands
of compounds have been tested. The bump in the distribution at about 40
compounds per target appears to result from the reuse of several compound panels
in various assays. Further details of these distributions are available at the Bind-
ingDB Web site (bit.ly/uu6ZNn [83] and bit.ly/uz9HeV [84]). Finally, it is interesting
to observe that, since 2004, the distribution of compound molecular weights has

Figure 2.6 Number of binding measurements per compound in BindingDB. For example, there
are nearly 180 000 compounds with one binding measurement. Inset shows the long tail of the
distribution, which contains a few compounds with hundreds of measurements each.
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sharpened dramatically, with more between 200 and 600 Da, and mostly in the 200–
400 Da range (Figure 2.8).
The number of new compounds in BindingDB and ChEMBL from the most

highly represented journals each year is examined in Figure 2.4. (The analogous
breakdown of new measurements per year parallels new compounds closely,
although at a higher level, and is therefore not shown.) There is a rather consistent
laddering of journals by the numbers of new compounds they publish, with most in
Bioorganic andMedicinal Chemistry Letters, followed by Journal of Medicinal Chemistry
and Bioorganic & Medicinal Chemistry. Interestingly, although the total number of
new compounds per year was rather level from 2004 to 2008 (Figure 2.4), this overall
trend masked a drop in new compounds in Journal of Medicinal Chemistry and a rise
in compounds in Bioorganic &Medicinal Chemistry and European Journal of Medicinal
Chemistry. However, since 2008, the number of new compounds in all of these
journals has risen together, and their relative shares have not changed appreciably.
Perhaps surprisingly, academia generates nearly half of the medicinal chemistry

data in the combined holdings of BindingDB, ChEMBL, and PubChem BioAssays

Figure 2.7 Number of protein targets in
BindingDB having a given number of
compounds for which affinities were measured.
For example, there are about 400 targets for

which one compound’s affinity was tested.
Inset shows the long tail of the distribution,
which contains targets for which hundreds or
thousands of compounds have been measured.
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(Figure 2.9). It is unlikely, however, that this distribution reflects the volume of data
actually generated in these two sectors, as many corporate data are not published.
Also note that about one third of the academic data derive from screening centers
such as the Scripps Research Institute Molecular Screening Center and the New
Mexico Molecular Libraries Screening Center.
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Figure 2.8 Molecular weights of new compounds in ChEMBL, BindingDB, and PubChem
BioAssays, by year.

Figure 2.9 Institutional sources of articles (a)
and compound activity data (b) in BindingDB,
PubChem BioAssay, and ChEMBL. These data
include only measurements with a defined
protein target. Each confirmatory PubChem

BioAssay is counted as an article. Institutional
sources were obtained based on keywords (e.g.,
“university” and “institute”) in the Affiliation
information in PubMed article entries and were
spot-checked by hand.
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2.4
Directions

2.4.1
Strengthening the Databases

2.4.1.1 Coordination among Databases
The existence of several publicly accessible medicinal chemistry databases provides
substantial benefits, while defining a need for coordination to minimize the
duplication of effort and maximize the value to users. One current bene fit is the
availability of a diversity of user interfaces and capabilities to support a range of
applications and preferences. Another bene fit is the high-level sustainability and
stability in the face of potential data losses and uncertainties of continued scienti fic
funding for any single project. There is also a valuable opportunity to distribute the
workload of journal curation across projects. Indeed, BindingDB, ChEMBL, and
PubChem are increasingly sharing data and curation efforts. For example, while
ChEMBL ’s outsourced curation focuses on core medicinal chemistry journals such
as Journal of Medicinal Chemistry and Bioorganic & Medicinal Chemistry Letters,
BindingDB is now engaged in curation of chemical biology journals and others
not covered by ChEMBL, such as Chemistry & Biology, Nature Chemical Biology, and
ACS Chemical Biology. The protein–ligand data sets in the latter journals often are
particularly interesting, because they involve proteins that are currently in
the process of being identi fied as candidate drug targets, or compounds that explore
innovative chemistries. To further increase ef ficiencies, there is now a collaborative
effort between BindingDB and ChEMBL to compare each other ’s existing data
holdings for discrepancies, and thus potential errors. Ultimately, the greatest
efficiency and service to users may be achieved by following the models of other
large database endeavors. For example, the Worldwide Protein Data Bank (wwPDB,
www.wwpdb.org) [85] comprises four different projects, two in the United States
[2,86], one in Japan [87], and one in Europe [88], which share a core data set, as well
as annotation and validation strategies, while presenting the data differently and
with emphasis on different user communities.

2.4.1.2 Data Quality
Data quality is of fundamental importance, and it is of interest to consider the
origins and nature of errors in the publicmedicinal chemistry databases. Data errors
may be separated into three classes: scientific errors, errors of transcription, and
data handling errors. Scientific errors result from problems with an experiment or
its technical analysis. Transcription errors arise during the writing and publication
of the data or during the extraction of the data from the publication and its
subsequent entry into the database. Data handling errors result from problems
in the database itself, such as the introduction of a mismatch between a table of
compounds and a table of targets during a database update. A systematic evaluation
of the quality of data in these public databases would be of interest, and one could in
principle use statistical sampling to characterize overall data quality without having
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to examine every entry. It would be even more valuable to identify and correct errors
throughout these massive data sets, but this would be a much larger challenge.
Some of the issues in error checking are now discussed.
Although there is no perfect way to detect scienti fic errors, it is possible for an

expert to judge the suitability of the method reported in the paper, as done, for
example, in NIST ’s evaluated database of thermodynamics of enzyme-catalyzed
reactions [89]. Concerns that might be identi fied in this way could include failure to
ascertain the active enzyme concentration [90], or reported enzyme inhibition by a
compound that is a known aggregator [91]. Perhaps only the authors of an article can
identify transcription errors that are enshrined in their publication, but errors
introduced during the extraction of data from an article and their entry into a
database can be detected by painstaking comparisons between database entries and
associated articles. The same is true for data handling errors, but the latter, once
detected, can often be corrected en masse by undoing the database manipulation that
generated them. It is worth noting that meaningfully categorizing errors can also be
challenging. For example, an error in stereochemistry may not be considered equally
severe as an incorrect chemical structure. However, if these two types of error are put
into different categories, rather than being lumped together, then more articles will
need to be surveyed in order to gather meaningful statistics in both categories. There
can also be ambiguities that are dif ficult to resolve, such as when a paper provides
data for a protein target without specifying its subtype; e.g., beta-adrenergic receptor,
as opposed to beta-1- or beta-2-adrenergic receptor. Other errors, such as in the name
of an author, are significant, but do not affect the scientific content of the database.
Evaluating and ultimately correcting the data extracted from tens of thousands of

papers will be an enormous undertaking [92,93]. Given the limited resources
available to these projects, a community effort may be the only way to make inroads.
It is in this spirit that the BindingDB project routinely emails article authors inviting
them to correct any errors they may find in their BindingDB entries. Perhaps 1–2%
of these messages receive a reply, and of these, about one third report an error. Users
who notice errors in BindingDB, ChEMBL, and PubChem are also invited to submit
corrections at http://www.bindingdb.org/bind/sendmail.jsp, chembl-help@ebi.ac.
uk, info@ncbi.nlm.nih.gov, respectively. However, a more systematic approach
would be for experts to adopt specific protein targets, overseeing the crowdsourcing
of corrections to the associated data [10]. Similar approaches are already being used
by Wikipedia, ChemSpider, and the IUPHAR databases.

2.4.1.3 Linking Journals and Databases
All of the literature data in these databases are entered by employees or contractors
who read each article, extract the pertinent data, and enter it into one of the
databases. This labor-intensive curation process is time consuming and costly
and inevitably introduces errors. The magnitude of these parallel curation efforts
is highlighted by the graphs in Figures 2.4 and 2.5 and the data production rate will
only grow in the coming years, as research in emerging economies accelerates and
technological advances yield a wealth of new candidate drug targets [94]. The
challenge of keeping up with this data flow was the topic of a panel discussion
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at a recent database conference, which included the leaders of most of the largest
databases already discussed, as well as many participants from industry, publishing,
and government.1)

The consensus that emerged is that a newmechanism is needed, in which authors
and/or journals make the data in their new articles available in a simple, machine-
readable format. For example, authors might provide a file with a list of protein
targets, SMILES strings, and affinity data. This could reside in the online supple-
mentary information, or might be uploaded directly to a central Web portal from
which any database team could draw those data that fall within the scope of their
project. The field of structural biology offers two interesting models. In the case of
macromolecular structures, authors routinely deposit their machine-readable struc-
ture data into one of the PDB portals so that they may be incorporated into the global
wwPDB databases, and journals do not accept papers that report new structures
without a PDB ID. Small molecule structure data are typically published via Acta
Crystallographica Section E, in which each online article is associated with a short
crystallographic information file (cif), which users may freely download and use.
In the case of medicinal chemistry data, electronic submission should be quite

straightforward, as most authors already have their data in machine-readable format
when they are preparing their articles, for example, in the form of spreadsheets and
ChemDraw files. The chief challenge for our community might be defining the
precise set of data to be uploaded. For example, although it is clear that each
compound should be defined, it may not be so clear how much information should
be provided about the experimental method and conditions. Regardless of the
details, it is clear that joining machine-readable data to every medicinal chemistry
article will lead to medicinal chemistry databases that are dramatically more
sustainable, accurate, and complete.

2.4.2
Next-Generation Capabilities

The public compound activity databases now provide an informatics foundation on
which many new research capabilities can be built. For example, the fact that
researchers increasingly read articles on computer screens rather than paper
provides an opportunity for tighter integration between journals and databases
[95]. Articles then become live, interactive media, which provide seamless access to a
world of related information, while also serving as documentation for database
entries (Phillip Bourne, personal communication). Building tighter, interactive
connections between medicinal chemistry and pathway databases [36–38,63,96–99]
also has enormous potential to strengthen research. For example, the ability to display
pathways while highlighting proteins already known to have small molecule binders
will help medicinal chemists view their work in a broad biological context. It will also
draw the attention of systems biologists to compounds that may be useful biological

1) U.S. Government Chemical Databases and Open Chemistry, Frederick, MD, August 25–26,
2011
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probes and to potential new avenues for drug discovery. The SuperTarget database [80]
is one significant effort along these lines, while theReactomepathway database [36,66]
and theCytoscape software [100] provide related network viewing capabilities by using
the PSICUQICWeb service [101,102], which has links to multiple molecular interac-
tion databases.
Data will also be more smoothly linked to computational analysis and prediction

tools. For example, one might collect a set of active compounds at BindingDB,
transfer them to another online resource that does machine learning, and then use
the result set of rules to computationally filter a compound catalog in search of new
actives. The candidate actives could furthermore be piped through a database
integrating pathway and medicinal chemistry data, in order to flag potentially
unanticipated on- or off-target effects. Each step of such a process might be carried
out on a different computer somewhere on theWeb, with the user directing the flow
of data and collecting the output. Many other capabilities could be used in an online
informatics network, for example, methods of predicting druggable protein binding
sites [103–107] or of estimating the physical properties of compounds. Software is
already available that allows users to direct data flows involving multiple data and
computational resources in a flexible manner [108–114], and the continued devel-
opment of such technologies will enable many new informatics tools to speed up
drug discovery.

2.5
Summary

Historically, medicinal chemistry data were not well connected to the informatics
world, but this situation has now changed decisively. Here, we have focused on three
prominent, publicly accessible chemical activity databases: BindingDB, ChEMBL,
and PubChem, each with its own unique user interface and scientific focus. These
resources allow users to browse, query, and download hundreds of thousands of data
extracted from the medicinal chemistry literature, along with additional data from
other sources such as the NIH screening centers. We also more briefly reviewed
seven complementary chemical databases of interest to many medicinal chemists.
Analyses of the holdings of BindingDB and ChEMBL indicate that the rate of
publication of medicinal chemistry data has grown by about 50% since 2007 and
appears to continue on an upward trend. This is exciting scientifically, but it also
means the work of extracting and managing the data is growing. We therefore
discussed potential approaches to strengthening the database system, including
further coordination among the various projects, the community quality control
efforts, and the development of a simple mechanism for authors to make their data
available in electronic format concurrently with publication. Finally, we discussed
future research capabilities that will grow from integration of the medicinal
chemistry databases with more biologically oriented databases, as well as with
Web-based tools for computational analysis and prediction. In sum, the emerging
system of publicly accessible medicinal chemistry databases is rapidly becoming a
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critical infrastructure component for drug discovery efforts worldwide and is
opening doors to valuable, new applications at the interfaces of chemistry and
biology.
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3
Chemical Ontologies for Standardization, Knowledge Discovery,
and Data Mining
Janna Hastings and Christoph Steinbeck

3.1
Introduction

Scientific research is increasingly benefitting from technological advances. New
platforms enable novel investigations for insight into previously opaque areas of
biology. The advent of high-throughput technology is enabling such investiga-
tions to generate data at an unprecedented rate throughout the life sciences.
These data have the potential to steer solutions to some of the longest-standing
mysteries of biological functioning. However, analyzing the data and retrieving
relevant information becomes much more difficult with the increase in volume
and diversity [1].
Sophisticated computational processing is essential to filter, organize, and search

for patterns in biological data. In the biomedical sciences, large-scale data manage-
ment is increasingly being facilitated by ontologies: computable logic-based repre-
sentations of human domain knowledge, designed to serve many different data
management analysis purposes [2,3].
First, ontologies provide a standardization of terminology and reference identifi-

ers for a domain in order that different sources of data can be aggregated through
shared annotations. Second, they provide a hierarchical organization of entities in
the domain to enable flexible aggregation. Such aggregation is an essential compo-
nent in several approaches to data-driven scientific discovery. Third, they facilitate
browsing and searching, driving the interfaces of several bioinformatics databases.
Further, their underlying representation in logical languages allows intelligent
applications to perform complex reasoning tasks such as checking for errors and
inconsistencies in the represented knowledge.
This chapter is devoted to the use of chemical ontologies in support of

data mining for drug discovery. Section 3.2 gives a general introduction to
ontologies, their structure, and underlying technology. Section 3.3 introduces
the state of the art in chemical ontology technology. Sections 3.4–3.6 deal with
the uses of chemical ontologies in standardization, knowledge discovery, and
data mining. Finally, Section 3.7 gives an overview and highlights some exciting
current research areas.
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3.2
Background

Ontology has long been a discipline of philosophy concerned with the study of
existence or simply what is. In the late twentieth century, ontology re-emerged as a
subdiscipline of knowledge representation in artificial intelligence research within
computer science circles, where the focus was on describing domain knowledge in a
fashion that enabled logic-based reasoning processes to derive inferences in a way
that simulate human reasoning [4]. Finally, in the bioinformatics genomic revolu-
tion, ontologies of a more terminological bent emerged to solve challenges in the
standardization of database annotations relating to genes and gene products [5,6].
These different intellectual paradigms have been synthesized into the discipline of
modern biomedical ontology, or bio-ontology [7].
Where biomedical data are described and labeled using unconstrained text,

different terminology is often used for similar or identical things. Such termino-
logical variance is normal and reflects natural language; usually humans have no
difficulty in resolving ambiguous usages of terminology and discrepant labels.
However, due to the sheer volumes of research data being generated, it is necessary
to develop computational methods of aggregating and aligning like with like. One
approach to addressing this issue is to adopt shared standards for the categorization
of data. Agreement in annotation across different databases increases the value of a
standardized terminology, allowing for easier cross-domain integration and query-
ing. Ontologies formalize themeaning of terminology used in a domain and provide
a reference for disambiguation of terminology usage. Increasingly, research in the
life sciences needs to integrate knowledge and results frommultiple disparate fields
and methodological approaches in order to gain insight into underlying biological
mechanisms. This is the case, for example, when studying the genetic and
epigenetic factors in understanding behavioral phenotypes, or in the development
of predictive models to enable personalized and translational medicine. Research
results from diverse disciplines, such as genetics, molecular biology, physiology,
chemistry, psychology, and medicine, have to be integrated in order to build a
coherent picture of what is known in order to address key research gaps, and
ontologies are meeting this need.
Bio-ontologies represent biological or medical entities of scientific interest

together with their properties and the relationships between them in a computa-
tionally processable language, enhanced with metadata such as definitions, syno-
nyms, and references to databases. They have enjoyed increasing success in
addressing the large-scale data integration requirements emerging from the recent
increase in data volume [3]. The longest-standing example of a successful bio-
ontology is Gene Ontology (GO) [5], which is used, inter alia, to unify annotations
between disparate biological databases and for the statistical analysis of large-scale
genetic data, to identify genes that are significantly enriched for specific functions.
The Gene Ontology describes the functions, processes, and cellular components of
genes and gene products, such as proteins. It is actively maintained and as of 2012
consists of more than 30 000 terms [8].
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3.2.1
The OBO Foundry: Ontologies in Biology and Medicine

The Open Biomedical Ontologies (OBO) Foundry [9] is an organization that is
coordinating the development of a suite of interoperable reference ontologies for
scienti fic application domains such as biology and medicine, centered around the
first-of-its-kind Gene Ontology [5]. As part of this coordination effort, the OBO
Foundry requests that prospective member ontologies strive to follow a set of shared,
community-agreed principles that facilitate reuse of ontologies in multiple projects
and support orthogonality between the ontologies. Ontologies are orthogonal when
they cover domains that do not overlap, or where a small overlap exists (such as
between chemistry and biology). This is dealt with by reuse of shared identi fiers
between the two ontologies. Ontologies that are submitted to the OBO Foundry are
first admitted to the OBO Library. They then undergo a peer review process, and if
the outcome of this review process is that they display a substantial level of
compliance with these guidelines, they are then included as OBO Foundry ontolo-
gies. The full list of current OBO Foundry and OBO Library ontologies is available at
http://www.obofoundry.org/. At the time of writing, there were eight Foundry
ontologies and just over a hundred ontologies in the Library. All ontologies may
be downloaded in full from the link on the Foundry Web site, or they may be
browsed in the BioPortal interface (http://bioportal.bioontology.org/) [10].
Most of the OBO Foundry principles are designed to facilitate the use of

ontologies in the standardization of database annotations, which is the first use
case that motivated the development of the Gene Ontology. In particular, the
principles emphasize the use of stably maintained semantics-free (numeric)
unambiguous identifiers for entities contained in the ontology. Such identifiers
are an essential requirement if annotations to an ontology are to be created across
multiple databases, because different update and release cycles will certainly result
in dead links within downstream databases if IDs are allowed to disappear from the
source ontology. Also, using semantics-free identifiersmeans that the identifiers can
remain stable, while the underlying ontology, for example, labels and hierarchical
organization, changes. Having clearly delineated scope for a particular ontology and
not overlapping with other ontologies, another OBO principle, is also very helpful
for database annotation standardization, since a plethora of similar-sounding
options from different ontologies bewilders and deters curators who need to use
ontologies for annotation.
Another benefit of the adoption of ontologies for data annotation is that they

facilitate flexible data aggregation. Science searches for generalities and patterns in
the world. Such generalities allow predictions to be made and contribute to our
understanding of underlying mechanisms. Grouping individuals together in a
hierarchical structure allows discovery of commonalities at different levels. Ontolo-
gies provide a very generic and flexible structure that can be organized hierarchically
to arbitrary depth.
One of the most pressing challenges in data-driven biology is the proliferation of

different databases. While the growth in open data is prima facie a good thing as
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more data become available for data-driven research, a substantial portion of
researcher’s time is lost trying to unify the available data from multiple different
resources. Unifying data based on names and other metadata is a hard, patchy
work. But if the data are annotated with a shared ontology, the integration has
already been done at the time of the annotation. Of course, this annotation may
also be incorrect, but at least performing it in a centralized manner shifts the
effort to the producer, rather than the consumer, of the data, enabling quality
control to be applied at the source. Thus, to address this need for data integration,
many bio-ontologies are developed as community efforts and used in annotation
across multiple databases.

3.2.2
Ontology Languages and Logical Expressivity

Bio-ontologies are developed and exchanged in a shared ontology language such as
theWeb Ontology Language (OWL), version 2 [11] or the OBO format [12]. The OBO
language was developed by the Gene Ontology project [5] to provide an ontology
language that was more human-readable than the then available technical alter-
natives that were the precursors of the OWL language. Many of the tools that will
be discussed in the following sections still rely on the OBO language with its
graph-based ontology structure, but the OBO and OWL languages are now inter-
convertible to a large extent [13], and increasingly the community is moving toward
OWL for ontology maintenance in order to harness an expanding set of available
ontology development tools. The OBO Ontologies Release Tool [14] is a software
library that provides support for OBO Foundry and OBO Library ontologies to
produce release versions of ontologies in both OBO and OWL format.
OWL ontologies consist of several distinct components. These include classes,

which are entities in thedomain, knownas “terms” in theOBOformat, andproperties,
which are known as “relations” in OBO format. Metadata such as names and
synonyms are considered annotations in OWL and are ignored from the perspective
of the logical properties of the language. In OWL, properties representing relation-
ships between classes aremore complex than the correspondingOBO relations, since
in OWL it is necessary to capture the type of restriction that is represented by the
property axiom. This may be existential, in that the relation expresses the knowledge
that all members of the first class are related to some members of the other class, or
value, in that the relationmay express the knowledge thatmembers of thefirst class are
only related to members of that other class (for the specified type of property).
OWL is based on Description Logics [15], a family of decidable logical languages

optimized for the expression of large-scale terminological knowledge such as is
found within large biomedical vocabularies. Logical languages are defined by the
types of logical axioms that they support. OWL supports many different types of
logical axioms, and the combination of axiom types that is used in a given ontology
defines the expressivity of that ontology. There is a trade-off between expressive
power and the tractability of a logic-based language. Increasing the expressivity of
the language usually means that it takes longer to perform reasoning tasks.
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The axiom types available in the OWL language include the following:

� Declaring and naming atomic classes
� owl:Thing, the “top” class that is a superclass of every other class in an ontology
� owl:Nothing, the “bottom” class that is a subclass of every other class in an

ontology, and is used to highlight inconsistent classes when there are errors in the
ontology

� Intersection (AND)
� Union (OR)
� Negation (complement, NOT)
� One of (enumeration)
� Restriction on object property: some values
� Restriction on object property: all values
� Restriction on object property: minimum cardinality
� Restriction on object property: maximum cardinality
� Restriction on data property: value or value range

A powerful feature of OWL is the ability to perform automatic classi fication using
highly optimized OWL reasoners. Reasoners are software toolkits that are able to
compute inferences on the underlying logic used by the ontology – that is, to
logically deduce the consequences of the knowledge that is expressed, including
inconsistencies. Examples of reasoners that work with OWL ontologies are Fact þþ
[16], Pellet [17], and HermiT [18], each of which supports different ranges of
operators and may have different performance pro files on different reasoning tasks.
As an example of OWL reasoning, the following axioms are given:

ZincAtom subclassOf MetalAtom ð3: 1Þ
MetallicCompound equivalentTo Compound and hasAtom some MetalAtom

ð3: 2Þ
ZincOxide subclassOf Compound and hasAtom some ZincAtom ð3: 3Þ
An OWL reasoner can automatically infer from Eqs. (3.1)–(3.3) that ZincOxide is a

subclass of MetallicCompound.
OWL has open world semantics, which means that inferences can only be drawn

based on what is explicitly captured in the knowledge base, and that absence
of additional information has no implication that the information doesn’t exist.
For example, given a statement that Square and Circle are subclasses of Shape in
a particular knowledge base, together with the knowledge that some entity A has_shape
C, we nevertheless cannot infer that C is either a Square or a Circle, as we do not know
anything about which other shapes may exist that have not been specified (i.e., in the
open world). If this type of inference is desired, it is necessary to add an axiom
specifying that all shapes are either squares or circles. This is called a closure axiom.
The primary editor that is used to maintain OWL ontologies is Prot�eg�e1). Prot�eg�e

provides an extensive framework for ontology development, allowing editing of

1) The Prot�eg�e ontology editing tool. http://protege.stanford.edu/ (accessed November 2012).
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classes and properties, reasoner integration, and ontology visualization, as well as
being supported by an extensive set of custom plug-ins.

3.2.3
Ontology Interoperability and Upper-Level Ontologies

There are a growing number of bio-ontologies, and these ontologies are increasingly
used in combination with each other in support of database annotation and other
objectives. When multiple ontologies are used in combination, there is a need to
provide a shared view across the content of the ontologies. This generates challenges
such as the need to anchor different ontologies within a common context and to
remove redundancies between them. It is also important to coordinate a set of
shared ontology relationships across multiple ontologies, since application logic
often depends on the nature of the relationships used to encode such knowledge.
To address these challenges, upper-level ontologies provide core foundational

entities and relationships that are intended to be shared and reused across multiple
different domain-specific ontologies [19].Widely used in the biomedical domain, the
Basic Formal Ontology (BFO) [20,21] is one such upper-level ontology. BFO offers a
small ontology of core entities that encode foundational distinctions relevant in any
domain. For example, BFO distinguishes objects that endure through time and exist
independently, such as humans and trees; properties that endure through time but
need a bearer in order to exist, such as color; and processes that unfold in time, such
as cell division. BFO also includes relationships that are relevant to multiple
ontologies, such as those for parthood and participation.
The object–property–process distinction mirrors the distinction of different

subontologies of the Gene Ontology [5]: the cellular component branch is concerned
with the physical objects and their parts that make up the cellular environment, the
molecular function branch with the properties and activities of gene products within
their environment, and the biological process branch with the processes that take
place within biological organisms, such as cell division and reproduction. A similar
distinction can also be drawn in chemistry, between the molecules that are the
objects in the domain, their properties such as mass and aromaticity, and processes
that they are involved in, such as chemical reactions.

3.3
Chemical Ontologies

With the large-scale availability of chemical data through projects such as PubChem
[22], making sense of the data has become one of the most pressing challenges
facing researchers. Traditional large-scale data management methods in chemistry
include chemical structure-based algorithmic and statistical methods for the con-
struction of hierarchies and similarity landscapes. These techniques are essential
not only for human consumption of data in the form of effective browsing
and searching, but also in scientific methods for interpreting underlying
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biological mechanisms and detecting bioactivity patterns associated with chemical
structure [23].
For the domain of biologically interesting chemistry, the Chemical Entities of

Biological Interest (ChEBI) ontology [24] is an ontology of chemical entities such
as atoms, molecules, and chemical substances. ChEBI classifies chemical
entities according to shared structural features, for example, carboxylic acids
are all molecular entities that possess the characteristic carboxy group, and
according to their activities in biological and chemical contexts, for example,
acting to kill or inhibit the growth of bacterial infections. As of December 2012,
ChEBI contained just over 30 000 entities. ChEBI has been harnessed in diverse
use cases, including the annotation of chemicals in biological databases [25–27],
the automatic identification of chemicals in natural language text [28], formal-
izing the chemistry underlying the GO [8], and large-scale metabolome predic-
tion [29].
In chemistry, algorithmic and statistical methods for chemical classification and

data mining are in widespread use. One advantage of logic-based methods such as
ontologies is that they allow the knowledge to be explicitly expressed as knowledge,
that is, as statements that are comprehensible, true and self-contained, and available
for modification by persons without a computational background. This is in contrast
to statistical methods that operate as black boxes and to procedural methods that
require a programmer in order to manipulate or extend them. Algorithmic chem-
informatics methods are often based on the features encoded in chemical structure
representations [23]. By contrast, chemical ontologies also allow classification by
nonstructure-based features. For example, many use cases demand the identifica-
tion of a knowledge base of chemical entities that share functional activity in order to
do primary research in a particular domain. In research into odor perception, it may
be necessary to identify a knowledge base of all odorant molecules. Where the
primary purpose of a research project is not primarily chemical in nature, the
implementation of a targeted chemical database is a costly overhead.
ChEBI provides both a structure-based and a functional subontology, with roots

“chemical entity” and “role,” respectively. The “chemical entity” subontology of
ChEBI is concerned with the classification of molecular entities into structure-based
classes by virtue of shared structural features. Included in the chemical entity
ontology are fully specified molecules such as and erythromycin A, and structure-
based classes such as steroid and macrolide. These molecules may be furthermore
interrelated with structural relationships such as “is enantiomer of” and “is tauto-
mer of” where appropriate to capture closely related chemical structures. Included
in the “role” subontology are drug usage classes such as antidepressant and
antifungal; chemical reactivity classes such as solvent, acid, and base; and biological
activity classes such as hormone [30]. Where specific targets are known, the role
class is specified down to the molecular level of granularity, such as “cyclooxygenase
inhibitor” for paracetamol. Chemicals are linked to roles using the “has role”
relationship. ChEBI is mapped to BFO and interrelated with the Gene Ontology [31].
An overview of the content of ChEBI showcasing the important ontology classifica-
tions for the hormone oxytocin is illustrated in Figure 3.1.
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An area of active ongoing research at present is that of structure-based classifica-
tion in chemical ontologies [32–34]. At present, ChEBI is manually maintained by a
team of chemists, but efforts are underway to harness the semantics of the OWL
language in combination with features of the chemical structures to provide partial
automation of error detection and classification. The chemical domain benefits from
a great deal of underlying regularity in the entities in the domain, that is, it is
constrained by the regularities observed in real chemicals. Logical axioms express-
ing these underlying regularities can thus be harnessed to help manage the
overhead of maintaining a large ontology. Explicitly formalizing class definitions
also enables disambiguation of different class definitions that are used by different
communities in reference to the same named entities. For example, some commu-
nities may use the term “hydrocarbons” as encompassing derivatives such as
chlorohydrocarbons, while other communities may use the term in a stricter sense
as molecules only composed of hydrogen and carbon. Making these definitions
explicit enables different chemical hierarchies to be computed according to the
preferred definition for a given community by classification tools, avoiding the
maintenance of entirely different ontologies to accommodate such differences.
There is a fundamental challenge in the full integration of chemical structure-

based algorithms with logic-based OWL reasoning, namely that OWL is fundamen-
tally unable to correctly represent cyclic structures, such as molecular entities
containing rings [35]. Given this limitation, progress has been made to partially
represent aspects of chemical structure and expose those to OWL-based reasoning.
One of the first applications of OWL for chemical classification was made by

Figure 3.1 Core divisions in content in the
ChEBI ontology between chemical entities and
roles. Fully specified chemical entities such as
the hormone molecule oxytocin are assigned
role categories with the “has role” relationship

and structure-based classes with the “is a”
relationship. The “has part” relationship may be
used to specify important parts of structure-
based classes.
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Villanueva-Rosales and Dumontier [36], who encoded functional groups into an
OWL ontology. The Dumontier representation allows powerful use to bemade of the
relatively compact knowledge base of functional groups in terms of the classification
of arbitrary molecules in a defined hierarchy. Care, however, had to be taken to only
encode the structures of the functional groups insofar as they were not cyclic. The
same team extended this workmore recently to include axiomatic definitions of lipid
classes in the Lipid Ontology [32]. In both the cases, the classification is dependent
on the detection of specific functional groups in molecular structures, which is done
using normal algorithmic approaches [23]. A prototype of a self-classifying ontology
for chemicals in ChEBI was presented in Ref. [33], which includes an algorithm for
the discovery of shared features among groups of chemical structures, the repre-
sentation of such features in an OWL ontology, and the automatic classification of
that ontology using OWL reasoning. The features that are detected include common
functional groups and, additionally, the presence of charges and cycles.
We have identified the following types of structural features used in chemical class

definitions in Ref. [34]:

� Presence or absence of specific parts. As ChEBI currently includes molecular parts
beneath a “group” hierarchy and uses the “has part” relationship to relate the full
molecules to their parts, this feature can already be accommodated in an OWL-
based chemical ontology such as ChEBI. However, the representation of such
parts is one part of the problem, and the detection of matches between parts and
wholemolecules to enable automated classification is another. In the general case,
including also cyclic molecules, in order to do something similar to substructure
matching to classify molecules based on interesting parts of their structures, a
different formalism to OWL is needed for the chemical ontology. Description
Graphs have been proposed as one such formalism [35].

� The number or count of specific parts. While ChEBI does not capture this informa-
tion at present, it is within the scope of the OWL formalism through capturing
cardinality constraints on the “has part” relationships. For example, it could be
expressed that a tricarboxylic acid is a class of chemical entities that “has part”
minimum three carboxy groups. The algorithms reported in Ref. [33] were
capable of discovering such constraints on classes. However, within that approach
it is not possible to exclude the inference that a tricarboxylic acid – with three
carboxy groups – is also a dicarboxylic acid – with at least two carboxy groups. It is
trivially true that a chain of n methylene groups is also a chain of (n� 1)
methylene groups. However, it would be misleading to describe a molecule
with an attached dodecyl group as a methylated compound simply because it
contains a substructure with the formula CH3 at the end of the alkyl chain.

� Calculated properties of the chemical such as overall charge or molecular weight. OWL
is capable of handling data properties such as integers or strings. These allow the
definition of classes referring to particular values or value ranges. For example, it
is possible to define smallmolecules as molecules whose molecular weight is less
than 800Da. These data restrictions are supported by OWL reasoners just as are
object property restrictions.
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� Topological features such as polycyclic cages or molecular knots. Topological features
such as overall regularity or cage structure fall outside the expressivity of OWL,
although efforts have investigated the use of higher-order logics for that
purpose [37].

� Structural formulas, such as hydrocarbons (strictly defined, excluding heteroatoms), in
whichatoms of types other thanhydrogens and carbons are absent.Due to theopenworld
semantics ofOWL, everything that is not explicitly stated in the ontology is assumed
to be not known to hold rather than known not to hold. For example, ChEBI contains
“organic molecule” and “inorganic molecule” as two classes. However, if it is not
explicitly stated in the ontology that all molecules are either organic or inorganic,
theontology cannot infer that amolecule is inorganic simply froma statement to the
effect that it is not organic. This openworld property of the semantics is a challenge
for strict and exclusive class definitions. This is an area where the closed world
semantics of alternative formalisms, such as the description graphs formalism
described in Ref. [35], may be more practical. A particularly challenging class to
define within a logic-based formalism is those captured by a parameterized
molecular formula, such as alkenes which are described by the formula CnH2n.
Constraints on number of atoms of particular sorts can be expressed using OWL
cardinality restrictions, but this facility does not allow the relationship between the
number of carbons and the number of hydrogens to be expressed.

3.4
Standardization

Bio-ontologies following the tradition of the Gene Ontology [5], including ChEBI [24],
were primarily developed to enable standardization across bioinformatics databases.
Ontologies enable standardization through theuse of semantics-free stable identifiers,
the annotation of extensive synonyms and cross-references, and through striving to
represent community agreement about the entities in a given domain such that the
ontology can be widespread among different subgroups of the wider community. In
systems biology, for example, the use of unambiguous, publicly available, and
perennial identifiers for model components is becoming increasingly recognized
as being essential for sharing and reusingmodels [38]. Ontology-based identifiers are
required if suchmodels are tobeused in computational pipelines [2]. The sameapplies
to many scientific domains, including chemistry. The ChEBI ontology is already
widely used in model and pathway annotation. ChEBI is the primary chemical
annotation and identification standard in the BioModels [26] and Reactome [25]
databases and in theGeneOntology [8]. ChEBIis also listed as a secondary identifier for
chemical information inmany additional databases such as KEGG [39], DrugBank [40],
and HMDB [41], enabling ontology-based data integration. To further facilitate data
integration, ChEBImaintains an extensive set of database cross-references as metadata
associated with classes in the ontology.
The semantic Web is a worldwide effort in which data are being brought online

from heterogeneous databases in the readily integratable “triple” format (subject,
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predicate, object). Cheminformatics data are being brought onto the semantic Web
in great volumes [42]. Bringing data onto the semantic Web allows it to be used
remotely, without the data having to be downloaded and stored locally on the
researcher’s machine. Semantic Web-enabled software fetches desired data from
distributed repositories that support cross-resource query answering over multiple
data sources. A key challenge that arises in this context over and above the data
integration challenges that ordinary data warehouse applications face is managing
the provenance of the information coming online in order to track and deal
appropriately with different levels of data quality. Different vocabularies may refer
to the same sorts of data with different labels or identifiers. For example, molecular
weight as a property of a molecule may be referred to in one database as
“MWEIGHT”, in another as simply “WEIGHT” or even “MASS,” in another as
“MOLWEIGHT,” and so on. These different labels obscure the fact that the data are
comparable and should be integrated, thus “hiding” portions of the data from
algorithmic processes of extraction. On the other hand, multiple implementations of
an algorithm may use the same terminology, while they can produce different
outputs due to heuristics, optimizations, errors, or outright differences in the
interpretation of the terms. This can lead to incorrect deductions when the results
of calculations are made available under the same terminological label without
further provenance as to which implementation was used to generate the data. To
address these challenges in the domain of calculated or measured chemical data
being brought online, the Chemical Information (CHEMINF) ontology was devel-
oped [43].
Both measurement and prediction of property values are ways to derive

information about chemical or biological properties and represent them so
that they can be accessible for further research. Properly reproduced on the
semantic Web, such values can be reused in multiple scientific analyses. This
highlights the importance of maintaining the provenance of the information –

detailing the algorithms that were used to generate calculated property values
and/or the experimental conditions under which data were generated. To address
this need, the CHEMINF ontology includes entities for different types of chemical
property, algorithm, toolkit, and descriptors, with definitions and axioms describ-
ing what they are specifically about.
The use of standard identifiers and ontologies is of particular importance in the

context of the semantic Web to enable cross-resource integration and querying. An
example of chemical structures and properties being brought onto the semanticWeb
is described in Ref. [44].

3.5
Knowledge Discovery

Newly generated knowledge across many different research areas is reported in the
primary scientific literature. However, the body of literature is growing at such a rate
that it is not possible to stay on top of all developments in a given field.
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Computational processing of the primary literature in order to identify publications
of interest or to amass all the publications in which specific entities are mentioned is
increasingly important. Such literature reports are often phrased in terms of classes
of chemical entities rather than individual fully specified molecules. Biological
knowledge such as the actions of enzymes in biological pathways is also described in
terms of classes rather than individual molecules. For this reason, chemical
ontologies are very important for the identification of relevant entities in natural
language text, and ChEBI has been used for “chemical textmining” applications [28].
A closely related task is that of computing systematic names for chemical structures

and reverse-engineering structures from specified names. IUPAC naming rules for
compounds such as described in Ref. [45] and implemented in tools, including the
open source Opsin [46], provide a method for obtaining a systematic name from a
given chemical structure and for interpreting a name to determine the intended
underlying structure. Importantly, rules for chemicalnaming in IUPACconfer similar
information to the classification of molecular entities into hierarchies in the sense
that parts of a chemical name correspond to parts of the molecule, and the same parts
of themolecule are also used for parts-based classification. Thus, there could be a close
integration between software that computes names and software that computes
classification. However, it should be noted that IUPAC rules generate systematic
names, which can be unwieldy and lengthy, and that chemists inmany cases prefer to
use shorter trivial names such as “caffeine”. Such trivial names cannot be automati-
cally computed and need to be stored in a knowledge base such as ChEBI.
Text processing and knowledge discovery has been enhanced by implementation of

ontology-based similarity for improved classification and text mining [47]. Similarity
has many important applications in life science research. Most importantly, similar
entities can be expected to behave similarly in similar contexts [23]. We can learn
something about unknown entities, and make predictions about their behavior, by
examining knowledge about similar entities. But for this endeavor to yield the best
results, the measures used for similarity must have real biological relevance.
Semantic similarity is named as such because it encodes similarity measures

that harness deeper features than only the superficial structure of an entity. For
example, the two words “cell” and “cell” are structurally identical, but may be
semantically very different in meaning – if one means “cell” as the word is used in
biology, and the other “cell” meaning the place where prisoners sleep. Ontologies
aim to encode many relevant portions of information about the meaning of the
entities they represent, through the topological graph structure around a particu-
lar node, the different relationships used, and in the case of more expressive OWL
ontologies, the features of the logical axioms. In chemistry, the most commonly
used measure for calculating similarity compares features of the chemical struc-
ture to quantify a score. Chemical structural representations depict the atoms and
bonds from which the chemical is composed, with information about their types
and local configuration. Similarity algorithms pick out structural features from
such representations and convert them into a bit array (a string of 1s and 0s) or
“fingerprint”, which is then able to be rapidly and numerically compared for
similarity with the fingerprint from another structure using (usually) something
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like the Tanimoto score. Psilocybin (CHEBI:8614), psilocin (CHEBI:8613), and
3-(indol-3-yl)propyl phosphate (CHEBI:28162) are structurally very similar, as
illustrated in Figure 3.2.
ChEBI gives the similarity score between psilocybin and psilocin at 76%, and

between psilocybin and 3-(indol-3-yl)propyl phosphate at 75%. Different databases
might give different pairwise scorings depending on the underlying features used in
the comparison. Human chemists may also give different judgments about the
relative similarity of the two pairs of compounds depending on the application
they have in mind. However, the point to note is that it is clearly not possible to
say much of significance based on a mere distinction of 1% in similarity. While 3D
shape-based similaritymeasuresmay yield better results in some cases,many organic
molecules are flexible and thus may adopt multiple conformers, hindering computa-
tion of shape-based similarities. In terms of a semantic similarity using the ontology
relationships captured in ChEBI, however, we can immediately observe rather strong
differences between these two pairs. While both psilocybin and psilocin are classified
as tryptamine alkaloids (CHEBI:48274) and as having the role hallucinogen
(CHEBI:34599), 3-(indol-3-yl)propyl phosphate has immediate structural parent
monoalkyl phosphate (CHEBI:25381) and no role annotated. In terms of having
strong biological relevance, the first pair is much closer in similarity than the second
pair. This is not reflected in the structural similaritymeasure, butwould be reflected in
a semantic similaritymeasure using the relationships asserted in theChEBI ontology.
A hybrid similaritymetric for chemical entities, called Chym, has been developed that
combines a structure-based similarity measure with a semantic similarity measure
based on ChEBI [47]. In application of Chym to several classification problems, the
authors have shown that the hybrid measure yields better (more biologically mean-
ingful) results than a “straight” structural similarity measure.
CMPSim [48] is another Web tool that also uses the information contained in the

ChEBI ontology in order to calculate similarity. This time, the tool is used to quantify
the similarity between metabolic pathways. This tool can be used to quickly find the

Figure 3.2 The chemical structure for (a) psilocybin (CHEBI:8614), (b) psilocin (CHEBI:8613),
and (c) 3-(indol-3-yl)propyl phosphate (CHEBI:28162).
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semantic similarity between KEGGpathways. To do so, a pathway ismapped into the
ChEBI compounds that participate in it, and then the two pathways are compared by
comparing the ChEBI similarities.

3.6
Data Mining

Ontology-annotated data are organized by the structure of the ontologies into
categories that can serve as the framework around several statistical data mining
techniques. One technique that makes particularly prominent use of the structure of
ontologies is ontology-based enrichment analysis. In an ontology-based enrichment
analysis, an annotated data set is compared to a background set of annotations to
find whether some of the ontology categories are statistically overrepresented in the
annotated data as compared to the background annotations. This technique has
found widespread use in functional genomics research, in which sets of genes
annotated in the Gene Ontology are compared to the full set of GO annotations to
determine which functional ontology categories are over- or underrepresented in the
sample in question. There are many variations on this theme in different imple-
mentations. For example, the genes of interest may be selected as those overex-
pressed in a particular microarray experiment and the background reference set may
be the full set of genes present in the microarray experiment, rather than the full set
of genes annotated for a given species [49].
An example of a Gene Ontology based enrichment tool is the Biological Net-

works Gene Ontology tool (BiNGO) [50], which is available as a plug-in to the
Cytoscape network analysis toolkit [51]. BiNGO assesses overrepresentation or
underrepresentation of GO categories for a set of genes as compared to the GO
annotations for a particular species. It is fully interactive with the Cytoscape
network visualization software, and can take as input genes from selected subsets
of networks in the main Cytoscape network view. Of particular relevance here is
that BiNGO is also able to work with custom ontologies and annotation sets. For
example, BiNGO is able to load ChEBI annotations to the Gene Ontology to do GO
enrichment for a set of chemicals, or ChEBI annotations to ChEBI role classes to
perform role enrichment for a set of chemicals. Figure 3.3 shows an example
output of the BiNGO tool running against the ChEBI role ontology with input a set
of metabolites that were implicated in a study as having some involvement in
bipolar disorder. It is interesting to note that the neurotransmitter role is enriched
in this set of metabolites, as is the osmolyte role. This result, while not unexpected
in this case, provides support for the neurochemical mechanisms believed to
underlie bipolar disorder.
A Web-based tool that performs ChEBI role enrichment for metabolic data is

MBRole [52]. MBRole performs enrichment analysis from ChEBI role annotations
that are grouped into biological roles, chemical roles, and applications. MBRole is
also able to perform pathway enrichment analysis using KEGG pathways. Data
mining approaches have also been used to establish links between drugs and
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pathways [53]. In this utility, a large-scale mapping between disease pathways and
chemicals that may be used to perturb them is provided through the integration of
information about drugs, genes, diseases, and pathways. The approach uses a
multiontology enrichment analysis with a human disease ontology and a chemical
ontology in combination.
An interesting data mining challenge is the prediction of ontology annotations

for as-yet unannotated data. The Gene Ontology annotation team uses a set of
rules for automatically predicting ontology annotations for as-yet unannotated
data, but these are mainly based on knowledge about the orthology of genes
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Figure 3.3 A ChEBI role ontology enrichment
result for a set of metabolites implicated as
having an involvement in bipolar disorder,
using the BiNGO tool. The color of the nodes
indicates the p-value of the enrichment, with

white being not significant (those nodes are
included just to build the graph output) and
orange very significant. The visualization is
customizable within the Cytoscape framework.
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rather than data mining existing annotations or examining the structure of the
ontology [54]. Ontologies provide categories for data to be aggregated into; such
categories can then form the input to machine learning algorithms and statisti-
cal models of various sorts, which in turn can provide predictions for novel data.
Supervised methods, such as Bayesian classifiers, decision trees, and support
vector machines, can be used to classify compounds for a particular functional
activity class. However, these approaches result in binary output for a particular
class membership rather than allocation of compounds to the ontology data set.
Supervised machine learning for prediction of chemical class membership
based on an existing hierarchy would require large training sets of chemicals
that are already classified into such a hierarchy. Although ChEBI could in
principle act as such a training set, the size of the classified data is still a tiny
fraction of the enormous chemical space, and the problem is further compli-
cated by the fact that the leaf nodes thus far contain fairly few structures. Our
research on methods to automatically extend the ChEBI classification aims to
address this parcity of leaf nodes. Manually constructed classifications may
furthermore be far from complete in the sense that an arbitrary compound
belongs to a vast number of classes, yet will only have been classified under one
or two – those deemed to be the most relevant. Automated reasoning will also
serve to address this shortcoming, although the determination of the most
relevant subset of classifications for a given chemical may remain peculiarly a
human ability for some time in the future. Another interesting problem is
matching the categorization inferred by purely data-driven approaches, such
as clustering across a given research data set, with that created by human
annotators and encoded in the ontology.

3.7
Conclusions

We have given some background to ontologies as they are in use in the biomedical
sciences, highlighted the state of the art in chemical ontologies, and described
several application areas in which ontologies are being used to support knowledge
discovery, standardization, and data mining. In general, the standardization effect of
ontology use makes ontology-annotated data highly suitable for all other aspects of
data mining, including specifically meta-analysis, as it reduces the overhead of data
integration in making use of the data.
An exciting direction that life sciences ontology development is currently expand-

ing into is that of increasing interrelationships between the ontologies themselves.
For example, relationships links from the Gene Ontology to the ChEBI ontology are
being created to explicitly represent chemical participation in biological processes.
This shows vast potential for enabling the sort of whole-systems scientific modeling
that is needed to transform basic knowledge about biology into predictive models
and simulations that allow scientists to design and investigate perturbations for
explicit therapeutic endpoints in silico.
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4
Building a Corporate Chemical Database
Toward Systems Biology
Elyette Martin, Aur�elien Monge, Manuel C. Peitsch, and Pavel Pospisil

4.1
Introduction

Effective data mining of databases populated with chemicals and their known
bioactivity data requires there to be a structured description of the compounds that
are represented by accurate structural representations and names, with clearly
defined terms used to describe biological activities associated with individual
compounds. Even though many compound names used in publicly available data-
bases are considered to be “standard” (IUPAC naming convention, CAS Registry
Number1, PubChem IDs, or SMILES codes), when building a robust corporate in-
house database, the quality and the accuracy of chemical representations and
nomenclature should be of a higher standard. In other words, common identifiers
are not sufficient. For example, a CAS number might not exist for a newly
synthesized molecule, or the IUPAC name is not sufficient to describe a molecule
with complex stereochemistry.
Here, we present our concept for building a corporate chemical registration

system that we refer to as the Unique Compound and Spectra Database (UCSD),
which allows chemists to register small molecules in a unique, nonambiguous way.
The system can accurately handle complex chemical structures, small molecular
mixtures, stereoisomers, and molecules with nondetermined structures and regis-
ter them as unique records. In Section 4.2, the process for associating molecules
with their analytical chemistry data is presented. The addition of analytical spectra
from techniques such as NMR, chromatography, or mass spectrometry serves as
supporting evidence for compound identification and purity and allows scientists to
make comparisons versus known reference spectra. In this way, the UCSD
increases user confidence in the accuracy of registered records. In addition, the
concept of UCSD suggests what database features should be considered when
building a database for chemicals present in complex chemical matrices. Examples
from our experience of building such a system within R&D at Philip Morris
International, Inc. (PMI) are presented.
Before any kind of data mining of a chemical and biological database is under-

taken, it is crucial to have a clearly defined and unambiguous way to extract and
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� 2014 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2014 by Wiley-VCH Verlag GmbH & Co. KGaA.
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manage data from different sources such as external databases and literature and
record the requested information in a coherent in-house system. Unlike in-house
databases that are fully controllable, public databases use standard or common
chemical names and therefore may contain ambiguous names and synonyms. In
Section 4.7, our method for linking records from the UCSD to popular compound
activity databases is brie fly presented. Further integration of such organized
chemical data with pharmacological, toxicological, and biological databases together
with advanced computational data mining approaches (as presented in this book)
becomes an important component for the expanding systems biology-based drug
discovery efforts.

4.2
Setting the Scene

S ma ll mo le cu l e ch em is tr y i s of ce nt r a l i mp or t a nc e f or R &D i n m an y c om p an ie s i n
di ve r s e a r ea s s uc h a s p ha r ma c eu ti ca l, nu tr a ce ut i ca l, fo od fl a vo r in g a nd pr o ce ss i ng ,
to ba c co , a nd c os me ti c i nd us tr i es . Th es e in s t it ut i on s a ll f a ce s i mi la r pr o bl em s,
i nc l ud in g th e q ue st i on of ho w be s t t o r eg is te r a nd s to r e s ma ll mo le cu le in fo r m at i on
i n th ei r c or p or a te c ol le c ti on s. Th e co mp l ex it y of c om p ou nd r eg i s tr a t io n is a ls o
s i gn i fi ca nt ly in c r ea s e d w he n t wo or mo r e c om p ou nd s a r e r eq ui r e d t o b e r eg is t er e d
to ge th e r a s a mi xt u r e, wh ic h ha s pa r ti c ul a r mi xt ur e -s pe ci fi c pr o pe r ti es . In ge n er a l,
a ll s ci e nt i s ts w or ki ng i n th i s ar e na a r e f a ce d w i th t he s a me q ue st io ns , na me ly, w hi c h
te ch no l og y s h ou l d b e u se d, wh i ch t yp e of da ta s ho ul d be s to r e d, ho w w il l ph ys ic a l
s a mp l es of mo le cu l es b e ma na ge d, ho w w il l t he u ni q u en e s s o f ch e mi ca l s tr uc tu r es
be de fi ne d , a nd ho w w il l th e c or r e ct ne s s of c he mi ca l s tr uc tu r es e nt er e d b y ch em i s ts
b e e ns ur e d. Su r pr i s in g ly, t hi s to p i c i s r a r el y co v er e d i n s ci e nt i fi c pu b l ic a ti on s , a nd
f ew i ns i gh ts c a n b e ga in ed fr o m c he mo i nf o r ma ti cs bo o ks [ 1 – 5 ]. T hi s i s pa r tl y
b ec a us e th e de v el op me nt of s u ch r eg is t r at i on sy s t em s is a ve r y t ec hn i ca l c ha ll en g e
f or de ve lo p er s a nd pa r t ly b e ca us e i t i s a r a p id ly ev o lv i ng fi el d. As s u ch , t hi s c ha pt er is
b a se d u po n t he wo r k pe r fo r m ed w i th in R & D a t P MI , w hi ch wa s r ec en t ly p ub li s he d
in the Ref. [6].
In the absence of a common chemistry registration platform, chemical information

is generally retained ina variety of locations, as illustrated inFigure4.1. Lists arekept at
the team or scientist level in diverse formats such as Excel files or ISIS/Base entries1).
Transferring the data from several locations into a single registration system poses a
challenge because in many cases the information related to a molecule is incomplete
(e.g., some data are not provided or are not provided in a uniform way) and there is
often no molecular structure available, just a name. Building a centralized unique
compound database is the first step to tackle this issue.

1) ISIS/Base is an information management framework that provides extensive chemical
representation features and capabilities for searching chemical structures. It is now part of
Accelrys.com.
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4.2.1
Concept of Molecule, Substance, and Batch

Chemical data in the UCSD are organized into different interlinked categories. The
three main entities are “molecule,” “substance,” and “batch,” the definitions for
which may differ slightly from other chemical registration systems. In the UCSD,
these terms are defined as follows:

� Molecule is the neutral form of a chemical structure without any charge,
counterion, or hydrate. If a molecule is charged, the system converts it to its
neutral equivalent and records its salt form at the substance level.

� Substance is equivalent to a molecule with additional information for the salts (its
counterion or hydrate) associated with the molecule at the substance level. For
neutral molecules, substance is recorded as molecule with the note “No Salt.” For
charged molecules, each substance is annotated with its type of counterion(s)
or hydrate(s) and its coefficient (e.g., Naþ, 2). An exception is made for substances
containing quaternary ammonium cations. Because they remain permanently
charged, independent of solution pH, it is not logical to create a neutral form for
registration. In this case, the system does not neutralize the molecule.

� Batch is defined as an occurrence of a compound. In many companies, this is
usually a physical sample, for example, a compound synthesized in the laboratory.
In our company it can be a compound identified by mass spectrometric methods

Data

Internet

Data

Data

Internet

Data

Data

Internet

Caculation
software Data

Data UCSD

Figure 4.1 Centralizing chemical data. Without
a designated data registry, scientists consult
publications and Web sites, create or explore
databases, and simulate data in processes
(boxes) independent from each other (left side).

The challenge of connecting different data
formats, activities, and scientific approaches
can be met by creating a unique chemical
registration system (right side).
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from the tobacco plant, a material purchased for analysis, or even a nonphysical
sample represented as a compound cited from the relevant literature.

In the UCSD, one molecule can be linked to several substances (e.g., salt, hydrate)
and each substance may have several batches (Figure 4.2). This allows users from
different teams to enter batches (e.g., different laboratory procedures) related to the
same substance and molecule, which can be a new one or a molecule already
registered within the system. Each batch can only be linked to a single substance that
in turn can only be linked to a single molecule. Batches are stored with exper-
imentally relevant information entered manually by submitters. At the molecule
level, a single molecule is represented by a unique, property-independent code
generated by the registration system (e.g., “UCSD code” or “PMI code” at PMI). The
substance codes are the same as the molecule codes, but a unique letter is added to
distinguish each individual salt/hydrate. Batches are assigned their own unique
codes (which eases the process of batch reassignment, see Section 4.4.4), which are
generated incrementally during the submission process. Batch codes also serve as
the submission ID for submitters and registrars.

4.2.2
Challenge of Registering Diverse Data

The source of chemical compounds to be stored in a chemical registration system
greatly depends upon the business of the company. For instance, in pharmaceutical

Every molecule is
assigned a unique 
company code: 
e.g., UCSD01234567

Substance ID = e.g.,

Molecule =
Neutral, unique 
chemical entity

Substance =
Molecule + Salt

Batch ID = e.g., BC000002152
BC000008641
BC000000560
BC000000320

Batch =
Substance physically 
present or project
relevant as cited in 
literature

BC000000122
BC000000154
BC000000176
BC000002504
BC000000894

BC000000121
BC000000158
BC000003174
BC000002598

UCSD01234567-A UCSD01234567-B UCSD01234567-C

Figure 4.2 Hierarchy of molecule, substance,
and batch entities in the UCSD. An example of
the hierarchy is shown for 2-cyanoacetic acid.
Three substances are associated with the
molecule: two salts and one neutral substance.

Each substance gets a letter after the molecule
code (e.g., A in UCSD01234567-A). Several
batches are registered for each substance. Batch
codes are generated incrementally upon
registration and also serve as the submission ID.
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companies, compounds are synthesized internally or purchased from external
suppliers and can represent millions of individually identified chemical structures.
In the flavor and fragrance industry, compounds are often natural products extracted
from plants.
For the tobacco industry in general, and for PMI R&D in particular, chemical

constituent sources are relatively limited in comparison with traditional pharma-
ceutical inventories. Approximately, 8400 compounds have been identified from
tobacco plants and tobacco smoke [7]. It is important, however, that the system be as
universal as possible and have the capacity to hold millions of compounds. The
challenge posed by the implementation of a registration system in this context is not
the number of compounds to be registered, but rather the wide range of chemistries
represented (peptides, natural products, sugars, and complex products resulting
from tobacco combustion). As such, a critical step in the project was to identify what
was to be registered and how to ensure that the quality criteria were met effectively.

4.3
Dealing with Chemical Structures

4.3.1
Chemical Cartridges

The core technical functionality of the registration system is to handle chemical
structures. Basically, this means that each chemical structure must be stored as a
unique representation, and that the drawing of the structure must include all
structural information such as stereochemistry, so that users have the possibility to
search by exact structure, substructure, or similarity. Although it is possible to
generate unique codes and perform searches using classical chemoinformatics tools
such as Accelrys Pipeline Pilot [8] or Chemistry Development Kit [9], we believe the
most suitable approach is to use a chemical cartridge as the central core of the
registration system.
A chemical cartridge is basically a database plug-in that gives chemical handling

functionalities to the database. The quality of chemical representation depends on
several factors, one of which is the type of chemical cartridge used. There is a wide
range of chemical cartridges available on the market, using different underlying
database technologies (Table 4.1). Cartridges usually differ in their performance,
searching mechanism (exact match, substructure, similarity, etc.), and ability to
store large quantities of structures in the most efficient way. Chemical cartridges
have the advantage of offering very good performance (for compound searches)
because chemical structures are indexed in the database.
While these are critical elements, it should be stressed that there is another

element that is usually underestimated: the concordance of the input system used by
the end user (sketcher) and the underlying cartridge. These usually share the same
chemical representation rules, but full alignment between them is not always
guaranteed. The UCSD overcomes this problem by ensuring that molecules are
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drawn and stored in the exact same manner (see later in this chapter). In order to
match our design and concept, the chemical cartridge of the UCSD is the Accelrys
Direct ( formerly Symyx Direct) chemical cartridge (Table 4.1).

4.3.2
Uniqueness of Records

The concept of the UCSD, in order to ensure data uniformity and uniqueness,
requires that structures be standardized prior to registration in the system, and that
this uniqueness be defined at the level of neutral molecules. As a consequence,
when a new molecule is submitted or if a duplicate of the corresponding compound
is found in the database, the system will create a new batch for the compound. It is
also important for users to have the provision to register compounds for which
structures are not known. Such cases are annotated as “no structure, ” denoting that
no particular chemical structure is defined. This is useful, for example, for analytical
chemists working with mass spectrometry who might encounter the same peak in
several gas chromatography and liquid chromatography mass spectra, without being
able to identify the compound (Sections 4.4 and 4.6).
For salts, t he neutral f orm of the mole cule is drawn a nd associate d w ith the

appropriate counterions (sel ected from a predefi ned list of ions) and rat ios. In the
same manner, hydrates are not draw n, but a re as sociated with the chemical
s tru cture. The r efore, the sys tem mu st be ab le to v erify the uniq uenes s of th e
molec ule, regard less of whe ther it is in t he f orm of a salt or a hydrate. The
canonical re prese ntat ion for e ach structure is generat ed by the system ’ s chemical
cartridge, and any tautomers of the same molecule are given the same canonical
representation.

Table 4.1 Main chemical cartridges systems.

Name; Web source Database
type

Available
for free

Accelrys Accord; accelrys.com/products/informatics Oracle No
Accelrys Direct; accelrys.com/products/informatics Oracle No
ChemAxon JChem; chemaxon.com/jchem/intro Oracle No
GGA Software Services Bingo;
ggasoftware.com/opensource/bingo

Oracle and SQL Yes

IDBS ActivityBase; idbs.com/products-and-services/
activitybase-suite

Oracle No

Molsoft MolCart; molsoft.com/molcart.html MySQL No
Mychem; mychem.sourceforge.net MySQL Yes
OrChem; orchem.sourceforge.net Oracle Yes
PerkinElmer CambridgeSoft Oracle Cartridge; chembionews
.cambridgesoft.com/WhitePapers/Default.aspx?whitepaperID¼18

Oracle No

Pgchem::tigress; pgfoundry.org/projects/pgchem PostgreSQL Yes

80j 4 Building a Corporate Chemical Database Toward Systems Biology

http://pubchem.ncbi.nlm.nih.gov
http://ncbi.nlm.nih.gov/pcassay
http://chemspider.com
http://zinc.docking.org
http://www.ebi.ac.uk/ChEMBLdb
http://www.ebi.ac.uk/ChEMBLdb
http://chembank.broadinstitute.org
http://www.cas.org/products/scifinder
http://aureus-sciences.com
http://genego.com/metadrug.php
http://chembionews.cambridgesoft.com/WhitePapers/Default.aspx?whitepaperID=18
http://chembionews.cambridgesoft.com/WhitePapers/Default.aspx?whitepaperID=18


Each level (molecule, substance, or batch) requires specific information that is either
entered manually by scientists during the submission step of the registration or
calculated automatically by the system. For example, information related to a project,
scientist, laboratory notebook reference, or analytical results is stored at the batch
level (manual entry). Information related to the chemical substance, that is, IUPAC
name, codes (InChI and SMILES), and physicochemical properties, such as molec-
ular weight and logP, are calculated automatically and stored at the substance level.
Similar information is stored at the molecule level of the neutral chemical structure.
TheIUPACnames,SMILES,andInChIcodesaregeneratedbythesoftwareattachedto

the UCSD platform (e.g., IUPAC name is generated by ACD/Labs [10], SMILES, and
InChI by the chemical cartridge). However, these names and codes can only partially
represent the stereochemistry. When amolecule contains more than a single group of
relativestereocenters,chemicallinenotationsusingSMILESandInChIarenotsufficient
to accurately represent the stereochemistry. For example, the “either” bond (drawn as
wavy line) linked to a stereocenter cannot be encoded in InChI or SMILES.
Nevertheless, SMILES and InChI representations are still generated in the UCSD

because these popular chemical line notations are useful to query external databases
and data mine them. In order to omit any ambiguity and ensure that scientists are
working with a single unique structure, the UCSD generates a unique internal
company code, which in our case starts with letters PMI. In other words, no record
can have two different codes and there cannot be two or more molecular entities
sharing the same code. This is the important prerequisite for unambiguous data
assembly and data mining. It should be noted, however, that considerable progress to
guaranteeuniqueness of structural descriptions using linenotationshas been recently
made in the field of chemoinformatics. Examples are given in two recent publications
[11,12], introducing and discussing yaInChI and CTISMILES codes, respectively.

4.3.3
Use of Enhanced Stereochemistry

One of the main difficulties with chemical registration systems is the representation
of uncertainties of stereoconfigurations andmixtures of stereoisomers. To represent
this as precisely as possible, even when the absolute configuration is not known, the
UCSD platform uses a leading system of stereocenter descriptions developed by
Accelrys (formerly Symyx). The system is called Accelrys enhanced stereochemistry
labeling (V3000 format) and uses directly embedded labels in the drawings of the
structure to allow precise configuration of the molecule for each possibility. Hence,
this detailed 2D drawing of the structure with enhanced labeling minimizes
ambiguity and guarantees the uniqueness of the molecule.
For example, the configuration for the two centers of 4-chloropentan-2-ol in the

mixture of stereoisomers can be known or partially known (Figure 4.3). Embedded
stereochemical labeling allows us to represent the relative stereoconfiguration of
each stereogenic center. The six stereoisomers and stereoisomeric mixtures would
be registered as six different molecules in the UCSD, each being a different entity;
thus, removing the uncertainty of known or unknown stereoconfiguration.
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4.4
Increased Accuracy of the Registration of Data

4.4.1
Establishing Drawing Rules for Scientists

Since some molecules can be drawn in more than one way, it is important to define
both a set of rules that chemists must follow when drawing molecules and the
representations that are not allowed. The seamless translation of structure from the
chemist to the chemical cartridge is then ensured.
In order for correct recognition by the chemical cartridge, structures must be

drawn in a nonperspective way (Figure 4.4). When a structure contains bridging
atoms, the bonds that are attached to the bridging atoms should not be marked as
stereo bonds; instead, explicit hydrogens should be used. The correct drawing of cis–
trans isomerism is also important.
Drawing sugars encompasses its ownknown challenges. Sugars can be represented

in different ways, but not all of them are fully interpretable by the chemical cartridge.
For linear sugars, the preferred drawing should use the line–angle structure rather
than the Fischer projection [13]. Cyclic structures of monosaccharides should be

(S)(R)

S*R*

SR

S*R*
(S)(R)

OH

or2 or1

ClOH Cl

OH Cl OH

&1 &2

Cl

OH Cl

OH Cl

(c) Mixture of four
stereoisomers

(e) One of four possible
stereoisomers

(d) Mixture of two stereoisomers
with the same relative 

configuration

(b) Single unknown enantiomer,
relative configuration of the two

stereogenic centers known

(f) Nothing is known about
configuration of two 
stereogenic centers

(a) Single stereoisomer,

OR Enantiomer

AND Enantiomer

Mixed

Mixed

absolute configuration known

Figure 4.3 Different cases of stereochemistry
differentiated by embedded labels. All
embedded annotations have a defined
meaning: stereocenter configuration is either
absolutely known [R and S labels in part (a)] or
stereocenters have known relative
configurations [R and S labels in parts (b–e)].

Larger labels above the structure indicate if the
enantiomer is considered (b and d) or it is a
mixture of stereoisomers (c–e). When nothing
is known about the stereochemistry of the
molecule, the annotations are absent (f).
Annotations are managed by Accelrys Draw and
Accelrys Direct chemical cartridge.
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represented using the Haworth projection2) with a nonperspective drawing that is easy
to translate into an acceptable drawing (Figure 4.4). Bonds above the plane of the
carbon ring are marked “up,” and bonds beneath the plane of the carbon ring are
marked “down.” Hydrogen atoms, which are explicit in Haworth projections, are also
implicit in structures that are drawn for registration.
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H O
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Cl
Cl ClBrCl Br

Br

Cl Br

Cl

Cl
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H

Cl

H

(b) Isomerism cis-trans

Disallowed drawing

Allowed

(a) Bridged ring

Allowed drawing

(c) Cyclic sugar

Disallowed

Nonperspective drawingPerspective drawing

Figure 4.4 Allowed and disallowed
representation of molecules. To be correctly
understood by the chemical cartridge, drawings
must be nonperspective (a) and in the allowed

form for cis–trans isomerism (b). Allowed
drawings for sugars are based on the Haworth
projection of cyclic forms as shown in the
example of a-D-Glucose (c).

2) Haworth projection, http://goldbook.iupac.org/H02749.html.
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4.4.2
Standardization of Compound Representation

Drawing rules provide the support necessary for scientists to represent chemical
structures in a manner that will be correctly understood by the chemical cartridge.
However, since all structures must be checked before they are entered into the
database, some standardization rules must be automatically applied. For this
purpose, Accelrys Cheshire (formerly Symyx Cheshire [14]), a chemistry-oriented
scripting platform, was chosen. With this tool, it is possible to apply corporate
standards to check, adjust, and neutralize chemical structures. In some cases,
structures can be standardized or checked automatically. Some examples of stan-
dardization rules and error checks are presented in Figure 4.5.
In addition to an automatic check of the structure drawing by Accelrys Cheshire,

well-defined drawing rules and validation by an expert established in the company

N N

Cl Br

OH

NH2 NH2

OH

OH

NH2
OH

BrCl

Cl

Br

(a) (b)

(c)

(d) (e)

(f) (g)

Technical limitations

Standardization

Flagged as erroneous

Figure 4.5 Examples of automatic
standardization rules and error checks. Some
standardization rules are applied automatically
by Accelrys Cheshire: the nitrile group can be
automatically redrawn linearly (a). For a
stereocenter it is not necessary to have two
double up bonds and/or two double down
bonds (b), and up and/or down bonds must be
oriented to the stereocenter (c). Some

compounds cannot be corrected, but can be
detected as erroneous (d and e) because it is
not possible to determine the stereochemistry
(d) or the valence is not correct (e). In some
cases, it is not possible to correct or
automatically detect the error. Some drawings
meet technical limitations; the configuration
of the stereobond (f) or of the stereocenter
(g) cannot be determined.
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help to ensure that only correct structures are stored in the database. An example of
the validation of chemical structures with Accelrys Cheshire in our platform is
presented in Figure 4.6.

4.4.3
Three Roles and Two Staging Areas

The workflow for the registration process is another important element that helps to
ensure the highest quality of registration and minimize incorrect entries due to
human error. In the UCSD, three different roles are defined in the system
(Figure 4.7):

� The role of Viewer includes all users that can search and view registered data via a
Web interface (except for some “restricted fields” reserved for specific teams).

� The role of Submitter is reserved for scientists who can create new information.
Submitters have the same privileges as Viewers, but can also access a submission
form to insert new records in the database.

Figure 4.6 Example of a standardization of the
structure in the UCSD registration system. The
nitrile group of the 2-cyanoacetate is redrawn
linearly and the acid group is put into the
neutral form. The output of the normalization
script (right part: Normalized structure) is

presented to the user, who can accept the
changes prior to the submission of the
molecule (tick the check box Accept
Normalization). Salt can be selected using
theMolecule & Substance button.
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� The role of Registrar is restricted to chemoinformaticians. Registrars have the
same privileges as Submitters, but are also responsible for checking and validat-
ing data in the submission area (source, project ID, etc.) and giving approval for
registering an entry.

Authentication to access the database is managed by Lightweight Directory Access
Protocol (LDAP) accounts, with three groups corresponding to the three roles.
Nevertheless, when submitting a molecule for registration, the submitters have to

follow a registration workflow. Namely, chemists wishing to add a new batch to the
UCSD should consider whether the chemical substance fulfills the criteria (agreed
within the company) for the registration.
The submission form contains various fields of data associated with the batch (e.

g., common name, source, internal identifier), some of which are mandatory. An
automated control ensures that a molecule can be submitted only if all mandatory
data and validation fields are completed correctly (e.g., experimental molecular
weight field accepts only numbers). When the user validates the drawing of the
molecular structure (or for the unknown compound, the label “no structure” is
written), a normalization process is automatically executed, and the normalized
structure is displayed next to the original drawing (Figure 4.6). The submitter can
then decide whether or not to approve this normalization.
When the form is completed, the Submitter clicks the Submit button to store all the

data in a transitory area called the submission area. This area is the “waiting room” for
compounds to be reviewed and validated by the database Registrar. In this area, any
potential user errors are checked by the Registrar and corrected. Approvedmolecules
(and all related information) are then copied into the registration area, which is the
final database. The two staging areas allow scientists to be part of the registration
process and the Registrar to check discrepancies and errors. This two-stage process
brings an additional layer of security for the UCSD and increases confidence in the

3. Registrar 

Add new 
record 

2. Submitter 

UCSD

Submission 
Area 

Registration 
Area

Read 

1. Viewer 

Validate new 
record 

Figure 4.7 Three user roles and two staging areas of the database.
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accuracy of registered data. When a submitted molecule is not approved, the
Submitter receives an e-mail notification with the reason why the batch has been
rejected and has the option to modify and resubmit it.

4.4.4
Batch Reassignment

The system also allows records to be updated for the inclusion of newly discovered
properties for individual structures. A batch can be reassigned to a different
substance if the user realizes that the structure was entered incorrectly or determines
stereogenic centers during later experiments. If a substance no longer has a batch, it
is archived as inactive. If after this process a molecule no longer has a substance, it is
archived. There is no “delete” process; all new entries are assigned chronologically
with new codes. This procedure allows the correction of errors without losing any
information related to the archiving process.

4.4.4.1 Unknown Compounds Management
Another important point concerning batch reassignment is the registering of
compounds with undetermined structure. As mentioned earlier, there is a provision
to register a compound with unknown structure with the “no structure” label.
However, it can happen that scientists, especially analytical chemists, identify mass
spectra peak corresponding to a specific mass of the compound that they see
repetitively in their analyses. Such an entry is referred to as a “known unknown.” In
the UCSD, upon registering such a compound with a “no structure” label, a special
temporary code “UNK” (as for Unknown) is generated (e.g., UNK1, UNK2) and not
the UCSD code. The batch of this analysis is then assigned to the molecule with the
UNK code. Several batches of the same unknown can be assigned to the same
molecule; hence, the system handles identical unknowns under one unique UNK
code (e.g., UNK1). When two or more unknowns reveal themselves to be the same
molecule, the batch can be reassigned to a single code (e.g., fromUNK2 to UNK1). If
the chemical structure of a “known unknown” compound is determined at a later
date, the molecule can be drawn and the batches of this originally unknown
molecule can be assigned to a known molecule with a UCSD code.

4.4.5
Automatic Processes

In a chemical database, to further minimize possible errors, it is preferable to have
names and certain aspects, such as ADMET properties, calculated automatically.
Even though our system generates corporate compound IDs (UCSD codes) upon the
registration of each entry, it is important that chemical names and other identifiers
such as IUPAC names or CAS numbers be recorded in order to provide links to
molecules in external databases to facilitate any data mining process.
ACD/Labs Name Batch tool [10] is used to automatically and accurately generate

most names according to IUPAC guidelines from themolecular structure. However,
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naming structures with enhanced stereochemistry is still an issue: see example of
(2R,4S)-4-chloropentan-2-ol in Figure 4.3 for which IUPAC names with such
detailed description of stereochemistry cannot be generated. The software Accelrys
Pipeline Pilot is used to predict ADMET properties and calculate lead-like and
Lipinski indicators. ACD/Labs PhysChem is used to automatically calculate water
solubility values of the molecules.
In addition, the system automatically calculates the theoretical molecular mass of

both molecule and substance. The system neutralizes the charged atoms of the
molecule by adding hydrogen(s) to these atoms and the submitter selects the
corresponding counterion from the predefined dictionary of salts for substance.
As the charged form of the molecule is not represented in the database, the
molecular mass of the salt is decreased by the theoretical molecular mass of the
one (or several) added hydrogen(s).

4.5
Implementation of the Platform

4.5.1
Database

The database is hosted on Oracle 11g with Accelrys Direct 8.0 cartridge. The major
effort in the design phase of the project was to conceive the database model
(Figure 4.8). The two areas (submission and registration) are clearly separated in
the data model. The submission part of the scheme is a buffer area for the data
containing all the information entered by the user. The registration tables contain
the validated information. Molecule, substance, and batch tables reflect the organi-
zation of the chemical data presented before. Properties are stored in dedicated
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SUBSTANCE 
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Figure 4.8 Database model for the chemical part of UCSD. Database is composed of tables
related to the submission (blue), registration (yellow), security (green), and additional properties
(white) areas.
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tables for each level of information. Information related to security and additional
properties is stored in separate tables.

4.5.2
Software

Several programs were used to build the UCSD platform. Accelrys Pipeline Pilot 8.5
was used to compute the physicochemical properties (e.g.,molecularweight, logP) and
IUPACnames (generated byACD/LabsName) for any newmolecule entry. In order to
normalize the structures, Accelrys Cheshire is called directly from Oracle. Oracle
Application Express 4.1 (Apex) was used to develop the main part of the platform
(Figure 4.9).Apex is a tool integratedbydefault inOracle 11g anddedicated for building
Web interfaces for Oracle databases in a very efficient way. The Web interface built in
Apex is then the point of entry to the database for Viewers, Submitters, and Registrars.
The only specific software that is required to be installed on the user’s desktopPC is the
software used to draw structures, for example, Accelrys Draw.

4.5.3
Data Migration and Transformation of Names into Structures

It is widely acknowledged that the implementation of a chemical registration system
can be a lengthy anddifficult process. In a business environment, it is critical to deliver
the system in the shortest timeframe possible withmaximumefficiency. In the case of
the UCSD, the team at PMI comprised three chemoinformaticians, one project
manager, and support from the former Symyx consulting team. This team was
empowered by management to make all decisions regarding the chemical represen-
tation and standardization rules, the data structure, and the technical implementation
strategy. A production system was available 4 months after the project kickoff.
Database population is perhaps one of the most underestimated and neglected

processes in terms of time and resources. In our case, once the UCSD was ready to
be populated with compound entries, the migration of all existing data was
recognized as being the critical step because data and names (or CAS numbers)
for molecules are often stored locally in diverse file formats.

Viewer, Submitter,
and Registrar

Internet Explorer 8

Oracle 11g
Accelrys Direct 8.0

Accelrys
Pipeline Pilot 8.5

Figure 4.9 Software architecture of the UCSD.
The database part is based on Oracle and
Accelrys Direct. The software to input data and
the visualization interface was developed using

Oracle Application Express, and it is accessible
with a Web browser. Pipeline Pilot is used to
compute physicochemical properties and
chemical names.
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When building the UCSD without any existing infrastructure, two major sources
of compounds were available: (i) names of molecules cited in the literature and (ii)
internal lists of compounds, often annotated by their IUPAC names, common
names (e.g., harmane), or CAS numbers. As these names do not always follow
IUPAC recommendations, their transformation into structures and subsequent
importation into the UCSD was difficult. The issue was addressed using the
standard software module “ ACD/Name to Structure Batch” from ACD/Labs.
This software generates accurate structures for entire libraries of compound names.
Even though this software is capable of transforming large numbers of names into
structures, a considerable amount of time must be spent by the submitters and
registrars in checking and correcting the structural representation of molecules. The
overall yield for generating correct structures is presented in Figure 4.10.
For the set of 1730 molecules (Figure 4.10), there was no easy or automatic way to

obtain a structure; therefore, chemists had to check and correct each name and
associated structure manually. To obtain a structure for these molecules, searches
were conducted in PubChem (http://pubchem.ncbi.nlm.nih.gov/), ChemSpider
(www.chemspider.com), and Google. For some molecules, an associated CAS
number was available, which allowed the use of SciFinder 1 (www.cas.org/prod-
ucts/sci finder), a tool for exploring the CAS REGISTRY database, to obtain their
structure. Clearly, during the construction of the UCSD, structure conversion took a
considerable length of time (in terms of months taken by one chemoinformatician)
and the effort and time required should not be underestimated.
Once the structures were obtained and confirmed, a Pipeline Pilot protocol was

developed to automate their importation (Figure 4.11). This protocol required an

7372 names of 
molecules

(100%)

5107 structures generated without 
ambiguity (70%)

535 structures generated with warning 
message such as “Ambiguity is possible” 

or “Structure 1 of 2” (7%)

1730 names not converted into structures 
as “Name not recognized” or “Syntax error” 

 for these molecules and the structures
should be generated by hand (23%)

Figure 4.10 Success rates for converting
chemical names to structures. In this example,
around 70% of the names were transformed
correctly into structures, 7% of the generated

structures were ambiguous (generated warning
messages), and 23% of the names were not
recognized by the software.

Figure 4.11 Accelrys Pipeline Pilot protocol to automatically insert an entire compound library.
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input file in structure –data file (SDF) format in which the structures were described
by a Connection Table in V3000 format. The SDF format was chosen because of its
ability for attaching associated data to structures (e.g., project name, internal
identi fier, and scientist who works on this compound).

4.6
Linking Chemical Information to Analytical Data

There are many R&D companies that study the properties of complex compound
mixtures such as plant extracts, which are often referred to as complex matrices.
These activities primarily take place in companies operating in the nutraceutical,
food flavoring, or cosmeceutical industries. At PMI, the major source of complex
matrices for analysis originates from the aerosols (smoke) of smoking articles;
another source of compounds for analysis is from tobacco plant extracts in the frame
of metabolomics studies. The majority of compounds in such matrices are deter-
mined using chromatographic and mass spectrometric techniques. Cigarette
smoke, for example, contains many thousands of compounds. Complex analytical
methodologies are used to separate compounds, pick the peaks, deconvolute the
spectra, and determine individual compounds.
In our concept, the UCSD comprises two separate but interlinked Oracle databases

developed in-house: a compound database and a spectral database (Figure 4.12). The
“C” in UCSD stands for compound database, which is referred to here as ChemDB,
whereas the “S” represents its spectral part, called SpecDB. Distinct separation allows
scientists to control the source and the occurrence of the compound, to check if the
compound was determined using analytical methods, identify which methodology
was used, and understand the level of confidence associated with the data.
Once a compound has been determined by spectrometric methods, its analytical

spectrum is registered in the SpecDB and its structure is registered in the ChemDB.
Whether the compound was extracted from a plant, synthesized in a laboratory, or
retrieved from a text source, information is recorded at the batch level in the section
called “Source of data.” The system of batches, as presented earlier in this chapter,
allows the registration of multiple pieces of laboratory-based information for a single
molecule at the batch level, associated with the compound at the molecule level. It also
implies that spectral information for a single molecule originating from different
techniques should be considered as different batches and registered at the batch level.
At PMI, many analytical chemistry devices from suppliers such as Waters,

ABSciex, Shimadzu, Leco1, and Bruker (www.suppliername.com ) are used to
determine the presence of aerosol constituents. The ACD/Labs software [10] is
used as the principal software package for analytical chemistry. It allows data
processing and interpretation for NMR, LC/GC/UV/MS, IR, and other types of
spectra from different instrument vendors in a single environment, regardless of the
original data format, which enables the comparison of spectra from different
sources. For this reason, ACD/Labs software was selected and customized to provide
the database and the interface for the SpecDB. If the spectrum of a compound is
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known, a “SpecID” link for the associated spectrum is entered into the ChemDB,
which directs the user to the SpecDB interface of the ACD/Labs software
(Figure 4.12). If no SpecID link is present, it normally signifies that the compound
has yet to be analyzed.
Analytical chemists often determine compounds with uncertain stereochemistry

or isomeric composition, which they wish to register. Linking analytical spectra to
unknown or partially known structural representations is very challenging. Usually,
the chemist notes the putative name of the compound determined from the peak
and writes a comment regarding the potential enantiomers. With the UCSD, this
challenge is overcome by the use of two interlinked databases. The ChemDB part
allows users to register “unknown” structures (using the label “no structure”) or
structures with unknown stereochemistries (using the enhanced stereochemistry
labeling). Moreover, ChemDB allows the registration of known unknowns, as
described in Section 4.4. In the SpecDB part, analytical spectra data are recorded
as required by the scientist and linked to the batch record within the ChemDB. We
believe that this separation of chemical and spectral parts within one bicameral

Figure 4.12 Linking chemical data to
spectrometric data. The UCSD comprises
two separate oracle databases, ChemDB and
SpecDB, each having a unique compound
and spectral identification code. Structural
representation and associated compound

properties are stored at the molecule and
batch levels in ChemDB. If the compound
is determined using analytical methods,
relevant spectra are associated with the
compound at the batch level, linked via a
unique SpecID code.
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system further minimizes any ambiguity of structural representation, which enables
precise registration and strengthens the database accuracy.

4.7
Linking Chemicals to Bioactivity Data

Once a system with a concept such as UCSD is implemented, it is of interest to link
its content with chemical and biological data published in the literature and available
in public databases. In the pregenomic era, public chemical databases were
collections of compounds and their chemical names and structures. Basic chemi-
cal –physical properties, either measured or calculated, were generally published in
the scientifi c literature one by one and not curated. In the first databases, the
information associated with molecules was usually added manually. Later, these
chemical databases were capable of depicting 2D chemical structures with their
names, and they allowed fi le exports in SDF format. In addition to names, later
databases introduced ID codes (CAS numbers, PubChem ID) and basic physico-
chemical properties, either measured or predicted by software. The 2D chemical
structure itself became the common unique denominator of these chemical data-
bases. Errors in the structure representation were not uncommon and the problem
was accentuated with the requirement for representation of stereogenic centers,
tautomers, or enantiomers and their mixtures.
Aft er 2000, the indu strial sec tor a nd public initiatives quickly move d the

deve lopment of databases f orward in the direction of c re ating robust data
record systems in order to mine , a na lyze, and interpret the data. In i ndustry,
the a rrival of high-throughp ut me thodol ogies, su ch as co mbinatorial chemist ry,
high-through put s creening (HT S), and struct ure – activity relationship (SAR)
studies, has r esulted in dat ab ases be in g p opulated wit h millions of measu re d
endp oints, which r equ ired th e construc tion of robu st databases. Manageme nt
te chnologies for s uch r ecord nu mbers have c onsequentl y imp rove d; howeve r,
acces s t o thes e data has be en hard to ob tain because companie s ke pt data in
nonpublic corporate re gistration syst em s. In general, the growth of chemoinfor-
matics and the development of the Internet have provided new opportunities to
publicize data. Namely, commercial databases such as SciFinder of the CAS
REGIST RYSM (www.cas.org/products/scifi nder) p rovided suc h s ervices a nd th e
CAS number became one of the most common identifiers. In 2004, the PubChem
project (http://p ubch em.ncb i.nlm.ni h.gov) r el eas ed to the pub lic the PubCh em
databa se and the PubChem BioAssa y d atabase (www. ncbi .nlm.nih.gov/p cassay)
within the NCBIs Entrez information retrieval system with its own unique code
CID or AID. These advancements have changed the landscape of chemoinfor-
matics for the end user chemists as well as biologists; chemical data has become
more accessible, putting chemistry one step closer to biology.
Many databases subsequently became public and provided user-friendly Web

interfaces (Table 4.2). Nowadays, there are several public initiatives and databases
that store and allow searching high-throughput data, which take the form of complex
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knowledge bases: PubChem from NCBI, ChEMBL from EMBL (www.ebi.ac.uk/
ChEMBLdb), ChemSpider from RCS, or DSSTox (www.epa.gov/ncct/dsstox) from
the EPA ToxCast TM project (www.epa.gov/ncct/toxcast). Some databases function
as metadata centers; e.g., ChemSpider contains data from over 400 publicly
available chemical databases and link their chemical structures to analytical and
pharmacological properties. Similarly, in the field of toxicology, the project ACToR is
compiling data (both quantitative and qualitative) from a large number of data
collections; it aggregates data from over 1000 public sources (e.g., EPA databases,
PubChem, other NIH and FDA databases, and databases from academic groups) on
over 700 000 environmental chemicals. ACToR assembles all publicly available
chemical toxicity data and it can be used to find data regarding potential chemical
risks to human health and the environment ( actor.epa.gov). Major compound
activity databases are listed in Table 4.2, which includes a brief description, the
content, and a link to their Internet home page. Some of the databases and their
usage, in particular BindingDB, PubChem, and ChEMBL, are described in more
detail in Chapter 2 [15].
Nowadays, more than 20 000 new compounds are published in medicinal and

biological chemistry journals every year. It is crucial that these data do not rest in
conventional texts, but are made available to be extracted and stored in databases for
computational analysis. It is also important that, in addition to the development of
more accurate text mining technologies, data in journals should become routinely
available in machine-readable format to facilitate data mining and all regular
updates of the existing medicinal chemistry databases with these data. Databases,
on the other hand, should be able to regularly and automatically extract data from the
literature and annotate their records with biological data. This would make both
literature and databases less disparate and the systematic analysis of the way in
which small molecules impact biological systems would be easier.
Retrieval of chemical structures from text sources remains, however, a very

complex matter. In most cases, structures are published in journals as pictures
and their names are either conventional (e.g., aspirin) or according to IUPAC
naming conventions. Hence, ensuring a unique record for compounds is a
challenge. In the UCSD concept, every molecule of interest is converted and
imported into UCSD as described in Section 4.5.3. Records can point to external
databases via external codes (PubChem, ChemSpider); however, the uniqueness of
structures remains ensured solely by UCSD.
Although searching and data mining for chemical structures became routinely

studied in the field of chemoinformatics, it is the bioactivity of compounds, the
molecular phenotype, that is becoming of particular interest to data mining. In order
to develop new therapeutics, it is important to understand the biological effect that
the small molecule has. The following questions should be answered: What is the
compound’s target and mode of action (MOA)? What are the compound off-targets
(selectivity)? What pathways and networks are modulated by the compound? What
are the network changes that are related to diseases? What is the cause of any
compound toxicity? And what is the therapeutic relevance to disease onset and
progression? To answer these questions, chemical and biological databases are
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getting more interlinked and customized to enable automatic data mining. Some
advanced data mining technologies applied in chemoinformatics and computational
biology are also presented in this book. The compound-related databases available
today provide a plethora of useful links to other chemical, biological, and omics
analysis databases that help with the discovery of new applications for the chemicals.

4.8
Conclusions

The Unique Compound and Spectra Database manages the registration of mole-
cules in an efficient and nonredundant manner. It has the flexibility to register
molecules with unknown structures ormixtures of compounds and at the same time
can be used to register known structures with a precisely defined stereochemical
configuration. This level of detail ensures the uniqueness of chemical records given
primarily by its absolute 2D structure representation. The reliability of the database
and the accuracy of the registration process are enhanced by the use of two staging
areas and the system of batch assignment capability. We believe this process
provides a higher level of molecule description and easier traceability of different
entries. Also, linking the chemical database with its spectrometric information in
relationship to the different entities stored in the system is of the high importance,
especially for companies or institutes working with complex matrices.
TheUCSD system, as implemented in-house at PMI, provides enhanced control for

the accuracy of the chemical data.With the structure representation handled separately
in the UCSD, data entries enriched by properties determined in-house and results of
experimental assays can be then linked to external public knowledge bases via their
names or public codes, and data mined for biological activities, modes of action, and
therapeutic outcomes. Closer integration of chemical and biological systems, together
with the pathway analysis and networkmodeling, represents a step further toward the
systems biology approach and its associated drug discovery efforts.
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5
Data Mining of Plant Metabolic Pathways
James N.D. Battey and Nikolai V. Ivanov

5.1
Introduction

5.1.1
The Importance of Understanding Plant Metabolic Pathways

Plants are of economic and scientific importance and as a consequence, under-
standing and being able to manipulate them is of great interest to a broad audience.
For diverse evolutionary reasons, such as attracting pollinators and defense against
herbivores and parasites, plants have evolved a complex array of secondary metabo-
lites. With plants such as Arabidopsis thaliana containing an estimated 5000
compounds in their metabolism [1], the potential for discovering novel compounds
with interesting properties is immense. The biological and chemical properties of
plants are conferred by the biochemical machinery that is encoded in the genome
and organized into biochemical pathways. Understanding their composition is the
prerequisite for manipulating these pathways, thus creating plants with new
chemical properties.
The importance of creating novel properties in plants is perhaps most apparent in

the agricultural sector. Here, the primary focus is on optimizing crop yield,
improving plant robustness toward stress factors such as salinity or heavy metals,
resistance to pests, and obtaining plants with desirable pharmaceutical or nutritional
properties, such as rice variants that can produce beta-carotene (provitamin A) [2].
Besides their use in the agricultural sector, plants have also been “rediscovered” by the
pharmaceutical industry as a valuable source of novel, diverse compounds that could
be mined for potential use as pharmaceutical drugs [3]. It is estimated that hundreds
of thousands of compounds could yet be discovered in plants [4], which could
complement and extend current compound libraries used for screening in search
of new drug leads.
Furthermore, plants not only provide compound diversity, but they also supply the

necessary biochemical machinery, that is, enzymes organized into synthetic path-
ways that lead to the production of these compounds. Although biochemical
synthesis is efficient, limited production of valuable compounds by naturally
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occurring plants gives rise to the requirement for reengineering some pathways. A
prime example of the benefits of pathway engineering is artemisinin, a drug that was
discovered in Artemisia annua. It is one of the most potent antimalarial drugs in
combating malaria, but unfortunately, the yield from the plant is low, making the
drug scarce to the point of making it prohibitively expensive in developing countries.
The creation of transgenic yeast, which expresses the plant pathway genes that lead
to the production of artemisinic acid, a precursor for the drug [5], opens up a new
possibility of increasing production by pathway engineering. It is hoped that this will
allow large-scale manufacturing of artemisinin, making it affordable to a far larger
number of malaria sufferers.
Finally, the discovery of completely novel compounds, produced by reengineering or

reassorting the existing machinery of the cell is an active field of research. For this
“combinatorial biosynthesis,” enzymes are combined innewways to allow the synthesis
of novel compounds that can be discovered by screening for predefined phenotypes.
Approaches to the problem include not only random sampling of preexisting pathway
components, but also the rational engineeringof pathways in silico [6,7]. Bymodeling the
possible landscape of biochemical networks, it may be possible to find alternative, more
energy-efficient paths for producing natural compounds or it may be possible to even
devise synthesis routes that lead to completely novel ones.
Pathway modeling can help understand the alterations that are brought about by

changes to the enzymatic complement of a cell or organism. It is therefore a powerful
tool for rationally engineering or reengineering pathways in a target organism. The
principles applied are not limited to plants, but can be applied to any organism.

5.1.2
Pathway Modeling and Its Prerequisites

In silico simulations require detailed information about the structure of the
metabolic network of the target organism, that is, all themolecules and the reactions
by which they are interconverted. Several different types of metabolic modeling can
be performed, each with different goals and outcomes. Each type of modeling has
prerequisites in terms of the information needed for such a study.

Flux balance analysis (FBA) is used to determine the flux of carbon through a
metabolic network at steady state. It uses the structure of the metabolic network at
the reaction level as a basis for computing these fluxes. This method can help
identify bottlenecks in systems and determine themost efficient pathways through
themetabolic network. Therefore, it can be a valuable aid inunderstanding a system
and simulating how changes affect it. For plants, this approach has been used to
analyze which pathways are predominantly used under stress conditions, such as
varying aerobic conditions [8], and it can also help understand how mutations
(gene/pathway deletions)may affect themetabolic network (Figure 5.1). FBAcan be
used to predict changes that will create plants with desired phenotypes. The
requirement for FBA is a model of the target organism’s metabolism, with a
stoichiometrically complete representation of all the participating reactions.
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Metabolic flux analysis (MFA).MFA traces the flow through ametabolic network or
molecular pathways of the cell. This method relies on isotope labeling data to
determine the fluxes: when a cell is grown on a metabolite labeled with a heavy
isotope at a given position, its metabolites will be differentially labeled depending
on the pathways it passed through. To account for these isotopomers, the
pathways in an organism have to be known, along with the atom transitions
for each reaction (i.e., which atoms in the reactants are found at which positions in
the products). This knowledge is necessary for modeling the isotopic variants of
themetabolic intermediates that are produced depending on the pathway through
which a substrate flows [9].
Metabolic design and prediction. Another growing field of interest is discovering
potential pathways leading to the production of novel compounds. Rather than
using a database containing known pathways, a list of known reactions is used to
create a hypothetical network of compounds that can be interlinked by reactions;
potential synthetic routes (paths) through this network can thus be identified and
analyzed [10,11]. While current applications of this method are largely theoretical,
it holds great potential for future developments. This method requires a reposi-
tory of reactions from which potential metabolic pathways can be constructed by
linking compounds to hypothetical reaction products.

5.2
Pathway Representation

Metabolism can be characterized in many different ways and can be represented in
almost arbitrary detail, depending on the data available and the intended use. The

Figure 5.1 (a) A schematic representation of the analyses performed during FBA. (b) By
modeling the elimination of an enzyme from a pathway, the carbon flux (represented by the
thickness of the arrows) is diverted.
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conventional method of representation is a graph-based structure, whereby the
nodes represent the chemical compounds that are interconnected by the reaction
edges. Thismetabolite-centric view is incomplete, as it neglects the fact that multiple
reactants can be present on both sides of a reaction equation. A reaction-centric view
has also been proposed, using reactions, or rather the enzymes that catalyze these
reactions, as the nodes [12]. This however suffers from the difficulty that metabolites
can participate in multiple reactions. Since a one-to-one relationship is either never
complete or requires redundancy in the representation, the ontology generally
chosen by the main databases uses a bipartite graph structure. In this case two
classes of nodes, representing either reactions or compounds, are joined by edges
linking all compounds to all reaction they participate in. These edges may be
directional to indicate the physiological direction of the reaction (Figure 5.2).
The main challenges encountered in computationally capturing pathways using

the bipartite graph structure are eliminating redundancy and ambiguity of the
compounds and reactions. The following section treats these issues in more detail
and discusses the approaches taken to resolve them.
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Compound 
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Compound 
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Compound 
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Compound 
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Reaction 1
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Figure 5.2 The different graph formats for
pathways used for representing pathways.
(a) The compound-centric method cannot
represent multiple reactants well. (b) The
reaction-centric view does not allow

compounds participating in multiple reactions.
(c) A bipartite graph allows any compound to
participate in any number of reactions, and any
reaction to have any number of reactants/
products.
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5.2.1
Compounds

In the bipartite graph representation, there are two types of nodes, the metabolites and
the metabolic reactions that link them. With this representation, it is necessary to
unambiguously define molecules in order to guarantee that they are unique. This is
important for numerous reasons, the main one being the need to avoid redundancy
when merging data sources. Unfortunately, different data sources often contain differ-
ent levels of detail in defining molecules, and this discrepancy in the information can
lead to ambiguity and consequently duplication. The representation of the necessary
information in computational form will be discussed in the following section.

5.2.1.1 The Importance of Having Uniquely Defined Molecules
Several aspects have to be taken into consideration when treating metabolites. There
are numerous levels of representing the differences between compounds, all of
which impact their biological effect and metabolic fate. At the most basic level, it is
necessary to consider a metabolite’s chemical formula. This is of importance for
guaranteeing mass balance for reaction equations.
However, the existence of isomers gives rise to many more levels of complexity,

which necessitate more detailed information. While constitutional isomers, that is,
those where the connectivity of the atoms differs despite having the same chemical
formula, have different chemical properties and can be treated as distinct compounds,
stereoisomers are far more difficult to treat (Figure 5.3). Stereoisomers are often
chemically indistinguishable, but biologically they can be very different. Many
enzymes and receptor proteins are stereospecific, that is, they act only on, or in
response to, one form of themolecule. For example, different enantiomers of carvone
have different perceived flavors ascribed to them ((þ)-carvone from caraway seed,
(�)-carvone from spearmint) [13], suggesting the presence ofmultiple, stereoselective
odorant receptors and associated signaling pathways [14]. For an extensive listing of
enantiomers and their flavors, we refer the reader to the excellent website of
Leffingwell [15]. Stereoisomerism also plays a role in the pathways a molecule enters
into, since different enantiomer-specific degradation routes are possible, depending
on the conformation.
Another physiologically important difference between molecules is the charge and

protonation state. This is biologically relevant, as different cell compartments often
operate at different pH values, and it is therefore necessary to take this difference into
account in a computational representation. As the various databases may represent
compounds in different protonation states (somemay represent the compounds at the
relevant pH value, whereas other may standardize all compounds by giving their
protonation state at physiological pH), manual editingmay be necessary to guarantee
that the correct representation is used for subsequent calculations.

5.2.1.2 Representation Formats
Ideally a computer file format for storing chemical information needs to unambig-
uously define all of these levels of detail. The most informative representation of a
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molecule is its three-dimensional structure; this defines its atomic configuration
and stereochemistry. Using the structure as an identifier is not useful as it is not
easily human-readable; its size also makes it badly suited for storage and searching
in a database. Instead of 3D structure information, a unique identifier is needed,
which unambiguously allows one to identify a molecule and which can be used for
efficient database searching. In the following section, three key ways to identify
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Figure 5.3 The biological importance of
capturing stereochemistry. Different
enantiomers can have very different biological
properties that need to be taken into account.
This may be important in areas such as
fragrance development where strength and
quality of a compound is determined by its

racemic composition. The two racemers of
carvone, for example, have very different flavors,
as do the different enantiomers of 2-pentanol
[16]. For tetrahydrozerumbone, the intensity of
the fragrance varies strongly between the
enantiomers [15].
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molecules are discussed; this is not an exhaustive list, but rather a treatment of the
advantages and drawbacks of the key formats.

Simplified Molecular Input Line Entry Specification (SMILES). SMILES codes
[17,18] represent the structure of a molecule in string form, making it amenable
to easy storage in a database. SMILES codes are generated from the molecular
structure (both 2D and 3D structures can serve as input) of amolecule and contain
the necessary information to reproduce the structure. Isomeric SMILES that
define the configuration at stereocenters can also be generated. The SMILES code
derived from a structure depends on the implementation of the algorithm. As a
consequence, there can be a one-to-many relationship between molecular struc-
tures and SMILES codes if different algorithms are used. Another drawback is the
fact that the format is dependent on commercial software, although open source
alternatives of the algorithm do exist.
International Chemical Identifier (InChI). The International Union of Pure and
Applied Chemistry (IUPAC) devised this1) string-based representation for molec-
ular structures, which circumvents some of the problems with the SMILES code.
Again, the code can be generated from the structure and vice versa. Unlike
SMILES, however, only one InChI code can be generated for each compound,
making a string comparison sufficient to determine the identity of twomolecules.
It also presupposes idealized geometry, making it suitable for small molecules. It
is human-readable to some extent, but not as easily as SMILES codes. One big
advantage of the InChI is the layering of information, permitting increasingly
complex levels of information about the structure to be incorporated into the
string. For example, it can inform about missing details, such as lacking
stereochemical information, in the structures used to generate the InChI. It
also allows the charge and (de-)protonation state to be represented. The identity of
twomolecules can therefore be assessed using only one string comparison. As the
InChI can become very long and unwieldy for efficient database searching, the so-
called InChIKey can be generated: by means of lossy compression, an InChI code
can be reduced to 27 characters, making it amenable for use as an efficient search
index on database tables. One further benefit is that the nonproprietary nature of
the format/algorithm allows it to be used freely and without restrictions.
CAS registry numbers. One of the most widespread identifiers for chemical
substances is the registry number [19] assigned by the Chemical Abstracts Service
(CAS), a division of the American Chemical Society. This number identifies
compounds or mixtures. It is widely used to the point of being the de facto
standard in many fields (e.g., labeling of substances by chemicals suppliers) and
covers a very large compound library. It is an arbitrary number and thus does not
contain, by itself, any information on the structure or even the general nature of
the substance – it is merely a reference to an entry in the CAS repository, which
itself contains the details of the molecular composition. The drawbacks of CAS
numbers are due to their proprietary nature: they are assigned by CAS to new
chemicals and therefore cannot be generated for new molecules that have not yet

1) The IUPAC International Chemical Identifier (InChI).
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been processed by CAS. Also, their use in databases is limited and subjected to
licensing provisions. Their ubiquity, however, have made it them preferred choice
for many, including chemical suppliers.

5.2.1.3 Key Chemical Compound Databases
The foundation of any metabolic database is formed by the reference compound list
that contains all metabolites mapped in the repository.When extending a database, it
is necessary to have access to compound information beyond the existing ones.
When new pathways are discovered and need to be integrated into the existing
database, it is desirable to be able to obtain the molecular structures and unique
identifiers for these compounds. While in some cases it is necessary to implement a
system for entering new compounds “manually” and generating a unique code for
them, a number of databases already exist that can be used for this purpose, and thus
can save development time if they are sufficient for one’s needs.
PubChem [20] is a public repository of chemical information that (in part) relies

upon contributor data. It consists of three databases (BioAssay, Compound, and
Substance), but for metabolic modeling, only Compound database is relevant. It has
a convenient Web service relying on the Entrez interface for ease of access, but more
importantly it can be downloaded for local storage and processing. Its considerable
size and thus coverage makes it an attractive reference database for in-house use.
PubChem supplies a unique identifier (an integer number without any relationship
to the compound) for each chemical structure (CID), which takes into account
differences in stereochemistry between otherwise chemically equivalent com-
pounds. Essentially, the mapping is one-to-one between CIDs and InChI codes,
meaning that when matching compounds based on their InChI code, the PubChem
Compound database obviates the need for generating one’s own unique identifier,
provided the level of information included is sufficient. In addition, the database
also contains an extensive list of synonyms for each compound; this includes
common names and systematic chemical names. These make the information in
the database amenable to human users, as well as supplying a powerful resource on
which text mining operations can be based.
The CAS Registry (CAS Registry is a service mark of the American Chemical

Society) is a reference database of chemical substances that is accessible via the
SciFinder service.2) It can contain complex chemical mixtures as well as pure
compounds. This curated repository of chemical information supplies a unique,
proprietary ID (known as the CAS registry number) for each compound or
substance. The added value of the CAS registry, besides the ubiquity of the CAS
identifier in the field of chemistry, is the additional information collected by curators
about the substance. Its drawback compared to PubChem is the proprietary nature
of the information and the restrictions this entails.
ChemSpider [21] is an extensively hand-curated chemical compound database that

places strong emphasis on the correctness of structure-name assignments. Chem-
Spider also contains properties of chemicals and links tomany external databases. For

2) SciFinder, Chemical Abstracts Service, Columbus, OH.
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eachentry,multiple identifiers are available, distinguishing it fromtheCASrepository.
While it started out as a community effort, it is now supported by the Royal Society of
Chemistry [22]. Unfortunately, the database as a whole is not downloadable, and its
access is limited to the Web portal. This can be a limiting feature as each compound
has to be retrievedmanually, and for larger data sets this process becomes prohibitive
and a fully downloadable database may be preferred.

5.2.2
Reactions

In the bipartite graph representation of metabolic networks, the reaction forms the
second class of nodes.

5.2.2.1 Definitions of Reactions
Essentially, a reaction is defined by the input and output compounds (reactants and
products). The exact definition of a reaction may be different, depending on the level
of detail required. In some cases, it may be that a multistep reaction is condensed
into a single reaction, for example, in cases where only the reactants and end
products are of interest or where the intermediate steps are unknown. A direction of
the reaction may also be included in the definition, according to the predominant
flow of reactants in a biological system.

5.2.2.2 Importance of Stoichiometry and Mass Balance
The principle of mass balance dictates that the number and identity of atoms
entering into a reaction must be the same as those leaving, and thus a formal
restraint is placed on the formulation of reaction equations. Some problems are
observed when encountering reaction equations in the literature or in databases.
Often, authors are only interested in tracing certain key compounds in a set of
reactions; the equations may thus be incomplete in terms of mass balance.
Furthermore, differences in the protonation state of reactants or products of
equivalent reactions in different databases would be treated as separate reactions
by computational methods that have not been devised to deal with this ambiguity.
This source of ambiguity may lead to redundancy in databases. A good representa-
tion of molecules (i.e., a method that is resilient to ambiguities in the protonation
state, such as use of InChI) can help avert this ambiguity. Otherwise manual
curation may be needed to rectify ambiguity and duplication.

5.2.2.3 Atom Tracing
For some applications, such as MFA, it is necessary not only to track the quantitative
flow of atoms through the network but also to know specifically which atoms in the
initial metabolite will be at which position in the resulting compounds (Figure 5.4).
To achieve this, tracing the atoms through each reactionmust be possible. This is not
necessarily apparent just from the molecular formulas of the reactants and products
themselves, but has to be explicitly defined separately for each reaction. Currently,
the Kyoto Encyclopedia of Genes and Genomes (KEGG) database is the only
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standard pathway repository providing such information, namely in the database
RPAIR [23]. This resource is however not complete and in cases where the
information is unavailable, manual assignment of the atom transitions may be
necessary. The group of Peter Karp has developed a tool to automatically assign atom
transitions to reactions [24], and applied this technique to the MetaCyc database.
This tool is to be released as part of the Pathway Tools (PWT) software suite.

5.2.2.4 Storing Enzyme Information: EC Numbers and Their Limitations
In biological systems, enzymes catalyze reactions by stabilizing the transition state
and thus lowering the activation energy. The standard definition/identifier for an
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Figure 5.4 Tracking atom transitions for a
reaction. One of the first steps of glycolysis is
splitting fructose-1,6-bisphosphate into
dihydroxyacetone-3-phosphate and D-

glyceraldehyde-3-phosphate during glycolysis.
Tracking the atom transitions allows the
metabolic fate of the individual atoms to be
recorded.
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enzymatic reaction is the EC number – a four-digit number assigned by the
International Union of Biochemistry andMolecular Biology (IUBMB). This number
is supposed to unambiguously define a class of enzyme; there is no real way for the
EC number to define the specificity of an enzyme for a particular substrate, aside
from the last digit – this information may be only very general e.g. the reaction
number E.C. (1.1.1.1), and is not a guarantee for unambiguity. When EC numbers
are not available, enzyme names can provide an alternative; however, these are far
more ambiguous in their specificity.

5.2.3
Pathways

Metabolic pathways are essentially a collection of subsequent reactions, whereby the
products of the preceding reaction form the reactant for the next reaction.

5.2.3.1 How Are Pathways Defined?
Pathways are usually defined as the path taken by one key compound to reach
another, such as the conversion of glucose to pyruvate during glycolysis. However,
not all pathways are linear; many complex, branched pathways have also been
defined in the literature. Particularly cofactors such as NAD/NADP and ATP are
pervasive throughout the metabolism and so greatly increase the connectivity of
metabolic networks.

5.2.3.2 Typical Size and Distinction between Pathways and Superpathways
The bipartite graph of all reactions and compounds forms the metabolic network of
the cell. This can be subdivided into individual pathways. While this subdivision can
be essentially arbitrary, there are certain rules that various pathway databases
employ. Typically, up to half a dozen reactions form a pathway. Often, a pathway
is defined as the set of reactions between key metabolic intermediates such as
pyruvate, or key amino acids, which act as branching points to other pathways.
Pathways may be joined to form superpathways in Pathway Tools. KEGG defines
pathways by means of pathway maps, which are sub-maps of the entire metabolic
network and may be of considerable size.

5.3
Pathway Management Platforms

Over the past few years, various software platforms have been developed to compile,
process, and store a wealth of pathway information (Table 5.1 provides a brief
overview of some of the most relevant ones). The spectrum of all the different
software tools available is too broad for the scope of this chapter. We will focus on the
two main pathway software packages that are most appropriate for plant pathway
modeling: KEGG and Pathway Tools.
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5.3.1
Kyoto Encyclopedia of Genes and Genomes (KEGG)

The KEGG platform [25] is a large collection of databases covering a wide variety of
biochemical information. The main database of interest here is the LIGAND
database [26], which contains the chemical compounds reference library as well
as the reactions connecting them. The Web-based interface provides facilities for
searching compounds and reactions of interest and navigating and visualizing the
pathway data. The KEGG platform has no facility for entering data, and as such its
use is limited to read-only capability.

5.3.1.1 Database Structure in KEGG
At its core, the LIGAND database uses the bipartite graph structure reflecting the
many-to-many relationships between compounds and reactions. Reactions are
cross-referenced to a database containing enzyme information, thus linking metab-
olism with genomic data. By following the interconnected compound and reaction
nodes of the graph, pathways can be reconstructed to arbitrary size by the user. The
database does however provide its own pathways that consist of list of intercon-
nected compounds and reactions. Many of these are also available in the form of
graphical maps.

5.3.1.2 Navigation through KEGG
A string-based search will allow the user to identify possible compounds of interest.
Each compound entry will contain references to the reaction it participates in, and
each of these reactions will contain references to each participating compound. This
way, one can navigate the metabolic Web, following the links between the entries.
This nonvisual method of navigation is supplemented by the pathway networks
provided by KEGG. Manually created maps of pathways, some of which are
considerable in size, display the information in the KEGG database visually
(Figure 5.5). The ATLAS feature of KEGG goes even further. This feature contains
a large-scale map of a large number of interconnected pathways. These represent
whole sections of the biochemical network of the cell and serve as an invaluable tool
for exploring the metabolism.

5.3.2
The Pathway Tools Platform

The Pathway Tools package, developed by the research group of Peter Karp at
Stanford Research Institute, provides a full framework for constructing, viewing and
curating organism specific pathway databases. This framework allows the user to
link metabolic and genomic data in what is referred to as a Pathway/Genome
Database (PGDB) [27]. It comes with a comprehensive knowledge base (MetaCyc,
described in Section 5.4.1.2), providing a solid foundation for building in-house,
organism-specific databases.
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5.3.2.1 Database Management in Pathway Tools
The Pathway Tools schema is build upon the bipartite graph structure outlined
above. Compounds are de fined by means of unique internal identi fiers that are
associated with a number of other standard identi fiers such as the InChI code.
Reactions link combinations of compounds as reactants and products. Building on
this foundation, pathways are defined as sets of coupled reaction, and superpath-
ways as sets of linked pathways. This nested definition allows information to be
extracted in an intuitive, recursive procedure.

5.3.2.2 Content Creation and Management with Pathway Tools
The software front end to the platform has a Graphical User Interface (GUI) facility
that gives the user multiple capabilities in managing pathway information. Entities
such as compounds, reactions, and pathways can be entered into the system, making it
a convenient system for storing in-house data for future use. Tightly coupled to the
GUI is the PathoLogic, a tool that can be used to create organism-specific database
from genomic data (see Section 5.2.2) by mapping enzymes identified in the organism
to specific pathways in the reference database. The resulting database can be curated
and augmented manually using the GUI editing facilities. In addition to the graphical
features, Pathway Tools provides a programming interface for the language Lisp,

Figure 5.5 An example pathway from KEGG.
The phenylpropanoid biosynthesis pathway (ID:
ko00940), as it is displayed by the KEGG Web
server software. The layout is static, though
links to some enzymes and metabolites can be

followed. Image from the KEGG database
(http://www.genome.jp/dbget-bin/www_bget?
ko00940), reproduced with permission. (c)
Kanehisa laboratories.
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whichnot only gives the user access tomany of the functions available via theGUI, but
also allows the user to devise custom scripts and programs to automate task, perform
complex queries, and extract the data in user-defined formats.

5.3.2.3 Pathway Tools’ Visualization Capability
Pathway Tools gives the user the ability to browse pathways at different levels of
detail (an example of a high-level, low-detail pathway is shown in Figure 5.6). The
level of detail can be increased or decreased interactively by the user. Pathway Tools
also offers the possibility of viewing an entire PGDB. Using theWeb server facility of
Pathway Tools, an overview of the metabolic map can be created and navigated using
a Web browser-based tool, and search function allow compounds, reactions, and

Figure 5.6 An example pathway fromMetaCyc.
The database contains numerous pathways of
interest to plant biology (here the
phenylpropanoid biosynthesis pathway is

displayed), which can be visualized using the
Pathway Tools server software. Note that “more
detail” can be adjusted by the user. Image
reproduced with permission.
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pathways to be searched for and displayed. The online viewing facility of Pathway
Tools also has the in-built capability of mapping gene expression data to metabolic
pathways, allowing these two sources of information to be coupled visually.

5.4
Obtaining Pathway Information

All specific pathway information is essentially gleaned from the published scientific
literature. Much metabolic information, particularly on the core metabolism, has
been already compiled in a computer-accessible form. For more specialized areas of
metabolism, such as the secondary metabolism of nonmodel organism plants,
information may have to be compiled separately. Here, we give an overview of the
standard resources and tools at a bioinformatician’s disposal for collectingmetabolic
information.

5.4.1
“Ready-Made” Reference Pathway Databases and Their Contents

Compiling high-quality information from the scientific literature creates high-value
resources that can be mined with ease using modern technologies. This process is
however a labor-intensive and costly exercise. Fortunately, curators have already
made significant efforts in compiling information in the field of life sciences. For
example, the protein function information in Swiss-Prot has made it an indispens-
able resource for researchers. For metabolism, there are two key database resources,
KEGG and MetaCyc, that contain manually curated information compiled from the
scientific literature, on pathways from multiple organisms, including plants. In
addition, several smaller initiatives exist, where information for selected organisms
was collected and compiled into a resource. Table 5.2 gives an overview of the most
relevant databases in the area of plant metabolism.

5.4.1.1 KEGG
As already mentioned, the KEGG LIGAND database is a manually curated reference
database that covers reactions and ligands from a broad range of organisms. It
provides a reference knowledge base for metabolic and biochemical pathways, to
which gene information can be mapped [35].

5.4.1.2 MetaCyc and PlantCyc
MetaCyc is a universal reference database that is manually curated by experts. It
contains pathway information from all kingdoms of life, drawn from the large body
of evidence in the scientific literature. While it is available in various formats,
including a machine-readable flat file format, it is best used with the Pathway Tools
software. The PlantCyc database [32] is a specialized reference database for use in
Pathway Tools, which is limited to organisms from the plant kingdom (a number of
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reactions and compounds in these two databases overlap). The authors’ analyses
show that fewer false positives were identified during the creation of plant-specific
pathway genome databases (PGDBs), when creating a plant-specific database using
PlantCyc, compared to using the universal database MetaCyc alone [32].

5.4.1.3 MetaCrop
MetaCrop is an “information system” [30] that provides access to a detailed,
manually curated database of metabolic information of a range of crop plants.
Pathways of interest can be searched for using the Web interface provided on the
resource Web site [36]. While it is, strictly speaking, not a database, in that it is
accessible only through the Web site, it does allow for metabolic pathway informa-
tion to be downloaded in a machine-readable file format (Systems Biology Markup
Language, SBML).

5.4.2
Integrating Databases and Issues Involved

As the information contained within the various databases is complementary, it may
be desirable to merge their content, so as to get a more complete picture of the
metabolism. Significant efforts to integrate databases have beenmade, as for example
for integrating the MetaCyc and KEGG family of databases [37], however these
developments are not necessarily applicable to all available metabolic databases. It
thus may be necessary to devise in-house protocols for merging various data sources.
Thereby it is important to avoid duplicating entities in the resulting database. Some of
the key issues in this merging process are discussed in the following.

5.4.2.1 Compound Ambiguity
The definition of reaction equations and consequently pathways depends on the
correct identification of compounds. Their correct identification is therefore essen-
tial to integrating metabolic information from different sources, otherwise duplica-
tion and redundancy make mining these data difficult or even impossible. The
various databases contain compound information at different levels of detail,
depending on the format used for storage and the accuracy requirements for their
intended purpose. Insufficient stereochemical information, for example canmake it
impossible to match the same compounds in different databases. As seen previ-
ously, a further cause of problems is the protonation state of the compounds.
Different databases may pursue conflicting policies in this regard, as some will
choose a physiological pH as the default while others may choose to represent
models in their neutral state. A further cause may be differences in the file formats:
different versions of the InChI code for example can cause problems, as they may
contain different levels of detail on stereochemistry and charge of the molecule.

5.4.2.2 Reaction Redundancy
In the case of reactions, merging databases is also subject to a number of problems,
due in no small part to the ambiguities involved in identifying the participating
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compounds. Reactions from different databases may be the same, but the com-
pounds are defined at different protonation states (Figure 5.7). Ambiguities in
compound stereochemistry are another source of problems. For many reactions,
stereochemistry is not important, as only one enantiomer predominates in nature
and the other is not prevalent. Nevertheless, there are cases where themetabolism of
a compound is stereospecific. Sometime a database will leave the stereochemical
identity ambiguous, making the exact identity of the reaction unclear.

5.4.2.3 Formats for Exchanging Pathway Data
To facilitate the transfer of knowledge between databases and programs that process
these data, a file format for pathway information is required. Several formats have
thus been devised, albeit for slightly different purposes. The Systems Biology
Markup Language (SBML) [38] is a format suited mainly for metabolic pathway
modeling applications. It contains information on compounds and their coupling
via reactions. Kinetic information on the reaction rates can also be included, which is
necessary for many applications that do not use the steady-state assumption of flux
balance analysis. Another important exchange format is BioPAX [39], a community
standard for transferring pathway information. BioPAX can encode not only
metabolic pathway information, but also signaling pathways.
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Figure 5.7 Two potential representations of
the same reaction. Potential sources of
ambiguity which could be encountered when
merging databases are highlighted. In this
example (aspartate kinase, EC 2.7.2.4),
differences in protonation state and
stereochemistry of the reactants and products

compounds could lead to the reactions not
being identified as equal. (a) This
representation is ambiguous with regard to
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protonated. (b) This representation contains
information on stereochemistry and
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5.4.3
Adding Information to Pathway Databases

Ready-made pathway databases contain a vast wealth of information that is curated
and well documented. However, due to the extent of information in the literature,
it is not realistic to expect all the available information to be mined. Many
pathways, particularly those that are not very well studied, for which information
is sparse or very new, are not covered in these databases. If this information is
required, it is necessary to collect this information by oneself. In the following
section, standard procedures and methods of extracting this information are
outlined and discussed.

5.4.3.1 Manual Curation
High-quality information is still best extracted by an expert in the respective field.
A manual curator reading literature on biochemical pathways can recognize the
terminology and the context of the statements. What is also very important is
being able to assess the level of experimental evidence and make an informed
decision about whether a reaction is likely to be valid. Many hypothetical reactions
and pathways may also be described in an article, and only a curator can detect
this from the sometimes complex context in which such a statement appears. In
addition, much of the metabolic information in scientific articles is in the form of
figures. These contain not only drawings of molecules but also schematic
representations of reaction as flowcharts with compounds represented as molec-
ular drawings rather than text. Chemical structure recognition has been a field of
research for some time now [40,41], but it is not a process that is currently applied
routinely using automatic protocols. It is still a field of interest and active
research, and tools for chemical structure recognition from images boast steady
progress [42].
In order to collect these data in a computationally useful manner, tools for input

are required. There are many tools that facilitate this process, which are easy to use
and guarantee the quality of the input data.
WikiPathways [43] is a tool enabling teams of biologists to annotate pathways

and networks in a collaborative manner. It provides a fast and easy-to-use
WYSIWYG (What You See Is What You Get) interface for visualizing and editing
pathways in graph form, which can be stored on a central server accessible to all
the members of a community [44]. The software uses a schema, which can be
saved in the GenMAPP Pathway Markup Language (GPML), a custom XML file
format, that allows knowledge to be exchanged between users, as well as
permitting machine processing of the information. The model used for storing
pathway information is a compound-centric view of metabolism, whereby the
compounds are represented as nodes and the reactions are represented as edges.
This form of representation has the advantage of being easily understood by
scientists without training in computer sciences, but the drawback is that it is
hard to represent the many-to-many relationship of chemical compounds and
reactions already discussed.
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5.4.3.2 Automated Methods for Literature Mining
Reading journal articles or other sources of information is time-consuming and is
not cost-effective when the volume of data is large. The development of methods for
automatically extracting information from text (Natural Language Processing or
NLP) has been the focus of much research, and has in recent times received a lot of
attention from the computational biology and chemistry community. For metabolic
pathway reconstruction as such, some tools can be adapted to the task. To the best of
our knowledge, the only tool devised specifically for the task of extracting chemical
reaction pathways is the ChemicalTagger [45]. (The article in Ref. [45] contains a very
informative overview of the entire text mining workflow.)
The task of NLP can be roughly divided into two parts: first, assigning a syntactic

function (meaning) to the words, and second, understanding the relationships
among the words. For the first part, one can match strings matching against a
dictionary of chemical names. Alternatively, one can use machine learning (ML)
methods aimed at recognizing relevant words. String matching has the advantage
of being exact; its drawbacks are the partial incompleteness of the reference
dictionaries, ambiguity of synonyms (many-to-many relationships between com-
pounds and names), and the vast number of names and synonyms, which can
make the task computationally very expensive. Machine learning methods, such
as the OSCAR3 program [46], for recognizing relevant terminology can be a viable
alternative; they are more flexible in that they only need a dictionary to be trained
and can subsequently recognize previously unseen terms. This makes them more
flexible and they require less memory; however, their downside is the relatively
high error rates in correctly identifying terms. For the second part, extracting the
structural relationship among the entities, it is necessary to parse the syntax of the
sentence, leading to a tree representation of the sentence being analyzed (syntactic
tree). This represents the relationships between the chemical entities in the text.
Using one of the two NLP techniques, chunking or deep parsing, this grammatical
structure can be extracted, and a relationship graph can be constructed based on
this tree.
A number of limitations are associated with text mining:

� Correct chemical entity recognition is vital.
� Completeness is not always guaranteed; multistep pathways may be coerced into

one step, so several intermediate reaction steps may be missing.
� The stoichiometry is not necessarily specified in the text portion of an article;

therefore, either manual curation or mapping against a reference database of
reactions is required.

� A reaction described in the text may be hypothetical, and this may only be
apparent from the context of the sentence in the whole article; this information
can be obtained only by a human.

� A reaction described may only be tentative, and the level of evidence cannot easily
be judged by an automated method.

� The grammar of a sentence may not be complete, potentially leading to ambigui-
ties in interpreting the relationships among the entities.
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Text mining techniques are powerful methods for extracting large amounts of
information from the literature, but the linguistic subtlety and ambiguity can prove
intractable to current machine learning(ML) methods. The results of any ML
process should therefore always be reviewed by a curator.

5.5
Constructing Organism-Specific Pathway Databases

In this section we outline possible ways of generating an organism-specific
database, given the genome of an organism. Ideally, it would be desirable to
infer all pathways based on experimental evidence obtainable for the organism of
interest. Such comprehensive information is not generally available for any single
organism, but rather needs to be obtained from related species. Based on such
heterogeneous information, metabolic networks can be assembled. In the follow-
ing section, the workflow necessary to achieve this goal is outlined and the
limitations that need to be born in mind are discussed (an example of workflow is
outlined in Figure 5.8).
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Figure 5.8 A possible workflow for creating a metabolic pathway database for a given organism.
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5.5.1
Enzyme Identification

To infer the existence of a pathway in an organism, it is necessary to identify
reactions that take place in this organism. This is determined based on the presence
or absence of enzymes catalyzing these reactions. Such evidence for the presence of
enzymes can be experimental (i.e., from the literature, see Section 5.4.3) or predicted
from genomic data using bioinformatics methods.

5.5.1.1 Reference Enzyme Databases

ENZYME database and UniProtKB/Swiss-Prot. The key source of information on
proteins is the Swiss-Prot knowledgebase [47], which is created andmaintained by a
teamof experts. It contains curated information on proteins that is derived from the
literature and includes enzyme function information togetherwith references to the
literature supplying these data. The information is based on experimental evidence,
rather than remote homology-based inferences of proteins function in theway that,
for example, the TrEMBL database [48] is annotated. As such it may be limited to
well-characterized proteins and organisms, but the annotation can be relied upon to
be of high quality. Swiss-Prot is thus an excellent source for collecting functional
data and identifying candidate enzymes for a given organism.
RESD sequence database. The Reference Enzyme Sequence Database (RESD) [32]
was built by the PlantCyc team to complement their metabolic database. It
provides reference enzymes drawn from all kingdoms and acts as a reference
database for assigning functions to genomic data by homology areas such that it is
geared mainly towards the purpose of building PGDBs in an automated fashion.
BRENDA. Likewise, the BRENDA database [49,50] contains information on
enzymes and has the advantage of including tentative EC numbers for proteins
not yet approved by the IUBMB. Kinetic information is also collected and curated
from the literature, making it a more comprehensive resource than those
providing only qualitative function assignments. In order to circumvent the
cost of “manual” curation, an automated extension of BRENDA has been
developed that employs text mining procedures to compile functional informa-
tion; these boast higher coverage at the cost of lower reliability [51]. BRENDA
allows organism-based enzyme searches via its Web interface and, like
Swiss-Prot, is a useful tool for identifying known enzyme information for an
organism.

5.5.1.2 Enzyme Function Prediction Using Protein Sequence Information
The aforementioned databases contain a wealth of information on enzyme function,
compiled by curators from the literature. The experiments needed to determine
enzyme function are costly and time-consuming, and so it is not feasible to produce
this information for every organism. In the era of genome sequencing, sequence
information is becoming available for organisms that are currently not well
experimentally characterized, and bioinformatics methods can be used to bridge
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this knowledge gap by extrapolating from known information. The bioinformatics
techniques used to predict function mostly rely on sequence homology to make
functional inferences, but more complex methods, which take into account the
protein structure and the shape and properties of the active site, have also been
described [52]. Sequence homology-based methods use the assumption that similar
sequences have similar function. Depending on the level of similarity, different
levels of detail can be gleaned from homologous sequences.
Evolutionary profiles generated from the alignment of closely related sequences can

be used to create Hidden Markov Models (HMM) for screening databases of novel
sequences. Such a classificationmay give theuser an idea about the protein fold family
a protein belongs to, aswell as thegeneral functionor substrates the enzyme is likely to
act on. It will most likely not specify the level of detail required for assigning enzyme
function, which is a prerequisite for constructing metabolic pathways.
Generally, a high level of similarity is required before being able to assign an

enzyme function to a protein. A BLAST [53] search will identify all closely related
sequences to the target sequence. Functional annotation is achieved using a
reference sequence database that contains adequate annotations to assign the
enzymatic activity. The Swiss-Prot database contains entries for manually annotated
sequences, many of which also contain EC number, making it a very valuable
generalized resource for the purpose of function prediction.
However, simple homology-based annotation with BLAST does have its limits.

More than 60% sequence identity is required to achieve 90% accuracy in EC number
assignment [54]. To address this problem, EFICAz [55] and its successor EFICAz2
[56] were developed. It combines multiple sources of information using a machine
learning method. The information used includes HMM profiles for known enzyme
families and specific functional information in the form of PROSITE patterns [57].
This increases the reported average accuracy to over 90% at a level of 40% identity or
above of the target protein to its closest homologue in the set of homologues used to
identify it.
When creating a metabolic database with a considerable proportion of predicted

enzymatic steps, it is essential to bear in mind a number of caveats regarding these
functional assignments. The assumption of sequence similarity implying function
may not always be valid; there are numerous scenarios where this does not hold
(Figure 5.9). Highly divergent orthologues (homologous proteins with the same
function, which were formed during a speciation event), for example, may boast a
very high number of neutral mutations and thus have low sequence identity,
although the key residues responsible for activity may be conserved; assignment
of function by homology in such cases is very difficult [58]. Convergent evolution,
that is, where two enzymes of different origins have acquired the same function [59],
is also a problematic case, in that functional assignments by homology are
impossible. Conversely, paralogues (homologous proteins with a different function,
which were formed during a gene duplication event) may differ in terms of the key
residues involved in activity despite having accumulated very few mutations at other
sites. In addition, the presence of pseudogenes with significant similarity to
functional enzymes may lead one to erroneously believe that an enzyme function
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is present in an organism. Transcriptional analysis can establish whether or not a
gene is expressed and therefore functional. Thus sequence identity by itself is not
always a good indicator of function. This problem may be circumvented to a certain
degree by a “mutual best hit BLAST search,” that is, performing an all-against-all
BLAST search between two organisms and accepting only BLAST hits for pairs of
proteins, which are at the top of each other’s search results. This procedure is
limited by the requirement of having the entire genome sequence available: if the
true top hit is missing from the database, one may falsely assign function to a lower
quality hit. A further drawback of using only sequence information is that substrate
specificity of an enzyme may not be clear; even if a mechanistic assignment can
be made (first three digits of the EC number), the actual target metabolite of the
enzyme (the fourth digit of the EC number) may be erroneous.

5.5.1.3 Enzyme Function Inference Using 3D Protein Structure Information
The function of an enzyme is determined by its three-dimensional structure. The
arrangement of the catalytic and binding pocket residues defines its function and
substrate specificity. While general function may be determined from the fold of the
protein and its reaction mechanism may be inferred from conserved residues, its
specificity can only be understood when one considers the enzyme’s structure.
Using structural information, one can perform computational screeningmethods to
determine the predicted binding free energies (or affinities) of ligand for the
enzyme. This computational search, generally referred to as “molecular docking,”

Figure 5.9 Vastly different protein folds
provide a problem for annotating enzyme
function by homology. These bacterial
enzymes [structures taken from the Protein

Data Bank, accession codes 2E2A (a) and
1GGR (b)] have different folds, but are
annotated as having the same function
(enzymatic reaction EC 2.7.1.69).
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is used in drug discovery to identify molecules that are likely to bind to a given
protein, and can be used as lead candidates for future investigation [60]. In function
prediction, the situation is analogous; assuming that the enzyme is highly specific
for its target ligand, the molecule with the highest affinity should be its natural
ligand. Using the high-energy intermediate state of the ligand improves the
prediction accuracy [61], as enzymes act by stabilizing this transitional form.
This has been performed successfully from uncharacterized enzymes from Ther-
motoga maritima [52]. Although this technique is not widely used, it is a technology
that holds promise in the future. Such data can supplement, or make more precise,
the functional assignments made by means of the primary sequence and in turn use
this knowledge to infer the presence of certain pathways in the organism.

5.5.2
Pathway Prediction from Available Enzyme Information

The information from the genome annotation provides the basis for establishing the
metabolic database for the plant of interest. The basic idea of creating a model of the
metabolic network of an organism is to map the available enzyme information to
known reference pathway data. There are numerous considerations in doing this,
and thus many different levels of complexity to this process.

5.5.2.1 Pathway “Painting” Using KEGG Reference Maps
The arguably simplest way of constructing an organism-specific database is using
KEGG. The KEGG pathway maps can be created for an organism by simply
mapping enzyme information onto the “wiring diagram” representation of the
metabolic networks.

5.5.2.2 Pathway Reconstruction with Pathway Tools
Pathway Tools provides a tool PathoLogic specifically for assembling the metabolic
network of a given organism based on genomic information and annotation. This
process differs substantially from the KEGG method; while KEGG provides univer-
sal wiring diagrams containing all information from all organisms, while Pathway
Tools uses a number of descriptions, including the presence or absence of enzymes,
pathway connectivity, and taxonomy, in order to predict whether a pathway is present
in an organism [62].

5.5.3
Examples of Pathway Reconstruction

There are a number of pathways built for a wide range of organisms, and which are
available to the public. The BioCyc collection, for example, contains hundreds of
organism-specific databases built usingMetaCyc as a reference database. Among these
are a number of plant databases, particularly for model organisms and crop plants.
Some of these have extensive manual curation performed on them as, for example, in
the case of AraCyc, the currently best annotated one among the plant databases. Other
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high-quality automated builds exist such as the SolCyc collection that encompasses a
number of automatically generated pathways derived from automated annotation of
plants within the Solanaceae. Besides the MetaCyc-based collections, numerous
specific models have been created for purposes such as flux balance analysis, and
have been made publicly available, as, for example, the barley metabolic map [8].
A metabolic map can be readily generated for a plant whose genome is sequenced

or in the process of being sequenced. Our in-house efforts have concentrated on
generating pathways from the draft genome of tobacco. We have assembled a
pipeline to assign enzyme function to predicted protein sequences, using EFICAz2
and BLAST. The identified enzymes were mapped to reference pathways using the
Pathway Tools software component PathoLogic. This PGDB contains around 300
pathways using our current level of coverage. This is comparable in size to the PGDB
generated for the fully sequenced (albeit far smaller) tomato genome. We anticipate
that with increased quality of the genome draft, we will attain a higher number of
enzymes and thus pathways within tobacco. The typical limitations apply to our
method as well: while tobacco is well-characterized, coverage of its metabolism is not
complete, particularly its secondary metabolite pathways.

5.6
Conclusions

Pathway databases are useful tools in modeling and understanding plant metabo-
lism, and also act as useful repositories for knowledge gleaned from the literature.
The best pathway software tools allow the user to store information on compounds,
reactions, and pathways in a searchable, extendable manner. By using data from
reference databases, it is possible to generate an organism-specific database from
scratch for an organism for which the genomic sequence is available. Such databases
can then be improved and extended by hand, complementing the data with
additional information from new experiments or from the literature. The picture
of themetabolism is usually incomplete: (i) only a small fraction of all pathways have
been characterized and are present in the reference databases, and (ii) even if the
pathway has been elucidated, not all enzymes can necessarily be identified from the
genome. There is a distinct lack of coverage of the more specialized secondary
pathways.With the ease of use of these tools and ease of producing genomic data, we
anticipate that organism-specific metabolic pathway databases will rise sharply in
number and will become an integral component of research.
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6
The Role of Data Mining in the Identification of Bioactive
Compounds via High-Throughput Screening
Kamal Azzaoui, John P. Priestle, Thibault Varin, Ansgar Schuffenhauer,
Jeremy L. Jenkins, Florian Nigsch, Allen Cornett, Maxim Popov, and Edgar Jacoby

6.1
Introduction to the HTS Process: the Role of Data Mining

One of the main goals of high-throughput screening (HTS) is to identify, via a high-
throughput process [1–4], small molecules that interact with a protein or a system of
proteins. HTS uses cell-based assays or cell-free systems to test millions of
compounds stepwise. When a target is selected for screening, an initial assay
development is required before testing the full compounds collection (primary
HTS). In primary HTS, the compounds are usually tested at a single concentration
using an assay format where the detected signals are normalized to remove the
signal of the buffer or other interacting agents (known agonist or antagonist). This
step requires a large infrastructure – screening automation and information
technology (IT) – and generates a large number of transformed and corrected
data. During this step, statistical analyses are the key components to identify active
compounds [5,6]. In fact, to derive a list of active hits, one has to set a threshold
between active and nonactive compounds. This threshold is usually intentionally set
very low in order to cover the entire active chemical space at the cost of dragging in
more false positives. The confirmation step is usually run in triplicates or at multiple
compound concentrations. In order to detect false positives, it may use a counter-
screen (different HTS readout) or a secondary screen (different target). Hits are then
promoted to the validation step and tested at different concentrations in order to
produce dose–response curves (DRCs) for the target and the countertarget. The final
hit list is generated and annotated using defined criteria (DRC parameters, analytical
data, in silico contributions).
In the past 10 years, the Novartis Lead Finding Platform has run many hundreds

of HTS for different target families [kinases, proteases, GPCRs (G protein-coupled
receptors), PPIs (protein–protein interactions)] generating every year, more and
more data (% activity, AC50, Ki, etc.). The average size of the primary hit list was
multiplied by almost a factor of ten in the past decade while the capacity for
validation has only doubled. For each HTS project, we put in place in silico support
that initially helps the teams to manage information about hits (chemical classes,
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known chemotypes, frequent hitters (FHs), etc.) [7–9]. Following up on hits using
counterscreens and secondary assays can significantly reduce the number of
primary or confirmed hits. In some cases the reduction of the number of hits
can be achieved by sampling chemical classes or using historical data to deprioritize
some hits. Indeed, one can learn from the data generated from each HTS in a
historical fashion independent of the projects (collection of chemically unattractive
compounds, fluorescents, quenchers, cytotoxics, etc.). As of today, data mining
(DM) based on chemoinformatics approaches (as e.g., molecular modeling) are fully
integrated in every step of the process (Figure 6.1). DM has become easier partially
due to the development of a data architecture called “Hit-Hub” (see below) and
different Pipeline Pilot1) protocols, which allows us to extract information and
build models from HTS data. Herein, we will also give examples of techniques
and strategies for DM and modeling applied to help drive hit finding.

1) Accelrys, Inc., San Diego, USA.

Figure 6.1 Data mining and modeling
integrated in the hit finding process. When a
target is approved for a HTS, data mining
(internal or external database search for known
modulators) and modeling techniques (docking,
pharmacophore search, similarity search) are

applied before running the HTS to support
acquisition of external compounds and/or to
design a focused set screening when it is
necessary. It is also applied after HTS to annotate,
assess, and cluster hits and derive structure–
activity relationships for compound series.
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6.2
Relevant Data Architectures for the Analysis of HTS Data

HT screens typically produce large amounts of data in a short amount of time. The
type and amount of data obtained depend on the type of screening experiment
performed, which leads to an inherent heterogeneity in the data produced over time.
For example, a typical biochemical screen performed at one fixed concentration will
produce a list of the activity readout for eachmolecule tested; however, a high-content
imaging screen, where eachwell fromhundreds of screening plates is photographed,
produces much more data with higher information content. It is obvious that these
two types of screens require vastly different approaches from the data processing and
analysis viewpoints. Moreover, for data analysis purposes, for example, hit assess-
ment, it is desirable that data from one screen or screening format can be put in the
context of the results of previously performed screens in order to optimize the use of
all available information. In addition to the data that an organization produces,
analysis of HTS data can benefit greatly from incorporation of public domain
information about the screening compounds. The provision and contextualization
of HTS hits with external data, for example, licensed bioactivity databases or the
PubChem BioAssay repository, are therefore of prime importance [10].
Any IT infrastructure to support HTS data analysis has to meet several

requirements:

1) the ability to integrate results from different screening technologies;
2) the ability to provide information from previous HTS campaigns;
3) the ability to provide information obtained from sources outside the screening

organization;
4) the ability to keep up to date with the production of internal and external data; and
5) the ability to retrieve information in a structured format quickly to allow efficient

computational analyses.

This list of requirements is not particularly detailed nor exhaustive, but rather a
generic assembly of typical attributes of any bioassay warehousing system.

6.2.1
Conditions (Parameters) for Analysis of HTS Screens

The efficient and meaningful analysis of HTS data requires a host of related pieces
of information to be readily available. Ideally, this would cover all relevant aspects of
the screen, ranging from the purity of screened samples to the general assay
conditions, and performance of all samples in all previous screens. In the following,
we explore briefly what these latter, seemingly simple, attributes – purity, assay
conditions, and previous performance of samples – entail.

6.2.1.1 Purity
The goal of screening is to identify a molecular entity that perturbs a biological
test system, the assay, in a specific way. The samples to be tested are typically
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ordered by and delivered to the scientist performing the assay. This implies that
the screener has to trust the sample source. For example, small molecule
compounds are typically kept in a central solution repository as DMSO stock
solutions at a concentration of several millimoles per liter. The solutions delivered
for screening are typically at much lower concentrations, obtained by dilution of
the stock solutions. This implies that the average lifetime of a stock solution
should be long enough for it to be used for numerous screens, typically over the
course of several years. Such long-term storage of compounds can result in their
degradation, thereby introducing uncertainty in the contents of the samples
tested. Reliable analysis of hit lists, as well as the entire rationale of HTS, is
jeopardized if it cannot be ascertained what is perturbing the assay is what its
label says. Thus, it is desirable to pass every compound through an analytical
quality control procedure before the actual screen, or otherwise subject the
stock solution to regular checks. This can be done in high-throughput mode
with modern liquid chromatography systems coupled to a mass spectrometer
(LC–MS), for example. Depending on the presence or absence and intensity of the
signal, a decision can be made if the compound is present, and to what extent it is
pure. Compounds that are no longer present in the sample can hardly be
responsible for any observed assay signal.

6.2.1.2 Assay Conditions
To enable efficient data mining across screens that are performed over an extended
period of time, it is essential to capture a minimum set of information about every
assay. This typically includes the assay format, detection technology, purpose of the
assay (e.g., primary, secondary, and counterscreen); however, other parameters such
as the pH at which the assay was performed, eventual cofactors used and the
concentration at which they were used (e.g., ATP in competition experiments
involving kinases), the nature of gene constructs used in the protein production,
presence and location of mutations in the target protein, cell lines employed for
cellular screens, and so on can all be required attributes at one point in any data
mining activity. For example, many compounds have the potential to undergo acid-
or base-catalyzed chemical rearrangements. Even if prior to the screen the identity
and purity of a compound has been established, the actual active entity could be the
product of a pH-dependent reaction. Such events can only be inferred from the data
if a large-enough sampling to analyze is available – in this case, all assays are with
recorded pH values. Another example would be the detection of frequent hitters for
specific detection technologies. Certain compounds will always interfere with
certain detection methods, for example, fluorescent compounds might interfere
with a fluorescence-based readout. Regardless of detection technology, some com-
pounds will be active in practically any assay due to their inherent physicochemical
properties. One such compound would be the flavonoid quercetin that, owing to its
many polyphenolic groups, has the ability to have nonstoichiometric effects on a
variety of proteins. Knowledge about assay conditions is therefore required to be able
to determine which compounds are simply promiscuous and which ones interfere
with particular assay technologies.
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6.2.1.3 Previous Performance of Samples
Further to the examples provided in Section 6.2.1.2, any information about previous
performance of samples in any screen is useful for hit assessment. We consider
under previous performance characteristics known from internal or external sources
that include, but are not limited to, the following: (ant)agonistic interactions with
other proteins (off-target effects, polypharmacology) or mRNAs in the case of a
siRNA screen, biological pathways in which known targets occur, known mode of
action (MOA), selectivity indices with respect to related targets such as isoforms of
receptors (e.g., selectivity toward one of the three opioid receptors), cell lines that the
compound has been tested in, patents that the compound is mentioned in, clinical
studies where the compound was used in and the correspondingmedical indication,
profiling panels that a compound has been submitted to (e.g., safety profiling
panels), known toxic metabolites prone to stem from a compound, ADMET
(absorption, distribution, metabolism, excretion, and toxicity) properties, or source
of the compound (e.g., a particular combinatorial library). Overall, any piece of
information that can help to promote, or deprioritize, a single compound or entire
compound series.
Overall, the data required for an efficient and proficient analysis of the results of a

HTS screen come not only from the HTS campaign in question but rather they also
need to comprise many more aspects of the molecular entities screened. Any data-
driven approach to hit assessment is therefore preconditioned on the availability of
comprehensive annotations for the screened molecular entities. Such annotations
have to be aggregated from a number of different sources, and they have to be
interlinked accordingly to allow meaningful questions to be answered in an equally
meaningful way.

6.2.2
Data Aggregation System

We developed a custom extraction–transformation–load (ETL) system called Hit-
Hub for the aggregation of internal Novartis and external data such as those
mentioned in Section 6.2.1. The key requirements for this system were that it
maximizes simplicity, automation, and robustness. These requirements are a
natural result of the nature of the various upstream data sources feeding into
the final repository:

1) Most, if not all, of the upstream data sources are changing on a constant basis, in
terms of both structure and content.

2) The data to be aggregated/integrated are extremely heterogeneous, ranging from
analytical compound data to protein sequences and protein–protein interactions
in biological pathways.

3) There are few, if any, unifying concepts across the various data sources. A high
degree of maintainability, therefore, implies a high degree of automation to focus
on the more important task of data integrity and interoperability, as opposed to
mere data availability.
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The resulting ETL system is a tightly knit, version-controlled collection of UNIX
shell and Python scripts that perform extensive checks and normalization opera-
tions on incoming data before loading into a PostgreSQL database. During the
checking, cleaning, and normalization stages, the main focus is on establishing
consistency and a common vocabulary across data sources. For example, all
chemical structures are subjected to the same cleanup procedure before calculating
IUPAC InChIKeys; moreover, after loading, every data source that provides chemi-
cal structures must provide an “InChIKey” field. This is an easy, yet extremely useful
way to establish chemical interoperability. A similar procedure is employed to
establish a common set of biological identifiers across all data sources. In practice,
this entails the verification of every single identifier provided, including Entrez Gene
IDs and Gene symbols, UniProt accession numbers, RefSeq protein and nucleotide
accessions, enzyme commission (EC) numbers, as well as plain-text protein names
such as “beta-lactamase.” To the fullest extent possible, all of these identifiers are
checked for discontinuation or deletion – Entrez Gene IDs as well as UniProt entries
may disappear at any point in time – as well as internal consistency. If, for example,
Gene ID and UniProt accession numbers are provided, it is ensured that they refer
to the same biological entity in the same taxonomy. Analogically to the chemical
structures, by this we ensure the provision of a common set of identifiers that is
present for each data source containing biological entities such as drug targets. This
extensive normalization establishes the basis for rapid database queries in chemical
as well as biological space across all internal and external data.

6.3
Analysis of HTS Data

In this chapter, we will show two examples on how data analysis can be used in the
context of HTS. The first example uses historical HTS data to learn how hits behaved
in previous assays, so one can annotate them for future hit lists. The second example
uses external or in-house data or sometimes predictions applied to a hit list in order
to generate a hypothesis of their modes of action.

6.3.1
Analysis of Frequent Hitters and Undesirable Compounds in Hit Lists

Over the years, a large amount of HTS data has been collected. They have been used
mainly for lead finding projects. Chemists who assess the results of HTS experi-
ments quickly realized that some compounds are frequently found in different hit
lists. These frequent hitters are compounds that can be artifacts interfering with the
screening readout (e.g., fluorescent compounds) or the cell used for screening
(detergent, membrane disruptor, or aggregate-like). They can interact noncovalently
with proteins or form aggregates [11–13]. Such compounds are usually removed by a
counterscreen, but some still survive especially when compounds are tested at a
single concentration. FHs can also be compounds that are promiscuous [14] or
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having privileged substructures toward certain targets families (e.g., kinase inhibi-
tors and GPCR ligands) [15–18]. These nonselective hits are usually removed by a
secondary screen.
To identify such frequent hitters, we used data mining of our historical HTS data

through Hit-Hub. We retrieved all compounds (Set_FH) that hit 20% or more of
the historical HTS assays. A compound is considered a hit in a primary assay if the
absolute value of the calculated Z-score is greater than 4, we kept only hits that have
been tested in more than 50 assays. We also retrieved compounds (Set_not_FH) that
hit less than 1% of the assays panel using the same conditions.
Set_FH contains around 4000 compounds that have been historically tested in the

HTSprojects. Compoundswithknownkinase inhibitor scaffolds comprise 70%of the
set. This is expected, since thehistoricHTSinvolved kinases. Someof the large classes
in the remaining 30% are lipophilic compounds with high molecular weights (on
average 496MW) compared to Set_not_FH (on average 371MW). In order to find out
if there are any chemical fragments enriched in one set compared to the other, we
retrieved themost frequent fragments in the Set_FH compounds and compared their
frequency to the Set_not_FH compounds. Examples of such fragments are listed in
Figures 6.2 and 6.3. Themost enriched (enrichment factor is the ratio of the portion of
a fragment in the considered set divided by the portion of the same fragment in the

Figure 6.2 Enrichment factors of some
fragments most frequently found in Set_FH
without kinase inhibitors (phenyl ring is
given as a reference). Upper values are the
enrichment factors in the Set_FH set and lower

values are enrichment factors in the
Set_not_FH set. Enrichment factor is the ratio
of the portion of a fragment in the considered
set divided by the portion of the same fragment
in the whole set.
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whole set) fragment in the FH set without kinase inhibitors is the carbazole ring
(enrichment factor �18 in the Set_FH), followed by the trihydroxyphenol (�16) and
imidazopyridazine ring (�9) (Figure 6.2). Among the phenol fragments, there is an
increase of the enrichment factor with the number of hydroxyl groups. These and
quinones can be subject of cysteine nucleophilic attacks. Another privileged sub-
structure of GPCRs, dibenzoxepine, is enriched �5 in the Set_FH.
The most enriched fragments found in the kinase-like FH are listed in Figure 6.3.

Most of them are well-known kinase scaffolds such as aminopyrimidines (�43),
staurosporine (�37), purines (�30), and imidazoquinoline (�11). Compounds
containing such fragments are most likely to be hits in HTS primary data, but not
only in kinase assays (Figure 6.4). They are usually flagged in the hit list and the
chemistry team decides whether to follow them or not. One can notice that some
fragments (pyrimidinediamine in Figure 6.3) shows greater selectivity when potential
hinge region interactions are reduced (e.g., by replacing a hydrogen bymethyl group).
Anotherway tomake the already described approachmore systematic is tomine the

data by building a NB (naive Bayesian) classifier to differentiate between FHand non-
FH. This approach and other methods were used to enrich or predict true active
compounds in the hit lists [19–22]. We built two NB models using FCFP_6 finger-
prints: one model (M1) was built using the set without known kinase inhibitors and a

Figure 6.3 Enrichment factors of some
fragments most frequently found in Set_FH
with kinase inhibitors only. Upper values are the
enrichment factors in the Set_FH set and lower
values are enrichment factors in the

Set_not_FH set. Enrichment factor is the ratio
of the portion of a fragment in the considered
set divided by the portion of the same fragment
in the whole set.
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second model (M2) was built using only the known kinase inhibitors (the reason to
make two sets is to show examples of target FH and assay FH). The models were
trained using Set_not_FH as a control for inactive (not FH). Then, we applied the
models to different hit lists. In Figure 6.4 we report the prediction of FH of primary
hits from a cell-based and cell-free assay for two different targets. Obviously, some
kinase-like frequent hitters are also found in a screening for a cell-basedGPCR FLIPR
assay. The explanation of such observations is that some of these kinase inhibitors can
act in a cellular pathway anddisturb calciumsignaling as observed in theFLIPR signal.
Such compounds usually drop out after dose–response validation, but not necessarily
after a single concentration testing in a counterscreen or a secondary screen.
As mentioned before, compounds tested in HTS can have unexpected behaviors

such as noncovalent competitive binding, interference with the assay via covalent
modification or aggregation, or simply not be soluble enough. Another question
arising is What are the compounds that have been rejected from the hit lists and why? To
answer such a question,wehave lookedat 10historicalHTScampaigns fromdifferent
assay techniques and assigned different chemists to the triaging of the hit lists. This
task is not simple because the hit lists are different in terms of size (for example, if the
list is short, few compounds are rejected), the project status (if there is a need for
another screening campaign to back up a clinical candidate, there are high expect-
ations for the lead nomination), the diversity of hits found, the nature of the target
(e.g., a new target lacking tool compounds), and, last but not least, the chemist’s
background. For instance, a compound could be rejected because the chemist
previously worked on the compound series and knows about potential toxicity,
stability, or reactivity issues. In general, compounds are deprioritized because of

Figure 6.4 Example of two different hit lists scored with Model M2. X-axis: FH M2 model scores.
Y-axis: primary percentage of inhibition. Circled points are compounds with pyrimidine
substructure.
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the lack of potency, specificity, and, in someprojects, drug-likeness (in the latter case, a
simple Lipinski filter can be applied).
For each of the 10 HTS campaigns, we build a NBmodel for compounds that have

been rejected from the hit lists and a voting score is then assigned to the hit. For
example, if a compound has a high NB score (>0) in each of the 10 models, it will
have a score of 10, it means that some chemical feature in the compound was found
in 10 lists and rejected. The compound may exhibit frequent hitters behavior
throughout the assays and have uninteresting “med chem” properties (Compound
C, Figure 6.5). On the other hand, if a compound has a score of 1, it means it was
rejected from one list, but it was not necessarily found in the other nine lists, so the
nine others chemists did not have a chance to reject it. The voting score can be
applied to future hit lists to help rank compounds that chemists can visually check.
For practical reasons, instead of looking at thousands of hits, one can flag the top
100–500 high-scoring hits that can be checked by a team of chemists in order to
decide to follow on them or not.

Figure 6.5 Examples of compounds found in
hit lists. High-scoring compounds are most
likely undesirable in the hit lists. Compound A:
highly fluorescent compound. Compound B:
chelating and redox benzoquinone
substructure. Compound C: positively charged

and highly lipophilic compound; such
compounds are attracted by negatively charged
cell membranes and are unspecific FH, subject
to aggregation. Compound D: Large compound
prone to aggregation.
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6.3.2
Analysis of Cell-Based Screening Data Leading to Mode of Mechanism Hypotheses

Phenotypic screens are typically high-throughput compound screens designed to
identify compounds that modulate biological processes where the direct targets are
unknown. Such screensmay involve transformed cell lines, primary cells, tissues, or
whole organisms (e.g., bacteria, yeast, fruit flies, and zebrafish). Phenotypic screens
are special and distinct from biochemical HTS in a number of ways. First, the
screening readout does not measure direct activity of a particular purified or
recombinant protein, but rather a biological phenomenon. Second, phenotypic
assays may have an intended target, but may also be influenced by other targets that
modulate the assay. Third, the goal of a phenotypic screen may be to ultimately
discover and validate a novel drug target that affects a desired biological response
rather than to find lead compounds. Therefore, less tractable chemical matter may
be acceptable in the final hit list. Finally, polypharmacology of compounds (i.e.,
activity against more than one target) may be relevant or even critical for efficacy of
some compound hits.
In addition to these special considerations, the technologies and readouts used in

phenotypic screens are quite diverse. Assay technologies and readouts range from
single-point data to complex, multiparametric readouts. Typical cell-based assays
measure changes in proteins from their gene expression levels, their mRNA
translation and stability, as well as posttranslational states (e.g., phosphorylation,
methylation, and ubiquitination), and translocation or localization. For example,
HCS (high-content screening) can yield rich information about multiple cytological
parameters, such as cell growth or protein states. Perhaps the most common
phenotypic screen in industry is the RGA (reporter gene assay) in which a reporter
gene such as luciferase is placed under the control of the promoters of a target of
interest. Compounds can be assayed in RGAs based on their ability to stimulate or
antagonize the reporter gene under pathway-stimulating conditions. In recent years,
phenotypic screens have gone beyond single genes to gene signatures as a deeper
readout of pathway regulation or as proxy readouts for disease modulation. For
example, multiple mRNA (typically six–nine genes) can be detected with multi-
analyte profiling beads to measure the impact of compounds on genes “moving” up
or down in a pathway transcriptional signature with respect to “housekeeping”
genes not in the signature.
Importantly, all of the aforementioned differences from biochemical HTS neces-

sitates a very different workflow for analyzing the hit lists from phenotypic screens.
For example, typical experimental follow-up to a biochemical HTS involves counter-
screens, selectivity assays, or “orthogonal” secondary assays that use a different
screening technology as well as biophysical or kinetic assays that raise confidence in
a physical interaction with the biochemical target. Cellular activity is not guaranteed
in this case. Therefore, biochemical hit list “triaging” focuses on prioritizing
compounds with lead-like properties that are likely true binders and have potential
to show efficacy under less simplistic conditions. In contrast, phenotypic screens
implicitly weed out compounds without cellular activity. Cellular HTS hits already
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possess many of the desirable physicochemical properties that would be scrutinized
in a biochemical HTS hit list. Instead, the objective of assessment shifts toward
understanding potential MOA of hits.
The first step to elucidating compound MOA is to annotate all HTS hits with

existing compound bioactivity knowledge. For understanding or even predicting
compound MOA, it is imperative to know what we know about every chemical
structure. This is not possible without an extensive knowledge base of compound
bioactivities, which enables hit annotation. Indeed, even annotating hits with
low-hanging fruit information, prior bioactivities already known for compounds,
is tricky. As described earlier, our compound knowledge base Hit-Hub, containing
up-to-date and integrated assay bioactivities across internal, public, and commercial
data sources, enables automation of compound annotation in large batches. Anno-
tation that scales to the data set size using automation is particularly important for
phenotypic screens, where hit rates from HTS can approach 1–2%, or 10–20 000
compound hits per 1 million compounds screened. Clearly, individual compound
lookups are not feasible for hit lists of this size.
Thus, aside from the requisite knowledge base, a mechanism for automated

annotation is needed. Using a canonical chemical structure representation that is
identical for both the HTS hit list and the compound knowledge base, one can join
compound annotations on the fly. Automating annotation by a simple join operation
on chemical structure is trivial with data pipelining tools such as Pipeline Pilot.1) For
canonical chemical structure representation, the IUPAC InChI or InChIKey is often
preferred (see above). As HTS screening decks are often populated by legacy project
team compounds and reference compounds from literature and patents, as well as
known drugs, there are typically a significant number of compounds in any given
HTS hit list about which some prior knowledge exists that can aid the triaging effort.
Compound annotation should usefully answer questions such as follows:

1) In which prior assays, targets, or cell lines have this compound been active?
2) What were the activity values and what are the data sources (papers, patents)?
3) Are there known compound-induced phenotypes?
4) Has this compound reached preclinical, clinical, or marketed drug status?
5) Does this compound frequently hit a particular target class, assay technology, or

assay format?
6) What is the origin of the compound and is it publicly known or available?
7) Is this compound sample pure and has it passed LC–MS characterization

previously?

All of these questions, while important, pose a challenge for providing human-
digestible annotation, especially for large hit lists. Thus, it is critical that the
underlying bioactivity knowledge base employs semantic standards such as con-
trolled vocabularies, taxonomies, or ontologies to represent facts. For example, if all
assay targets are represented as Entrez Gene IDs in the bioactivity knowledge base, it
becomes trivial once a phenotypic HTS hit list is annotated to sort compounds based
on their prior known targets and ask questions like Are any targets overrepresented
among my hits? Ideally, assay metadata such as targets, cell lines, assay technologies,
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and result types can all be subjected to controlled terminology and supported by a
BioAssay Ontology. As a practical matter, to properly capture assay metadata,
infrastructure must be provided to enable scientists to “register” assays at the
time they are created, run, or reported. At Novartis, we have created ARES (assay
registration system), a Web-based system that allows HTS assay owners to record
assay metadata in a controlled way using an internally developed BioAssay Ontology.
ARES allows assays to be compared to one another, and importantly, for data to be
compared globally across all assays. Unfortunately, extensive curation of prior assay
data is necessary if a new BioAssay Ontology and assay registration system is
imposed. However, the long-term payoff for HTS data querying and mining is
immense: bioactivity data from every individual HTS becomes part of the global
compound annotation data to inform all future HTS hit lists.
Occasionally, HTS hits are similar to known bioactive compounds with only subtle

dissimilarities. For instance, a hit in a phenotypic screen may strongly resemble a
known drug except for a change in a single atom; would a biologist want to know that
a hit on their screen is one atom different from a drug? When no bioactivities are
known for an exact structure, the annotation of bioactivities of close analogues is a
reasonable probabilistic substitute, particularly for early MOA hypothesis genera-
tion. Fortunately, the chemoinformatics field has produced many chemical similar-
ity algorithms and metrics, which can be exploited to identify similar bioactive
compounds. In addition to similarity, statistical modeling on the chemical structures
of ligands from known targets and target classes can be used to score hits from a
phenotypic screen, with respect to their most likely targets [23]. In combination,
known targets and Bayesian predicted targets for a hit list produce a classic “gene
list” that resembles those produced by Affy-type microarray experiments. Therefore,
methods developed in the bioinformatics field for assessing gene lists, such as
pathway enrichment analyses [e.g., gene set enrichment analysis (GSEA)], can be
repurposed for assessing a phenotypic screen hit list.
In this vein, we have developed a data pipeline capable of annotating phenotypic

hit lists with both known quantitative activity on targets and Bayesian predicted
targets (Figure 6.6). The input is a hit list of compounds from a phenotypic screen.
The hits are annotated with a direct lookup to a bioactivity knowledge base using
InChIKey. Known targets are annotated as an array of Entrez Gene IDs. Second,
Bayesian predicted targets are optionally added (e.g., top five predictions where
Bayes score>10). Next, a Gene Ontology (GO) term enrichment component returns
Gene Ontology terms that are enriched for the given list of genes. Enrichment is
calculated using Fisher’s exact test with the Bonferroni correction for multiple
testing [24]. The user can specify the GO term type, as well as set upper and lower
bounds for number of genes belonging to the terms to be enriched. This is useful in
eliminating uninteresting, very broad, or very specific terms. All terms with a p-value
less than 0.05 are returned, along with the corresponding genes from your list,
which belong to each enriched term. In this example, validated hits from a
PubChem screen for histone demethylase JMJD2E were chemically clustered
and annotated, and GO molecular function and GO process enrichment were
computed. Voltage-gated potassium channel activity and carbonate dehydratase
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activity were enriched for compounds in the largest chemical cluster (some
representatives are described later). This example suggests that phenotypic data
analysis does not have to be “black box” and can incorporate prior knowledge of
chemotype bioactivities to help the biologist and the chemist further manually triage
compound hits for novelty or obvious connections to phenotypes.

6.4
Identification of New Compounds via Compound Set Enrichment and Docking

6.4.1
Identification of Hit Series and SAR from Primary Screening Data by Compound
Set Enrichment

The objective of HTS is not the identification of a final drug with optimal binding,
selectivity, and pharmacokinetic properties, but rather to deliver a chemical starting
point that will be further developed in a lead optimization process. In the conven-
tional approach mentioned in the introduction, when primary data are available, an
activity cutoff is fixed in order to identify the primary hits. Primary hit activities are
then confirmed and quantified by dose–responsemeasurement. Only afterwards are
compounds classified (often by clustering methods) in order to identify series of
related compounds. Series are usually preferred to singletons because they bring

Figure 6.6 Pipeline Pilot protocol for
annotating compounds from a phenotypic HTS
hit list. Compound hits are clustered by scaffold
and annotated with all prior known bioactivity

data as well as Bayesian predicted targets. The
significant targets per cluster are subjected to
pathway and process enrichment to elucidate
the likely MOA of the cluster.
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SAR (structure–activity relationship) that can be used as a starting point for lead
optimization. Whereas more than one million compounds have been tested for
primary activity, very few of the data points generated are used for hit series
identification. We recently proposed the CSE (compound set enrichment) [25]
method that analyzes all primary screening data in order to identify hit series.
Compounds are first clustered using a scaffold-based classification [25–27]. Then
activity distribution of each scaffold is compared to the background distribution
(Figure 6.7).
A major interest of CSE enrichment is that it does not use any compound activity

cutoff [28]. Thus, even if highly active compounds are absent from the data set, the
method can still detect a significant shift of activity. This is possible because within
an active series, weakly active compounds are usually more frequent than the very
active ones. Interest of these weakly active compounds was shown first by Mestres
and Veenman [29]. Small modifications of such latent hits can transform them into
hits (“latent hit promotion”). However, in their original paper, requirement of a
known pharmacophore was required. With CSE, no prior knowledge about active

Figure 6.7 Integration of compound set
enrichment in a screening campaign. All
screening data are used in order to identify hit
and latent hit series (right workflow). Singletons

are not treated by compound set enrichment,
but are still identified by a normal cutoff-based
approach (left workflow). Reprinted with
permission from Ref. [25].
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compounds, target structure, or even the target itself (phenotype screening, for
example) is required to identify these latent hit series. Identification of hits requires
testing new compounds with this scaffold. SAR exploration might help to select new
compounds with optimal side chains (see below).
Describing and identifying active series of compounds by evaluating scaffold

activity has many advantages. As scaffolds are usually the most rigid part of a
molecule (rings), it is easy and highly relevant to superimpose compounds by active
scaffolds. Active scaffolds identified by CSE are scaffolds for which a significant shift
of activity is observed compared to the background distribution, but compounds do
not necessarily have optimal side chains for maximum activity. Thus, not all
compounds within a series are active. For this reason, compounds from a series
usually display a range of activities. This particularity makes easy and relevant SAR
extraction. One way to highlight informative SAR is by looking at highly similar
compounds. To illustrate this approach, we picked two compounds from the same
series with IC50 smaller than 10 mM (examples are from the PubChem assay AID
893; see Ref. [26] for a detailed analysis of this assay with CSE). The two nearest
neighbors of these compounds are represented in Figure 6.8 (Series A1 and A2).
Exploration within these series shows importance of the methoxy group in

para-position of the phenyl group (pairs 1–2 and 4–5 in orange). It suggests a
hydrogen bond acceptor in this area and SAR transposition within a series is
relevant. For series A1, we also observe that switching from tetrahydrofuran to
furan (aromatization) induces a loss of activity (compounds 1–3 in green). For
series A2, pyrrolidine seems better than piperidine (4–6 in blue). This might be
due to a steric clash with the piperidine. These observations suggest that
evaluating compound series activities without applying any activity cutoff can
enable easy SAR identification.
CSE evaluates and annotates activity of all scaffolds described in a data set. This

makes possible navigation in scaffold space described by a scaffold network. We
observed that some active scaffolds directly connected together form active com-
munities in the network. These areas, called active islands, are highly useful because
they group related scaffolds together and make easier overview of results from CSE.
This approach was used to develop a scaffold network visualization tool in which
each active island can be explored separately. The representation retained is intuitive
for chemists and helps identify strong scaffold SAR (Figure 6.9). Each active island is
represented by a network. By clicking on nodes and/or edges, corresponding
scaffolds are displayed as well as compounds with these scaffolds and their activity
distribution.
Another interest of these islands is about SAR transposition between series. The

family relationships of all scaffolds in the same island make easy the super-
imposition of different series of compounds. For example, series A and B have a
common parent active scaffold, represented in red in Figures 6.8 and 6.9. The best
compounds in series B have actually weak activity (25.12 mM). The optimal side
chains according to the SAR of series A1 and A2 are not present in compounds of
series B. Pharmacomodulation of compounds from series B are suggested by SAR
transposition from series A1 and A2, as illustrated in Figure 6.8.
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6.4.2
Molecular Docking

Not only ligand-based molecular modeling techniques, but also chemoinformatics
approaches are often used to enrich hit lists or to annotate them by chemical
similarity comparison (similarity to a pharmacophore, similarity to known ligands of
the target of interest, chemical clustering, etc.). In this last section, we illustrate

Figure 6.8 A/SAR within active series.
Extraction and analysis of side chains SAR
are facilitated by compound superimposition
according to their common scaffold
(represented in red and blue). B/SAR
transposition from series A1 and A2 to series
B. According to scaffold network, series A
and B are related together by a common

parent scaffold (in red). Series A and B are
annotated as active by CSE. It suggests that
compounds from these series can be
overlapped according to this parent scaffold
and, thus, optimal side chains from series A
could be applied to series B in order to
promote latent hits into hits (hypothesis not
verified for these series).
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using tankyrase how molecular docking (Figure 6.10) can be used prior to a HTS
experiment to provide a focused compound set. Tankyrase is a poly-ADP-ribosylat-
ing enzyme that acts on axin in theWnt pathway leading to axin’s degradation via the
ubiquitin–proteasome pathway, making tankyrase a potential cancer target [30].
Tankyrase uses NAD as the ADP-ribose donating substrate. In 2009, Karlberg et al.
[31] solved the cocrystal structure of tankyrase-2 with the inhibitor XAV939 and PDB
accession code 3KR8.
We used in silico screening to select vendor compounds that might inhibit

tankyrase by targeting the NAD binding site. Our collection of vendor compounds
consisted of a little over 700K SMILES that had already been filtered for lead-like
properties, availability from reliable vendors, and absence from our own compound
collection. Pipeline Pilot1) scripts were written to check for and remove structural
duplicates, compounds with >8 freely rotatable bonds, compounds with unusual
atoms, and compounds with excessive tautomerization (>1000). This removed just
under 4% of the molecules, mostly due to too many freely rotatable bonds.

Figure 6.9 Scaffold network visualization tool.
As the scaffold network contains usually a lot of
scaffolds, it is better to use first filters (1) to
only represent a small part of it. In this example,
an active island has been selected and is
displayed as a network (2). By clicking on nodes

and/or edges, corresponding scaffolds are
displayed (3) as well as compounds with these
scaffolds (4) and their activity distribution (5).
It’s possible to annotate scaffolds and
compounds using tag facilities proposed by
Spotfire (6).
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Expansion of the remaining compounds for unknown chiral centers, tautomers, and
alternative charge states with Pipeline Pilot roughly doubled the number of
structures to 1.4 million. Since we were planning to perform the docking with
Glide (Schr€odinger, LLC, Portland, USA), which generates conformers on the fly
during docking, we did not have to precalculate conformers. Generation of 3D
structures was done with CORINA (Molecular Networks, GmbH, Erlangen, Ger-
many). Energy minimization was carried out with MacroModel (Schr€odinger) to
clean up the structures and remove any structures that the Schr€odinger force fields
would not be able to handle. In addition, a final check to remove duplicate structures
generated by tautomer expansion was done. CORINA failed to generate 3D
structures for 0.008% of the input SMILES, 0.006% of the 3D structures failed
energy minimization, and 0.04% of the structures were removed as duplicates.
An in-house crystal structure of the PARP catalytic domain of tankyrase in a

complex with an in-house compound was used for docking. Although Glide allows
the user to define pose constraints, we did not apply any in this case since we were
interested in new chemical classes with potentially new binding modes. Because we

Figure 6.10 Scheme for generating an
unbiased docking set of structures and
analyzing/filtering the docked results. Docking
is best carried out on compounds whose 3D
structures are fully defined and that are not
excessively flexible. For large structural
databases, it is usually more convenient to

prepare the docking set once and apply
program-specific filters after docking. Each
individual structure of the final selection should
be visually examined and docked into the target
protein for displaying a reasonable fit and
ligand conformation.
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were planning to dock 1.4 million structures, we first ran Glide in HTVS (high-
throughput virtual screening) mode, which examines fewer conformations, but is
roughly 10-fold faster than its standard precision (SP) mode. Very few compounds
failed docking in the second round (0.007%). Applying chemical filters developed by
the tankyrase project team removed around 5500 compounds, leaving �744 000
acceptable poses. Since there were usually multiple copies of each molecule
(isomers) due to the chirality, tautomer, or [“and” nor “or”] charge expansion,
the compounds were sorted and only the single top scoring isomer was kept.
Consensus scoring [32] with five different docking scores was performed on these
unique molecules.
Besides being interested in finding active tankyrase inhibitors, we were also

interested in developing SAR of the potential inhibitors we found. Because of this,
and to avoid adding singletons to our compound collection, we purchased groups of
related compounds (12–15 members) rather than individuals. The docked mole-
cules were sorted by their normalized CScores (Tripos, Inc., St. Louis, USA) and the
top 20 000 compounds were taken and clustered with Cluster3D [33], using a
similarity threshold of 0.7. The average CScore of the top 15 members of each
cluster was calculated and the top 47 clusters, 701 compounds in total, were selected
for ordering. Of these, 55 (7.8%) were not ordered (small vendors), 150 (21.4%) were
unavailable, and 496 (70.8%) were delivered and placed in the Novartis compound
archive. IC50 determination showed 13 of these to be active (IC50< 50 mM),
including 2 with submicromolar activity. This gives a validated hit rate of 2.6%
compared to the 0.4% HTS hit rate against the entire Novartis collection. Results
such as these indicate that in silico screening can be a useful tool for generating
focused libraries, for either selecting commercial compounds to complement one’s
in-house collection or creating a limited set of in-house compounds for screening in
cases where a full-blown HTS is either impossible or undesirable.

6.5
Conclusions

In this chapter we have given a broad view of how our in-house data from HTS can be
accessed andused. The goal is to learn fromhistorical data to help drugdiscovery project
teams make better decisions. HTS generates a very large amount of data and currently
most of it is dormant and unused. We demonstrate by using data mining techniques
how to turn this data to knowledge. Such examples range from tracking frequent hitters
or undesirable compounds to “mode of action knowledge” annotations, but also using
the data to create models to find false positives and true negatives in hit lists.
The challenges of data mining are not only the growing amount of data, but also

the way to communicate the results to a team from different scientific backgrounds.
In-house Web applications such as “HTS Explorer” linked to visualization software
such as Spotfire2) are becoming useful tools for compound-data navigation. Another

2) TIBCO Software Inc., Palo Alto, USA.
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big challenge is how to capture decision making on data and institutional knowl-
edge. To overcome those challenges, in-house initiative such as NDFI (NIBR Data
Federation Initiative) will provide technical foundation for data collection, integra-
tion, search, and reuse. The goal of this initiative is to create a framework for linking
pathways, genes, proteins, and compounds, introducing to scientists – both chem-
ists and biologists – the ability to interrogate data using a probabilistic or knowledge-
based approach across many domains of science.
Other initiatives linked to public data mining are taking place. An example of such

initiative is the Open PHACTS consortium (http://www.openphacts.org), funded by
the Innovative Medicine Initiative (IMI), which reflects collaborations between
academic groups and pharmaceutical companies by applying semantic technologies
to available data resources, creating an Open Pharmacological Space that can be
navigated to identify new drug targets and pharmacological interactions. It will
deliver a single view across different databases, and will be freely available to users.
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7
The Value of Interactive Visual Analytics in Drug Discovery:
An Overview
David Mosenkis and Christof Gaenzler

The world is awash with data. Nowhere is this delugemore obvious than in the drug
discovery process. In areas as diverse as genomics, screening, image analysis, and
many others, data repositories are growing at exponential rates. Even the most
seasoned expert cannot hope to inspect or even review every potentially relevant test
result [1–3]. Many valuable computational approaches have been developed to
exploit and derive value from these growing data sets, yet these add their own
results to the growing mound of information. How can a scientist best utilize the
available data resources to guide and inspire their research? Interactive visual
analytics brings a powerful approach to have insights into and derive value from
large amounts of data.
What do we mean by the term “interactive visual analytics?” We refer to the

graphical depiction of data in a way that promotes exploration and insights. The
interactive component means that a scientist can interact with the visualizations
by filtering, highlighting, slicing, or other operations that facilitate exploration of
the data. Such ad hoc exploration empowers scientists to follow their curiosity,
pursue hunches, form hypotheses, and in general ask and answer many types of
questions as quickly as they arise. This type of exploratory graphical analysis
complements more traditional approaches such as statistical hypothesis testing,
in which a well-formulated hypothesis is subjected to rigorous analysis to prove or
disprove it. In an interactive graphical environment, analysts can generate and
explore large numbers of unsubstantiated ideas and serendipitously stumble
upon insights that can then be confirmed by more rigorous methods and used as
the basis for further action.
In addition to ad hoc exploration, visual analytics can be a powerful way for

communicating information and insights. Exploiting the amazing capacity of the
human visual system to discern patterns and outliers, graphical representations can
quickly and easily convey messages that even many pages of text would convey only
with great difficulty.
We can distinguish approaches to visual analytics along a spectrum of ad hoc

exploratory power, from static visualizations to a full ad hoc exploratory environment.
Intermediate approaches along this continuum include guided interactive analyses,
where scientists view preconfigured visualizations of complex data sets and have the
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opportunity to adjust certain aspects of the presentation such as filtering to subsets
of data, color-coding to reveal potential patterns, and drilling down to more detailed
levels on subsets of the data. The presentation may even walk users through a series
of steps in a guided analysis, giving them the ability to make certain choices, but
within a framework that guides them through a best-practice approach tailored to
the task at hand.
These approaches are immensely valuable in analyzing any kind of data, and

indeed such approaches are fast becoming the norm in fields as diverse as energy
exploration, financial services, sales, marketing, manufacturing, and many others.
However, the remainder of this chapter will focus on application of visual interactive
graphical approaches to analyzing data in the drug discovery process. The visual
approaches described in the following sections are useful both for open-ended
exploration and to help address specific, practical questions:

� What compound(s) do I synthesize next, either to directly improve desired
properties or to fill out my understanding of the structure–activity relationship
(SAR) landscape?

� Which compounds have the best profile to advance to the next stage?
� Which protein(s) are my compounds targeting? Which protein(s) should they be

targeting?
� How diverse ismy collection of compounds?What attributes do I need to enhance

in my library design or in acquiring or synthesizing additional compounds?
� Which cheaper measurements (computational or laboratory) are good proxies for

more expensive ones? When should these proxies be trusted?
� What distinguishes diseased from healthy subjects?
� What is the effect of drug dose on biological response?
� How do genetic alterations affect biological behavior?

7.1
Creating Informative Visualizations

There are a number of excellent sources containing guidelines for producing
informative visualizations [4–6]. Best practices include the following:

� Eliminate any extraneous elements in visualizations. Anything that does not add
information or clarity may distract from the real information content. Potentially
extraneous elements include excessive labels on axes or other graph elements,
redundant or uninformative legends, use of color that does not add information,
and gratuitous graphical additions such as 3D effects.

� Pay attention to the scale used. Scaling from 0 conveys absolute values, but can
diminish differences between values.

� What kindof visualization isbest? It depends on thenatureof thedata and thenature
of the desired insight. Here are some general guidelines for common situations:
- For summarizing categorical data, a bar chart is often a good choice. Each
category can be represented by a separate bar or a different color. Heights of the
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bars can represent absolute values or relative values. See examples in Fig-
ures 7.7 and 7.8.

- If there are too many categories to fit comfortably in a bar chart, or if there is
a desire to represent hierarchies within the data, a Tree Map is a good
alternative.

- Use pie charts sparingly. In most cases, bar charts are better choices, because
they can convey more information and people can more accurately perceive
relative heights of rectangles than relative sizes of pie wedges.

- For seeing relationships and trends in two or more measures, consider a
scatter plot. Plot two principal variables on the X- and Y-axes. You can add
additional variables through use of color, marker shape, marker size, trellis-
ing, or adding a third dimension to create a 3D scatter plot. See examples in
Figures 7.4–7.6.

- For displaying data values over time, a line chart is an intuitive visualization.
Categories can be distinguished by different color lines or by separate trellis
panels.

- Similar in appearance to a line chart, a profile chart can be a good way of
showing a profile of various related values over a range of entities or categories.
See an example in Figure 7.9. An alternative representation is a radar or spider
plot, exemplified in Figure 7.10.

7.2
Lead Discovery and Optimization

7.2.1
Common Visualizations

7.2.1.1 SAR Tables
A common way for communicating information about chemical compounds is a
structure–activity relationship table, or SAR table. In this tabular representation,
each row represents a chemical compound, one column depicts the chemical
structure, and other columns contain information about each compound. Figure 7.1
shows an example of a simple SAR table.
This ubiquitous format displays relevant properties and experimental results

alongside chemical structures, but it does little to highlight interesting com-
pounds or to facilitate insights into the relationship between the quantities and
the structures.
A simple improvement, illustrated in Figure 7.2, applies color coding to the

values.
This depiction gives immediate, easily interpreted insights into which com-

pounds have favorable values for each measure, with colors shading from green
to red indicating to what extent a value is outside the acceptable range.
We can further enrich a SAR table with concise graphic summaries of key

quantities. In Figure 7.3, a line graph depicts selectivity of each compound

7.2 Lead Discovery and Optimization j157



Figure 7.1 A simple SAR table.

Figure 7.2 Color-coded SAR table.
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against a series of receptors, and a radar plot shows the profile of each
compound’s physical properties. Now the SAR table starts to become a compact,
information-rich representation of key information about compounds, as
described in Ref. [1,7].

7.2.1.2 Scatter Plots
A scatter plot is a common and powerful way to see relationships between various
properties or biological results. In its simplest form, a scatter plot shows two
measures of interest on the X- and Y-axes and plots a point for each compound.
The scatter plot in Figure 7.4 depicts the effects of a library of compounds on both

normal cells and cells treated with a growth inhibitor. The plot immediately reveals a
strong correlation between cell functions in these two types of cells, with a minority
of compounds that defy this correlation. In an interactive environment, a user might
chose to highlight the outlier compounds, view their structures, and try to under-
stand the structural basis for their different biological behavior.
The simplest use of scatter plots is to discover and highlight correlations and

outliers between two variables. But they can also be highly effective for teasing
out multivariate relationships, by exploiting various visual attributes of the
graph, including color, shape, size, and trellis panels. Figure 7.5 explores the
relationship between control and treated cell assay values, while also depicting
four additional variables: the number of criteria met (by marker color), the year of

Figure 7.3 Color-coded SAR table with images.
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Figure 7.4 Simple scatter plot.

Figure 7.5 Multivariate analysis in a scatter plot.
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registration (by marker shape), molecular weight (by marker size), and chemical
series (by trellis panel).
From this richer representation, we can make a number of observations beyond

the previous insight that the two measures are generally well correlated with some
outlier compounds:

� Outlier compounds appear to have higher molecular weights (though not all high
molecular weight compounds are outliers).

� Most compounds were registered in 2005, and there are not obvious distinctions
between these and compounds registered in 2006.

� Few compounds meet three criteria. Some but not all of these compounds cause
different behavior in treated versus untreated cells.

� Series A has just one outlier compound.

Additional variables can be depicted by interactively adjusting the range of values
of one or more additional variables and by adding a third axis to the graph, as in
Figure 7.6.
In this 3D plot, we can see that that compounds with lower cell assay values tend to

have higher solubility, and that the outlier compounds (in the two cell assays) have

Figure 7.6 Three-dimensional scatter plot.
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varying degrees of solubility. Such insights in 3D scatter plots are greatly aided by the
ability to rotate the plot interactively.

7.2.1.3 Histograms
Another simple visualization that can quickly summarize large amounts of data is a
histogram. Figure 7.7 shows the distribution of molecular weights in a library of
1000 compounds.
Adding additional visual dimensions to histograms can reveal more complex

relationships or interesting subsets of data. Figure 7.8 summarizes the results of
screening three series of compounds against four targets. It reveals that more
compounds are active against 5-HT1b compared to the other receptors, and that
compounds in series B are in general less active than the other two series.

7.2.2
Advanced Visualizations

7.2.2.1 Profile Charts
There are a number of graphical approaches to depicting multivariate data about
individual compounds. We will expand on two such approaches that were briefly
introduced in Figure 7.3 in our discussion of SAR tables. The first is a profile line
chart that shows the relative activity of a compound against a series of targets. In
Figure 7.9, we show an expansion of this idea using the same data set. Each line

Figure 7.7 Simple histogram.
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Figure 7.8 Histogram trellised by series and target.

Figure 7.9 Selectivity profile.
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represents a compound and shows the activity of that compound against six
related receptors. All compounds in this graph show high activity against
5-HT1e, and many of them also show high activity against other receptors.
For example, the red line represents a compound that is highly active against
5-HT1c as well.
Figure 7.10 depicts the values of five physical properties for a single compound in

a radar plot (also called a spider plot). Each point in the polygon indicates, by its
distance from the center, the relative value of that property relative to other
compounds. This depiction makes it easy to pick out compounds whose radar
plot shapes are either desirable or undesirable.

7.2.2.2 Dose–Response Curves
In drug discovery research, IC50 and EC50 values are key measures of the activity
of compounds. These values are generally derived by measuring the response
of compounds at several different concentrations and then fitting a logistic
regression curve to these points to determine the concentration predicted to
result in 50% of maximum activity. While often the derived IC50 values are used
in further calculations or visualizations, it can be useful to view the curve fits in
order to assess the quality of the data. Figure 7.11 shows an IC50 curve fit.
Figure 7.11a shows the curve and derived IC50 using all the data. Note the
highlighted point at concentration¼ 1, which is likely a bad measurement that
adversely impacts the curve fit. From a visualization like this, it is easy to spot and
remove bad data points and update the resulting curve fit, as illustrated in
Figure 7.11b.

7.2.2.3 Heat Maps
Detecting and visualizing patterns across multidimensional large data sets
remains a challenging problem. Although the color-coded SAR table already
discussed can accommodate arbitrarily large data sets, the size of the table grows
with the number of compounds, making it infeasible to visualize patterns across a
large number of compounds. A heat map visualization can encapsulate informa-
tion on an arbitrary number of compounds in a single compact view. It is ideal for
visualizing patterns, particularly clusters, across large numbers of compounds.

Figure 7.10 Radar plot.
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The heat map in Figure 7.12 clusters together hundreds of compounds based on
the similarity of their binding profiles to six different receptors. The heat map also
shows the clustering of the receptors themselves based on the binding patterns of
the compounds; this chemical-based clustering could provide insight into simi-
larities among receptors.

Figure 7.12 Heat map, showing clustering of compounds (rows) and receptors (columns).

Figure 7.11 Dose–response curves. (a) All data. (b) Highlighted point removed.
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7.2.3
Interactive Analysis

Each of the visualizations already described can be useful in itself as a static image to
provide insights into important questions like structure–activity relationships.
Visual analysis reaches its full potential, however, when performed in an environ-
ment that allows scientists to interact with the data and get real-time feedback. We
have seen a few examples of this so far, as when we illustrated the ability to spot and
omit bad data points from dose–response curves. Figure 7.13 illustrates an environ-
ment that gives scientists visibility into how well the compounds in a program are
satisfying project criteria. Visualizations show the number of compounds that
satisfy each criterion individually or in combination. The user has the ability to
adjust any of the thresholds and to drill down to view a rich SAR table of the
compounds that meet the adjusted criteria; in this illustration, the user chose to view
all compounds that meet three out of the four criteria.
Another critical component of the interactive graphical experience is the ability to

see cross-linking of highlighted data points across multiple graphs and to drill down
to more detailed graphical views of selected data. Figure 7.14 illustrates a histogram
of screening results alongside a scatter plot showing the relationship between assay
results in normal versus treated cells. The user has highlighted in the histogram all

Figure 7.13 Compounds meeting multiple criteria, with adjustable thresholds.
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compounds that are highly active against the 5-HT1b target. The scatter plot
automatically highlights the same compounds and the profile chart shows each
compound’s selectivity against a panel of six related receptors. This type of inter-
active environment is a great motivator for scientists to explore the next question that
comes to mind. In this example, it might be to determine which compounds are not
only active against the 5-HT1b target but also selective for that target. To answer this
question, they could simply filter out any compounds that are active against the other
five receptors, as shown in Figure 7.15.

Figure 7.15 Filtering to selective compounds.

Figure 7.14 An interactive environment for understanding active compounds.
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7.3
Genomics

7.3.1
Common Visualizations

Visualizations in genomics today are often directly based on the sequence of the
molecule accompanied by functional annotation. In the past this was done by textual
representation with minimal annotations using normal text formatting such as
asterisks, superscript and subscript, fat, or italic.
ThestandardtextforDNAistheGATCbaserepresentation.Also,proteinsorpolysugars

are represented by a one-letter code. These sequences represent themost basic informa-
tion for all other derived and aggregated visualizations of biological sequences.
Genomics sequence standards are stored in biological reference databases and

function as gold standard for all other derived data sources or test results. These
reference data sources also have the function of mapping the sequences to unique
identifiers and versioning. Keeping these identifiers synchronized through all
derived data sources is a major thread for all the information and test results we
would like to visualize and analyze. Genomic test results are coupled to the sequence
through common identifiers of biological databases.
Manymodern genomic tests are based onbinding of short, single-strandedD/RNA-

molecules. There are numerous physical methods to measure sequence matches or
mutations. The results of these tests are again interpreted in many different ways,
frompure absence or presence of themolecules to functional properties ofmolecules.
High-throughput testing of molecular binding leads to computationally intensive

result calculation and statistical tests. The compute step directly links the results to
reference data sources and functional annotation. Statistical methods add confi-
dence values and clustering for data mining. All steps add one or more layers to the
test results. The result of such a test is in fact a result set that can be evaluated on its
own, but most often is compared with other result sets.
The scientist has to apply sophisticated analytical methods to gain new insights

into these complex data. Visualization and interactive analysis are key to allow fast,
reliable, and flexible finding of results. This analysis is a variable multistep process,
going through all combinations and layers of the result sets depending on the
question the analyzing scientist has.
In this chapterwedealwith interactive, graphical analysis of genomic result sets. The

workflow togenerate these result sets is relativelyfixed formost tests usedhere.Wewill
notdiscuss varying rules for data acquisition andassembly. Since the analysis process is
very flexible, we only discuss the graphical tool set from basic to advanced and
interactive, but that gives only limited guidance on when to apply which visualization
and how simple or complex it is to create the visualization from the result set.

7.3.1.1 Hierarchical Clustered Heat Map
The idea of a heat map is to visualize a huge data table by color coding each cell based
on cell value (Figure 7.16). An overview is generated by this graphical method, but
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since the results are unsorted we can apply statistics to sort or cluster the table
according to the test results. Hierarchical clustering arranges items in a hierarchy
with a tree-like structure based on the distance or similarity between them. The
graphical representation of the resulting hierarchy is a tree-structured graph called a

Figure 7.16 Heat map of gene expression in
normal tissue. One gene per row and one tissue
per c ol umn. Sorted by hierarchical clustering on
rows and column s, grouping s imilarly expressed

genes together and tissues with a similar
expression pattern (expression profiles of human
norm al tissues h ttp://www.ncbi.nl m
.nih.gov/g eo/query/acc. cgi?acc ¼GSE23 61) [8 ].
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dendrogram. Heat maps and dendrograms together are a widely used tool to analyze
biological test results.
The interactivity comes into play when the analyst compares the clusters by

looking at the trends in the heat map. Depending on the clustering method, similar
results will be shown closer together.

7.3.1.2 Scatter Plot in Log Scale
Another way of visually grouping results together is a multidimensional scatter plot.
The multiple dimensions come from the x- and y -axes, as well as from color coding
and size and shape of the markers (Figure 7.17). Biological measurements are often
best inspected in log scale for the axis, but also for the coloring or sizing. Although
the differences in size of scatter plot markers can be seen very quickly by the human
eye, it is nearly impossible to guess the right scale. Some software packages calculate
the sizes by diameter, some by screen real estate. But, in general, these scatter plots
are meant to quickly spot groups of outliers to the main point cloud. The human eye
can immediately check the homogeneity of the data, although there might be

Figure 7.17 Log/log scatter plot of three
expression profiles: bladder, kidney, and liver
(color). The vast majority of the gene
expressions are in the central data cloud. Highly
expressed genes of kidney and liver that have a
lower expression in bladder are in the upper

left-hand corner in red. The lower right-hand
corner indicates that the few genes high in
kidney and low in bladder are all low in liver
(expression profiles of human normal tissues
http://www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?acc¼ GSE2361) [8].
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millions of single data points shown in the scatter plot graph. More detailed
visualizations or statistics need to be used to really identify more subtle differences
between visually diverse groups. An additional possibility of subdividing scatter plot
graphs by even another variable is the breakout or trellis plot. Here, we can draw the
same graph multiple times for different test sets. Depending on the test layout, the
trellis variables might be different set of cells or different treatment doses or times.
The trellis possibility again enables the human eye to recognize and distinguish
different patterns of multimillion data points very quickly.
If multiple tests were performed to come to a better quality of the result, a scatter

plot can also be used to show only medians of, let us say, triplicate measurements.
The variance of the measurements can again be used as a visual component in a
chart, for example, using the size of the marker. By using a derived number for the
somewhat incomparable size of a marker, the relative size is much more important
and can again be spotted very quickly. Huge markers represent multimeasures
which have a high variation and thus might not be reliable.
All aspects of the scatter plot are very well suited to quickly see trends and outliers

in data clouds with less than a handful of parameters.

7.3.1.3 Histograms and Box Plots for Quality Control
In every workflow there is possibility to check for data quality while it is executed.
Data coming frommicroarray experiments undergo a complex workflow of number
crunching before the scientist can analyze the result. At some milestones, it makes
sense to check for data quality and interfere if there are obvious outliers. The spread
of a signal can be visualized in a histogram. In our example, we do an overlay of
several histograms to verify the conformity of the signals (Figure 7.18). The line
chart offers a good way of plotting multiple histograms in one single graph. In
addition to the use of a line instead of a bar chart, we also binned the x-axis to smooth
the line of the chart and to make it comparable. This makes the graph immediately
understandable for the user and in our case it makes it easy to spot outliers, mark
them, and remove them immediately from the downstream analysis.
The box plots used to compare lots of data points in one go are used here for

comparing the individual experiments similar to the histograms already described. But
the box plots have onemore function, in this case a function that showsparts of the data
workflow. Figure 7.18b shows all experimental data before a certain normalization step
in the data workflow. Figure 7.18c shows the same data but after normalization. This
can be seen in the distribution of the boxes of each experiment. They are scattered in
Figure 7.18b and aligned in Figure 7.18. This means that after the normalization step,
the data are more consistent and can be compared more easily than before.

7.3.1.4 Karyogram (Chromosomal Map)
Originally karyograms were used in cytogenetics and cancer research for showing if
there are changes in the number or shape of chromosomes in metaphase (karyo-
type). Distinct karyotypes could be linked to phenotypes, for example, trisomy with
different chromosomal aberrations. Since genomics became more and more fine
grained and has now reached the base level, karyograms also became more detailed.
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Figure 7.18 Quality control of the result sets.
Expression values (signals) are mapped against
the experiment. (a) The line chart shows the
histogram of each experiment result. (b and c)
The chart shows the signals before and after
normalization – see the boxes (central 50% of

the values) are aligned and thus better
comparable in the analysis afterward
(expression profiles of human normal tissues
http://www.ncbi.nlm.nih.gov/geo/query/acc
.cgi?acc¼GSE2361) [8].
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All information about alterations is still mapped to the genome to see the overall
picture. An example could show the differences in single-nucleotide polymorphisms
(SNPs) in two groups of cancer patients. The chromosomes are subdivided into
multiple bins and the frequency of certain SNPs is represented by different colors
(Figure 7.19). The usage of karyograms has not changed. Still researchers are mapping
genetic information on the chromosomes and positions to identify changes related
to diseases. In many cases, not only one but several types of biological information
are combined and shown on the karyogram. An example of this would be the
combination of SNP data and the information about gene promoter regions and a
certain type or group of genes, for example, all genes belonging to a metabolic pathway
and accordingly the expression levels per organ. Modern karyograms using this
combination approach are often the starting point for a more detailed analysis using
the type of interactive analysis described above in Section 7.2.3.

7.3.2
Advanced Visualizations

7.3.2.1 Metabolic Pathways
Metabolic pathways are used to describe the networks that occur in biological
entities such as the cytoplasm of a cell. All pathways are linked and steered through

Figure 7.19 The karyogram shows the human
chromosomes. The color-coded blocks are
chromosomal bands, where genes of interest
are located. The data set contains expression
profiles of 22 organs. All genes above a certain
expression level (signal) in the tested tissues
are represented here. The color represents a
calculated value normalizing the amount of

genes per block/band versus the amount of
tissues. Blue boxes represent stretches of highly
expressed genes in many organs. Red boxes
represent highly expressed genes in a small
number of organs and thus organ-specific
expression (expression profiles of human
normal tissues http://www.ncbi.nlm.nih.gov/
geo/query/acc.cgi?acc¼GSE2361) [8].
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the lack of abundance of the components. If one component is disturbed or not
functioning, then normally other pathways are regulating this. Some key elements
have no second option and are thus very susceptible to fail. Some of these are already
known and described and linked to phenotypes. Only graphical pathways can really
describe the reactions in living organisms. Many databases and approaches have
been established around this (e.g., Reactome.org and pantherdb.org) (Figure 7.20).
You can link the results of a gene regulation to the underlying pathways and can via
this link see what the gene regulation is responsible for downstream in the pathway,
or which events upstream can lead to this gene regulation.
This advanced visualization is not a direct result of one experiment, but a result of

multiple experiments and their analysis and interpretation of the context. They could
be seen as maps to put single genes or reactions into a broader context. The
experimental results can be again put on top of the existing pathway to see how well
it matches with the other results.

7.3.2.2 Gene Ontology Tree Maps
Gene Ontology (GO) [9] is a bioinformatics consortium providing a controlled
vocabulary for genes and their products. The ontology comes in three parts: cellular
components, molecular functions, and biological processes. Similar to metabolic
pathways, the ontology provides a context to a gene of interest. Again, you can build
or extend ontologies yourself with new fi ndings and so the tree grows and gets more

Figure 7.20 Signaling by EGFR. This is an
interactive pathway map showing a part of a
signaling cascade in a web browser (http://
www.reactome.org/entitylevelview/

PathwayBrowser.html#DB¼gk_current&
FOCUS_SPECIES_ID¼48887&
FOCUS_PATHWAY_ID ¼177929&ID¼177929).
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complex. The tree structure itself can also be regarded as a tool for visual analytics.
As an alternative approach to the hierarchy-like structure in which the ontology is
most often presented, one can represent the ontology in a Tree Map visualization
(Figure 7.21). The visualization is using the ontology to draw the boxes. The size of
the boxes is determined by the amount of entities, for example, genes belonging to
the ontology group. If you link genes to ontologies, you can aggregate or cut the
ontology at a certain level of detail and use this level to define the big boxes of the
TreeMap visualization. If you are looking at a number of regulated genes or proteins
by the results coming from an experiment, you can directly see where in the cell they
are located/active, what functions they have, or in which processes they are involved.
Normally you will see many groups, but only several prominent ones floating to the
top left of the Tree Map. The bigger the box, the more it will land on the top left
corner of the graph. Of course, one can do statistics on these ontologies as well; one
very simple example would be a relative number achieved by dividing the actual
number of genes counted in one box divided by the number of genes belonging to
the entire group. This number could also be used in a Tree Map to color the boxes.
One would expect many hits in big ontology groups, but if there are rather small
groups with high counts, then this number would be higher indicating that this

Figure 7.21 The Gene Ontology cellular
component upper hierarchy level is represented
as blocks of different size. The size is linked to
the number of genes per GO category. The
color of each block displays a calculated
number of genes of interest per category. The
darker the color, the higher the relative number

of genes in the current selection, and the more
important this use case. This represents already
a drill down into a small subset of the data. The
Tree Map in this figure is designed to handle a
large amount of categories and give a very
quick overview of and insight into the selected
data set.
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function, compound, or process might be a relevant result to look after. So not only
the sizes of the boxes in a Tree Map but also the associated calculations shown by
color coding are of interest. The combination of size and color gives an immediate
insight into the experimental results.

7.3.2.3 Clustered All to All “Heat Maps” (Triangular Heat Map)
We have discussed the use of heat maps earlier in this chapter. The kind of heat map
we describe here has another layout and function (Figure 7.22). We have put patients
onto the X-axis of the heat map as well as on the Y-axis of the heat map forming a
grid. The number/color in the heat map results from a similarity computation
across multiple factors. The grid will be useful when we apply a hierarchical
clustering and similar patient combinations are grouped together suggesting
that they have some things in common. With this approach, the data on both
“sides” of the heat map are redundant and thus one half can be left out for
presentation and the result would be a triangular heat map. In our example we
have computed the similarity of patients among four groups and also found a
distinct gene expression pattern in the associated heat map using sorting from the

Figure 7.22 Correlation view of specimens
from 285 patients with AML involving 2856
probe sets (part (a)) and an adapted
correlation view (2856 probe sets)

[right-hand side of part (b)], and the levels
of expression of the top 40 genes that
characterized each of the 16 individual
clusters [left-hand side of part (a)].
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clustering results of the triangular heat map (data and picture from Ref. [10]). Many
different factors can be included into the triangular heatmap and then afterward one
can extend the annotation, for example, by gene expression or absence/presence of
genomic markers or phenotypes. The triangular heat map can combine information
from various sources and quality, not only focused on gene expression or other
experimental results. Through clever use of statistics, we can again build an
aggregated visualization we can start our data analysis from. We see the (hopefully)
obvious clusters and can then drill down or across to other results or information
that were not initially included in the first calculation or that were only included as
an already aggregated value. The inclusion of medical history, vital signs, family
history, and so on can be used to create the first all-to-all triangular heat map and via
the patient or gene IDs, one can always link to other data.

7.3.3
Applications

7.3.3.1 Understanding Diseases by Comparing Healthy with Unhealthy
Tissue or Patients
The biological networks in diseased tissue are disturbed. This might be visible in
many different aspects. Taken together, gene expression patterns, genetic alter-
ations such as SNPs, epigenetic factors, and environmental conditions can define
a phenotype better than one of the factors alone. That is why every available piece
of information needs to be combined and put into context. But the data could
be very large and thus have to be stratified. One example of data stratification is to
look only for those genes that are differentially expressed in the disease group
versus the healthy group. Genetic alterations like SNPs or deletions can be filtered
to those that are already described in literature and those that have an effect on the
protein sequence or direct promoter region. Environmental factors such as
working conditions or alcohol or smoking habits must be taken into account
as well probably by adding additional blood test values of patients. Visualization is
the key to create a big picture of such a comparison. Displaying different types of
information together that otherwise would be too complex to integrate is one of
the key applications for visual data analysis. Most of the visualization techniques
described in this chapter are suitable in such an approach. The main point here is
to show the differences between the groups instead of showing the data of both
groups in parallel.

7.3.3.2 Measure Effects of Drug Treatment on a Cellular Level
In addition to comparing two groups, for example, patients and controls, the effect
of different dosage of a treatment can be visualized (Figure 7.23). Different effects
or different grades of one effect might be visible in a dose escalation experiment
or in titrations. In many cases, this is a second step after the comparison of two
groups. In addition, different time points can be measured after treatment with
different doses. The measured effect can be the same in all doses, but with a
different time course.
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Figure 7.23 Comparison of many factors. A set
of drug treatments is compared over time in
three samples. Since all samples show the
same curve shape, the tests are comparable.

Now one can chose a drug by the desired effect
based on several factors. The error bars
represent the standard error of multiple
measurements at the time point.
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8
Using Chemoinformatics Tools from R
Gilles Marcou and Igor I. Baskin

While R is one of the most powerful statistical packages to date, it has been used
in many areas from data mining, geography, economy, and social science to,
most notably, biology and medical science. However, the basic objects of chemo-
informatics being graphs, R was often disregarded to manipulate them and build
meaningful statistical analysis and powerful models. The practice of R in
chemoinformatics generally reduces to three main steps: (i) produce tables of
descriptors using a chemoinformatics software (such as DRAGON [1] or MOE
[2]), (ii) analyze them using R, and (iii) link the R output with chemical structures
(such as CrossFire). This scheme is generally efficiently operated using flow-
based programming packages dedicated to chemoinformatics, such as Pipeline
Pilot or KNIME.
However, using chemoinformatics functions directly fromR bring new degrees of

freedom to solve problems: (i) it reduces the need to transfer chemical information
through tables, thus saving time and memory; (ii) it allows retroaction of statistical
manipulation to chemoinformatics tools. The most obvious example should be the
interactive use of QSAR models from R: users should be able to design a molecule
and get instantaneous predictions from R whenever they modify their drawings. An
extension of the concept is de novo design.
This chapter will focus on the technical details on how to achieve such commu-

nications between chemoinformatics packages and R. The chapter will describe all
of the three main communication protocols between R and external chemoinfor-
matics tools. The first one is communication with shared libraries (.so files on UNIX
systems and .DLL files onMicrosoft systems). Since the rise of Java, communication
is also possible with Java Archives (.jar files). The last and the least powerful
communication method is the system call to software from R.
The chapter will illustrate thesemethods with simple examples demonstrating how

Rcan beused to communicatewith open and closed source solutions such asRdkit [3],
OpenEye [4,5], CDK (Chemistry Development Kit) [5], and ChemAxon [6]. It will focus
on wrapping, compilation (R CMD SHLIB), managing external libraries (dyn.load
and dyn.unload), and calling function (.C, .Call, .External). Concerning
Java, the discussionwill focus on rJava. Finally, the chapter will describe the function
system.

Data Mining in Drug Discovery, First Edition. Edited by R�emy D. Hoffmann, Arnaud Gohier, and Pavel Pospisil.
� 2014 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2014 by Wiley-VCH Verlag GmbH & Co. KGaA.
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8.1
Introduction

The objective of this chapter is to provide basic guidelines to extend R [7] with
chemoinformatics [8–10] tools developed by third parties. The point of view chosen
is to formulate the technical details in such a way so as to make them accessible to
scientists who are not specialists in informatics. The present chapter assumes a Linux
environment andGNUCompilerCollection.However, this is not a limitation since the
concepts are identical for any other system (Windows, Mac) environment. Several
examples are given to perform very basic tasks. Although the examples were designed
to be simple for clarity, they are complicated enough to give an overview of the technical
difficulties. Therefore, it is quite straightforward to generalize it as complex projects.
The chapter is structured in four sections (Figure 8.1). The first one describes the

system call in order to run foreign software from R. The second one is dedicated to
the shared libraries mechanism that allows access to third-party functions under
some constraints. The third section explains how to override these constraints using
wrapper functions. The last section is dedicated to the special case of Java.

8.2
System Call

System call consists in using from a host application (in this case R), second
software.

Figure 8.1 Principal concepts of using R in chemoinformatics. R can access third-party software
components using three main concepts: 1. system call, 2. shared libraries, and 3.wrappers; 4. is
dedicated to the case of Java.
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8.2.1
Prerequisite

This functionality implies three constraints:

i) The invited application must have a command line.
ii) The host application should be able to send to the system the command line.
iii) The host application must be able to catch messages sent by the invited

application. Other details are system specific.

8.2.2
The Command System()

Only some aspects of the commands are discussed here. For a complete description
it is more convenient to use the internal help system of R [7]. The basic command
line is the following:

system(command, intern = FALSE, ignore.stderr = FALSE, wait = TRUE,

input = NULL)

The command is a string referring to the invited application command line. R can
wait for it to be terminated to continue if wait is set to true. In some sense, R
allows input/output redirection. On one hand, the input keyword accepts a
character vector, which is translated as a file that is submitted to the standard
input of the invited application. On the other hand, it is possible to catch its output by
setting the parameter intern as true in which case the result of the function is a
character vector. In such a way it is possible to perform a sequence of application
calls, catching the output of each one to be used as an input for the next one.
In case of error during execution of the invited application, several scenarios take

place. First, if the wait and intern are FALSE, the result of the function is always
“0.” If intern is FALSE and wait is TRUE, the result is an error code “0” for no error.
If intern is TRUE, the standard error is reported on the R console unless ignore.
stderr is TRUE, in which case, it is discarded.
The behavior of system() is highly platform specific. In particular, care must be

taken about environment variables. In general it is safe to assume that a new shell is
invoked in which the command is executed. So, to take environment variables into
account, they must be inherited.

8.2.3
Example, Command Edition, and Outputs

The following example will consist in the analysis of a small set of 37 compounds
associated with vanilla fragrance displayed in Figure 8.3. In general, compounds
containing the vanillin scaffold (5 and Figure 8.2) possess a prefix vanill. The only
exceptions are the veratraldehyde (14), which has its own specific name, and the
vanillylidene acetone (13), a scaffold that differs a bit from vanillin. Thus, there are
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12 compounds containing this particular scaffold. Also, the stereoisomerism is not
considered in this example. Therefore the para-methoxycinnamaldehyde (27) and
the (E)-para-methoxycinnamaldehyde (31) are duplicates. Compounds containing
the vanillin scaffold are indicated using a red star (�).

Figure 8.2 The vanillin scaffold. R1 is an alkyl chain. R2 can be an alkyl chain or nothing. R3 is an
H or an alkyl chain.

Figure 8.3 Sample of 37 compounds possessing a vanilla fragrance. The vanillin itself is the
compound 5. Compounds containing vanillin scaffold are marked by red �.
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The goal will be to compute a number of molecular descriptors that will be finally
used to build a clustering model of vanilla fragrances. Meanwhile, some practical
aspects of R are exemplified.
The command system will be illustrated using the applications nam2mol and

filter from OpenEye [4,11,12]. The first application is used to translate a set of
chemical names into a chemical sketch in a convenient file format. The second
application isused tofilter out compounds froman input list according to a set of rules.
As a “side effect,” filter can be used to compute a number of molecular descriptors.
First, the names are converted to SMILES [13] that are stored in a vector smi and

the names themselves are stored in a vector nme.

out<-system(’nam2mol

vanilla.txt’, intern=TRUE,

wait=TRUE, ignore.stderr=TRUE)

Recover the output of nam2mol into a
character vector named out

aout<-strsplit(out,split=" ") The output is split into aout, a two-
column array based on blank space

smi<-c() An empty list smi is created
nme<-c() An empty list nme is created
for(i in c(1:length(aout)))

smi<-c(smi,aout[[i]][1])

The SMILES strings contained in the first
column of aout are copied in the list smi

for(i in c(1:length(aout)))

nme<-c(nme,paste(aout[[i]]

[�1],collapse=" "))

The names of the compounds contained
in the last column of aout are copied in
the list nme

Then the SMILES vectors are loaded as input for OpenEye filter.

system("filter -filter filter_nothing.txt -in - -prefix vanilla -out

vanilla_filter.smi -table vanilla.dat",input=smi)

Note that filter is waiting for standard input, which is fed by the content of
the character vector smi. A number of descriptors are computed and stored in
tab-separated format in the file vanilla.dat. This file can be read using
standard input procedure. In the following example, the molecular descriptors
provided by filter and those computed with ISIDA [14,15] (ISIDA is a
chemoinformatics toolbox developed by the team of Prof. A. Varnek at Stras-
bourg University. It includes its own tool to compute molecular descriptors
from a chemical structure: ISIDA descriptors) are used to perform a clustering
of the data set using a bootstrapping p-value estimates based hierarchical
algorithm [16].

library(pvclust) Load the library containing the
bootstrapping hierarchical clustering
algorithm

x<-

read.table("vanilla.dat",

head=TRUE,sep="\t")

Load as a data frame, the file
vanilla.dat
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xn<-c(x[3:180],x[182]) Discard some columns such as the
SMILES, the name, the qualitative
assessment of solubility, and a binary
filter flag

xn<-as.data.frame(do.call(rbind,

xn))

Transpose the array xn and convert it
as a data frame

xn<-sapply(xn,as.numeric) Convert xn data to numeric type
h<-pvclust(xn,

method.dist="uncentered",

method.hclust="mcquitty",

nboot=100)

Build the hierarchical clustering
model

x<-system("�/workdir/

Fragmentor2011/Fragmentor-i

vanilla.sdf-o

vanilla-t 3-l2-u 4-f STDO j
ParseScript.sh", intern=TRUE)

Compute ISIDA molecular fragment
descriptors and store the standard
output in x

x<-read.table(textConnection(x),

sep=";",header=TRUE)

Interpret x as data frame in CSV
format

xn<-sapply(x[�1],as.numeric) Convert x data to numeric type
h<-pvclust(xn, method.

dist="uncentered",

method.hclust="mcquitty",

nboot=100)

Build the hierarchical clustering
model

The results are displayed in Figures 8.4 and 8.5. Using two sets of descriptors that
are rather different, the clusters are also different. The ISIDA descriptors can be
viewed as some hash function of the chemical graph. The hash function maps a
chemical graph to a fixed length vector of integer. Each component of the vector is
the count of one of the substructures enumerated in the whole chemical library.
Besides, each atom of a compound is mapped to the set of these substructures it
belongs to. Therefore, they are very efficient for substructure recognition. The
positions of heliotropin (25) and 4-methoxysalicylaldehyde (4) in the cluster of
vanillin (5) are therefore logical (Figure 8.5). On the other hand, filter descriptors
are much more sensitive to volume as can be seen from the position of para-cresyl
laurate (19) and not to multicomponents substances (3 and 11): the cluster correctly
gathers ethyl vanillin (2), ethyl vanillin acetate (3), and ethyl vanillin isobutyrate (11).
Those examples are designed to illustrate the use of the command system.

However, this strategy has a serious drawback. Each system call implies a lot of
side effects (memory allocation, scheduling, etc.) that can use more memory and
CPU than the process itself. As a consequence, the simpler is the invited
application, the more often it is used in a particular process, the less interesting
it is to use the command system. The only answer to this problem is to use
compiled procedures or functions directly, from a DLL (Microsoft) or o/so

(UNIX) file.
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8.3
Shared Library Call

This section presents the concept of shared library or dynamic library. For this
concept to be understood, the architecture of such a library is described. This section
describes what facilities R provides to access functions exposed by a library. This is a
powerful but hard way to access those functions.

8.3.1
Shared Library

A shared library concept arises from the concern of splitting data representation and
software implementation. The idea is to provide a system with a set of centralized
functions that can be used by many different applications. A classical example is the
window system of graphical operating systems: each graphical application should

Figure 8.4 Dendrogram of organic
compounds, all possessing a vanilla odor.
Hierarchical clustering using bootstrapping p-
value estimates. Dissimilarity measure:

uncentered sample correlation; agglomerative
method: McQuitty. Descriptors: OpenEye/filter.
Vanillin scaffold containing compounds are
marked.
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rely on a basic set of functions drawing on screen the different widgets and setting
the rules for interactions. It is particularly useful to decrease the size of software:
those libraries that are useful to run the software can be loaded in memory only
when needed and several processes can share the same chunk of memory contain-
ing the library to use its functionalities simultaneously.
In UNIX systems, files containing shared libraries are ended by .so, standing for

Shared Object or Dynamic Shared Object. On Windows/OS2 systems, they are
ended by .dll, standing for Dynamic Link Library.
Since the concept of shared libraries is very old and canbe tracedback to the 1950s, it

has been implemented in many compilers and is supported by most operating
systems. One of the earliest implementation of the idea can be found in FORTRAN
II (1958), which allowed separating the compilation process into modules that were
subsequently linked. However, shared libraries adopted their modern shape during
the standardization process of the C language, leading to the C89 specification (1989)
[17,18]. On this occasion, a number of essential functions were collected into a

Figure 8.5 Dendrogram of organic
compounds, all possessing a vanilla odor.
Hierarchical clustering using bootstrapping p-
value estimates. Dissimilarity measure:

uncentered sample correlation; agglomerative
method: McQuitty. Descriptors: ISIDA IAB(2-4).
Vanillin substructures are marked.
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document, the C standard library, describing interface standards and implemented in
operating systems as a file such as libc.so (UNIX) andmsvcm80.dll (Microsoft Visual
Studio) [19]. For this reason and because of its design, the C language is frequently
used as a template to access shared libraries.
Therefore, numerous useful functions are located in the enormous set of shared

libraries that are available on a typical system. Once the correct file is located, in
principle, it could be loaded and used into the R system. Some software editors
provide well-documented functions in such format, allowing the end user to
efficiently take advantage of them. This is the strength of such chemoinformatics
libraries such as OpenEye.

8.3.2
Name Mangling and Calling Convention

As already discussed, software is an ensemble of functions that can be spread over a
number of libraries. The linkage between thedifferent parts of the software is donefirst
at compilation time. Static libraries are linked this way once and for all. As opposed to
shared libraries, their functions are to be included into the executable software. For a
shared library, only the existence of the library is tested during compilation. The library
itself is found and loaded during execution of the software at runtime.
The software in charge of finding, assembling, loading, and unloading libraries in

these different steps is a linker – on UNIX system, this software is named ld.
Therefore, a compiler needs to work tightly with the local linker of a platform in
order to produce valid executables.
A compiler generates a lot of pieces of information in order to help the linkage of

the different parts of the software. These pieces of information are mostly encoded
into a new naming scheme stored in the static/shared library files. The names of the
functions chosen by the programmer are transformed by the compiler to encode the
additional information. This action of the compiler is called name mangling [20].
The primary information encoded in such a way is the calling convention, which is

the manner in which parameters are passed to a given subroutine and how the
results are returned. Other information concern data types, structures, and classes.
For those languages that allow functions possessing the same name, some encoding
is provided in order to distinguish between them when they are used.
In R, the most basic way to access functions requires them to use an interface (a

name mangling) compatible with the C compiler or the Fortran compiler. Most
modern languages possess controls in order to generate C interfaces. In the following
section we will discuss only C interfaces. The namemangling of functions stored in a
shared library can be checked using appropriate tools such as nm onUNIX systems. In
general, if a function is declared in the original source code with a given name, this
name should appear also in the library precededwith an underscore character (_). If it
is not the case, it is likely that the library will not be loadable into R immediately. A
small interface code is thennecessary, usuallywritten inC, called thewrapper. This task
can be automated using tools such as SWIG (Simplified Wrapper and Interface
Generator) [21]. The use of such tools is beyond the scope of this chapter.
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To make things more concrete, let’s take a look at OpenEye’s OEChem library [4].
The toolkit can be provided as archive files (.a) that are static library or as shared
library files (.so). An archive is simply a concatenation of static libraries. They can
be converted into a shared library using the linker. For instance, on a Linux terminal,
the command should be

ld -shared -o liboechem.so -whole-archive

$OE_DIR/toolkits/lib/liboechem.a

However, whether the library is static or dynamic it is possible to look at the
objects collected into the libraries using the following command on a Linux shell:

nm $OE_LIB/liboechem*.so

In the huge amount of lines that are produced, one can find some references to
classes (such as OEMolBase) and function names as, for instance, the SMILES
parsing function, OEParseSmiles:

00000000001cac20 T _ZN6OEChem13OEParseSmilesERNS_9OEMolBaseEPKcbb

These are examples of name mangling. The first part of the line, including the
single letter code, gives the location of the function.

8.3.3
dyn.load and dyn.unload

In order to use a function, the shared library containing it must be loaded
in memory first and when it is no more needed, the memory should be released.
This is the use of those two commands dyn.load and dyn.unload,
respectively.

dyn.load(x, local = TRUE, now = TRUE, . . . )

dyn.unload(x)

The parameter local makes the symbols of the dynamic library local: other
libraries do not have access to these symbols. This should stay to its default value
TRUE. The parameter now forces the loaded library to check for resolving all symbols:
the library checks for its own integrity. A value TRUE is used for debugging while for
efficiency, it should be set to FALSE.
Another effect of these commands is to execute functions called R_init_lib and

R_unload_lib, respectively, if these functions exist; lib is the name of the library
file without the extension. This allows initialization of variables, allocation and
releasing of memory, and so on.
These commands allow only loading shared libraries (.so and .dll files).
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8.3.4
.C and .Fortran

Once a library is loaded, it is possible to call for an individual function using either
the command .C, for functions compliant to C style, or .Fortran, for functions
compiled using a Fortran compiler. Two other methods, .Call and .External, are
provided, which are designed for interfacing with C functions unable to manipulate
R internal objects, that is data structures used by R. These functions differ in the way
the C code manages functions’ arguments. The .External allows a special way to
pass arguments to functions in the C code [22].

.C(name, ..., NAOK = FALSE, DUP = TRUE)

.Fortran(name, ..., NAOK = FALSE, DUP = TRUE)

.External(name,...)

.Call(name,...)

The first parameter, name, is just the name of the called foreign function or
subroutine. Then values for the parameters of the function are passed in the same
order as in the foreign function. The parameter NAOK indicates that nonnumbers
(NA, NaN, and Inf) are allowed. DUP duplicates variables before passing them, in
order to preserve them in case of modifications by the foreign function. This is
specific to .C and .Fortran.
These calling procedures imply a number of limitations. First of all, it is not

possible to use directly complex informatics structures such as objects. Besides, this
implies correct interpretation of types. It is necessary to take care of type conversion
when necessary, using the mode command to check the typing and the as command
to force type interpretation. Table 8.1 resumes the correspondence between types in
C, Fortran, and R [23].
For the C language, R provides also the R.h, Rinternals.h, and Rdefines.h

header files to help conversion while support for complex numbers can be found in

Table 8.1 Type matching among R, C, and Fortran.

R C Fortran

integer Int � Integer

numeric double � double precision

float � real

complex Rcomplex � double complex
typedef

struct {double r; double i;}
logical Int � (FALSE¼0, TRUE¼1) Integer (FALSE¼0, TRUE¼1)
character char �� Character array, max size 255, size must be passed
raw unsigned char � Not allowed
list SEXP �, void � Not allowed
other SEXP, generic pointer Not allowed
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the Complex.h header file. Using the header also allows using the command .Call

(or .External), which simplifies the C code, the compilation step, and the R code.
It is therefore recommended to use them.
It should be noted that these commands provide nomeans to access the result of a

function. In other words, any result of a function should be in the parameter list, the
type of the function, in C language, should be void, and only Fortran subroutines
are accessible. The type SEXP designates a pointer in R and can be found in the R
headers. It should be noted that it is possible to use generic pointers (noted by the
keyword void �) in order to manage structures and classes when working, for
instance, with object-oriented libraries.

8.3.5
Example

Let us suppose that a shared library rchem.so is available, providing some chemo-
informatics function. A simple one could be to return an atom count parsing the
SMILE of a molecule. The prototype of such function could be

void vAtomCount(char **smiles, int *nmol, int *count)

The first argument is an array of SMILES as C-style character strings, the second is
the number of SMILES to process, and the last one is an array of integer containing
the atom counts.
The following code exemplifies how to manipulate character strings, representing

molecules in SMILES format with OpenEye from R:

>dyn.load(’rchem.so’) Load the shared library rchem.so
>nmol<-2 Set the number of molecules to 2
>smiles<-c(“c1(cc(c(cc1)O)OC)

C=O”,”CCOc1cc(ccc1O)C=O”)

Store the SMILES character string
for vanillin and ethyl vanillin

>counts<-.C(“vAtomCount”,smiles,

nmol,cnts= integer(nmol))$cnts
Call the function vAtomCount

Note that the last parameter of the function call (.C(...)$cnts) is the return of
the function. A variable cnts is created temporarily to receive the atom counts. The
$cnts at the end of the command tells R that the value stored in this variable should
be stored in the user variable counts.

8.3.6
Compilation

Because of the aforementioned limitations, it will often be desirable or even
mandatory to write some libraries in C or Fortran in order to use them more easily
in R. Such a piece of code is called a wrapper. It requires a compilation step that can
be tedious especially when it is not very clear which libraries are to be included.
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Some header adding functions and types facilitating communication with R will
require options to the compiler that might depend on the local installation of R.
Fortunately, R provides a tool for compilation that solves most of these difficulties.
The command, in a shell, is

R CMD SHLIB [options] [-o output] files

It can generate a shared library, given a set of object files. Additional options
appended to the command line will be interpreted by the linker software (ld for
Linux). It is also possible to use the same command to compile C, Cþþ, Fortran, and
Objective C/Cþþ code, and generate a shared library. It reads parameters from a file
named Makevars, which must be created/edited in order to include nontrivial
options to the preprocessor. However, in the case of complex projects, a more
classical compilation protocol based on Makefile can be more convenient. In that
case, the importance of the option -fPIC (or -fpic) should be stressed. This is a
compiler option to generate position-independent code, which is mandatory for
shared libraries. It allows the functions of the shared library to be stored at runtime
in a definite memory address that will be accessible to multiple applications.
If compilation and no linking are required, the following command can be used

instead:

R CMD COMPILE [options] files

Once compiled, the produced objects can be combined using the previous
command.

8.4
Wrapping

As mentioned in the previous section, R facilities to access the functions of a library
are restricted. Therefore, to satisfy such constraints or use data architectures from an
object-oriented language, it is necessary to write a wrapper, a dedicated shared library
that on one hand complies to R constraints and on the other hand communicates
with the targeted libraries.

8.4.1
Why Wrapping

A number of interesting chemoinformatics toolkits (OpenEye, OpenBabel, RDKit,
etc.) are written in Cþþ, Fortran, or more unusual language. In general, it is not
convenient to engineer the toolkit code, by modifying or adding functions, compli-
ant with R constraints. If the toolkit is commercial, such operation is impossible,
since the source code is typically closed. The reasonable solution is to write a
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separate set of function prototypes that use C types compatible with R. At the linking
stage, a shared library should be produced.
For instance, the OpenEye library provides a way to count atoms of a molecule

object, which can be setup using a SMILES code. This is some kind of chemo-
informatics “Hello world” example. However, such Cþþ construction cannot be
used directly in R. So, a wrapping function is written in Cþþ, which presents a
prototype compatible with C and R in a file atomcount.h. The implementation of
the function is written in pure Cþþ in a companion file atomcount.cpp:

#include "atomcount.h" Header inclusion
void cNbAtom(char ��sml, int
�nsml, int �cnt){

The procedure cNbAtom requires an array
of character string (sml) and the number
of molecules in this array (nsml), and
returns an array of integers containing the
atom count for each molecule (cnt)

OEGraphMol mol; Variables declaration. The type
OEGraphMol is specific to OpenEyeint i;

for(i=0;i< �nsml;i++){ Start a loop parsing the array of SMILES sml
mol.Clear(); Recycle the variable mol
OEParseSmiles(mol,sml[i]);

cnt[i]=mol.NumAtoms();

};

};

The header uses atomcount.h that is

#ifndef ATOMCOUNT_H Preprocessor instruction to avoid multiple
inclusion of the header#define ATOMCOUNT_H

#include "openeye.h" Loading OpenEye headers
#include "oechem.h"

#include "oesystem.h"

using namespace OEChem; Setting the name spaces
using namespace OESystem;

using namespace std;

#ifdef _LP64 Preprocessor instructions defining the keyword
EXPORTCALL# define EXPORTCALL

#else

# define EXPORTCALL

__attribute__((stdcall))

#endif

extern "C"{ Open the extern C context concerning linking
conventions

void cNbAtom(char ��sml, int

�nsml, int �cnt);
Prototype of the function cNbAtom. The
interface is fully compatible with C types and R

} Close the extern C context
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#endif Close preprocessor condition

The instruction #ifdef _LP64 (#ifdef _WIN64 for windows) is used to manage
the __attribute__((stdcall)), controlling the way arguments are passed to a
function. For 64-bit systems, there is one unified way to do it and for older systems, it
must be specified that the C standard should be used. The second special instruction
is Extern “C”{}. This is a Cþþ instruction specifying a linking convention: how to
access memory, integrated type formats, and so on.
The compilation command line is

R CMD SHLIB atomcount.cpp -L${OEDIR}/toolkits/lib -loechem

-loesystem -loeplatform -lz -lpthread -lm

This command line will remain the same for all the following examples
using OpenEye toolkit. Note the presence of �L and �l switches, indicating
where OpenEye shared libraries are and to which ones should the software be
linked. The OpenEye toolkit headers should be provided in a companion file
used by the compilation command, the Makevars [22]. An example of such a
file could be

INCDIR =

$(OEDIR)/toolkits/include
Define the variable INCDIR and INCS

indicating where OpenEye’s header files are
locatedINCS =-I$(INCDIR)

PKG_CXXFLAGS =-m64-W-Wall -

Wconversion-O3-fomit-frame-

pointer-ffast-math $(INCS)

Define the variable PKG_CXXFLAGS. The
value of this variable is concatenated to any
linking command. Here specifications about
the 64-bit architecture of the machine, the
levels of warnings and optimization, and the
precise location of header files are given

The function can be used in R as described previously. An example of R session is

> dyn.load("atomcount.so") Load the newly created shared library
> smle<-
c(“c1(cc(c(cc1)O)OC)C=O”,”CCOc1cc

(ccc1O)C=O”)

Store vanillin and ethyl vanillin in
SMILES format as a character vector

> l<-length(smle)

> out<-.C(’cNbAtom’,as.character

(smle),

l, num=integer(l))$num

Call the function cNbAtom and store
in the variable out an integer vector
containing the atom count of the
input molecules

The notion of wrapper, therefore, defines two coding environments: the R-side, the
code written in R, and the C-side, the code used to present a C interface to R at the
level of the shared library.
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8.4.2
Using R Internals

As mentioned before, R objects in use during a session can be accessed from the C-
side. These objects are called the R internals [23]. The macro and the functions to
communicate with R internals are defined in the Rinternals.h and Rdefines.h

headers, defining the type SEXP. These headers should be included in the C-side. In
that case, the .Call command should be used on the R-side. The previous example
procedure counting atoms in a SMILES can be rewritten using this method.

#ifndef ATOMCOUNT_H Preprocessor instruction to avoid multiple
header inclusion#define ATOMCOUNT_H

#include "openeye.h" Include headers. Note the presence of R-
specific headers R.h, Rinternals.h, and
Rdefines.h. The order of the headers
should not matter but in practice R headers
might cause compilation errors if not put at
the end of the include lists

#include "oechem.h"

#include "oesystem.h"

#include "R.h"

#include "Rinternals.h"

#include "Rdefines.h"

using namespace OEChem; Define the name spaces
using namespace OESystem;

using namespace std;

#ifdef _LP64 Preprocessor instruction to define the
keyword EXPORTCALL# define EXPORTCALL

#else

# define EXPORTCALL

__attribute__((stdcall))

#endif

extern "C" Open the Extern C context
{

SEXP rNbAtom(SEXP sml, SEXP

nsml, SEXP cnt);

Prototype of a function counting the atoms
of a set of SMILES encoded compounds.
The function uses systematically SEXP type

} Open the Extern C context
#endif Close preprocessor conditional

In the include sections, it is recommended the R headers to be at the bottom of the
list because some inclusions might overload some identifiers that might break on
compilation. The order of inclusions usually does not matter except when working
with large and complex toolkits: in that case, it might be crucial. Another concern is
that R headers might include C headers, which might conflict with Cþþ ones. In
that case, it may be necessary to define the macro NO_C_HEADERS, adding a line [22]

#define NO_C_HEADERS

The second point to note is that the function prototypes use SEXP types for all
arguments and as return value.
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The function implementation is

#include "atomcount.h" Include the header atomcount.h
SEXP rNbAtom(SEXP sml, SEXP nsml,

SEXP cnt){

Define the interface of the function
rNbAtom

char �Psml; Define variables: Psml is a character
string, Pcnt is an array of atom count,
Insml is the count of molecules in the
character string, mol is an OpenEye
structure for a molecule, and i is a
counter

int �Pcnt;
int Insml;

int i;

OEGraphMol mol;

Insml=INTEGER_VALUE(nsml); Convert the input pointer parameter of
the function of type SEXP to conventional
Cþþ types

Pcnt=INTEGER_POINTER(cnt);

for(i=0;i<Insml;i++){ Loop over all compounds in the array of
SMILES

mol.Clear(); Recycle the object mol
Psml=(char

�)CHAR(STRING_ELT(sml,i));
Convert one element of the array of
SMILES to a conventional character
string

OEParseSmiles(mol,Psml[i]); Parse the SMILES to a molecule object
and store the atom countPcnt[i]=mol.NumAtoms();

}; End of the loop
return(R_NilValue); Return the value nil to R

}; End of the function

The first example of R and C communication is the instruction Insml=INTEGER_-

VALUE(nsml): amacro coerces the value of the parameter nsml to an integer, which is
then copied into a standard integer variable. The instructionPcnt=INTEGER_POINTER

(cnt) coerces the parameter cnt to an array of integers – actually a pointer to the first
element of such an array. The array is created on the R-side.
The management of the character vector sml is more delicate. An element of the

vector is accessed using the macro STRING_ELT, then it is interpreted as a pointer to
a C character string. Thus, the meaning of the instruction Psml=(char �)CHAR

(STRING_ELT(sml,i)).
Finally, the instruction return(R_NilValue) returns a valid SEXP correspond-

ing to the value NULL on the R-side. The return value as an SEXP is necessary.
Whatever command is used – .C, .Call, or others – C variables are not allowed to

survive the conclusion of the procedure. Allocating memory space and keeping
control on it during subsequent calls to library functions requires dedicated macros.

8.4.3
How to Keep an SEXP Alive

This problemoccurs at least on two occasions:when creating anRobject in theC-side or
when allocatingmemory for a Cþþ object. Indeed, it is inefficient to allocate, initialize,
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and deallocate objects too often. To escape this problem, R provides two tools: a
protection mechanism from the garbage collector and R external pointer references.
The first problem is that, at the end of a subroutine, any unused memory space

allocated in the C-side is collected by theR garbage collector and destroyed. Hopefully,
the instruction PROTECT provided by R can be used. Any pointer in a PROTECTmacro
tells R that the object pointed to is in use, and shall not be destroyed. Before the end of
the function, the command UNPROTECT(n)must be used in order to release the last n
protected objects. The number of PROTECT instructions should match the overall
number of released objects using UNPROTECT. Failing to do so will cause R to crash.
In order for R to manage a pointer to a memory space allocated in the C-side, it

should be coerced to an external pointer reference. This kind of R object is a SEXP on
the C-side and is produced using the function SEXP R_MakeExternalPtr(void

�p,SEXPtag,SEXPprot). The parameter p is a general C pointer, which should be
kept by R. Basically, the return value SEXP is the pointer p. However, a few more bits
of information are added. First, a tag can be attached, which is an arbitrary
information, such as a type information accessible from the R-side. Second,
prot is an R structure, which is required to stay alive as long as the pointer. It
can be useful if the pointer points to an R object created in the C-side, to ensure that
the pointer will continue to point to a valid structure.
The pointer part of an external pointer reference can be accessed using void

�R_ExternalPtrAddr(SEXP s). This function returns the address as a generic C
pointer.
With these tools, the previous example can be rewritten in a set of functions that

are flattening the Cþþ architecture of the library.

#ifndef ATOMCOUNT_H Preprocessor instruction to avoid
multiple header inclusion#define ATOMCOUNT_H

#include "openeye.h" Include lists
#include "oechem.h"

#include "oesystem.h"

#include "R.h"

#include "Rinternals.h"

#include "Rdefines.h"

using namespace OEChem; Define namespaces
using namespace OESystem;

using namespace std;

#ifdef _LP64 Define the EXPORTCALL keyword
# define EXPORTCALL

#else

# define EXPORTCALL

__attribute__((stdcall))

#endif

extern "C" Open the extern C context
{
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SEXP MolCreate(); Prototype of specialized functions to
allocate/deallocate (MolCreate/
MolFree) an OpenEye molecule
structure in memory, recycle the
structure (MolClear), load a molecule
from its SMILES into the structure
(MolSMILESSet), and count the number
of atoms in it (MolAtomCount)

SEXP MolFree(SEXP extmol);

SEXP MolClear(SEXP extmol);

SEXP MolSMILESSet(SEXP extmol,

SEXP smle);

SEXP MolAtomCount(SEXP

extmol);

} Close the extern C context
#endif Close the preprocessor conditional

In the header, all atomic instructions (creation/deletion of molecule objects,
cleaning, SMILES interpretation, and atom counting) are now separate functions. If
a function uses internally a molecule object created previously, it requires a
parameter SEXP, here called extmol, which should contain a valid address.
The implementation is then quite straightforward.

#include "atomcount.h" Include the header file atomcount.h

SEXP MolCreate(){ Declaration of the function
MolCreate returning a SEXP

OEGraphMol �mol; Declaration of variables. The variable
mol is a pointer to an OpenEye
molecule object

SEXP out;

mol=new OEGraphMol; Create an OpenEye molecule object.
The pointer mol points to the address
of this object

PROTECT(

out=R_MakeExternalPtr((void�)mol,
R_NilValue, R_NilValue));

Copy the pointer mol to an R pointer
and protect it

UNPROTECT(1); Release the protected object
return(out); Return the R pointer and end the

function};

Following, this procedure creates a molecule object, here an OEGraphMol. The
pointer to this object is copied into an external pointer reference, out. This pointer is
PROTECTED, so that it remains valid even after the function is ended.

SEXP MolFree(SEXP extmol){ Declaration of the function
MolFree returning a SEXP

OEGraphMol �mol; The variable mol is a pointer to
an OpenEye molecule object

mol=

(OEGraphMol�)R_ExternalPtrAddr(extmol);
Interpret the R pointer as
pointer to an OpenEye
molecule object and then copy
its value to mol
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delete mol; Deallocate the memory
return(R_NilValue); Return a nil value and end the

function};

This function is used to delete the molecule object. The pointer to the molecule is
first read and then used to free the memory.

SEXP MolClear(SEXP extmol){ Declaration of the function
MolClear returning a SEXP

OEGraphMol �mol; The variable mol is a pointer to
an OpenEye molecule object

mol=

(OEGraphMol�)R_ExternalPtrAddr(extmol);
Interpret the R pointer as
pointer to an OpenEye
molecule object and then copy
its value to mol

mol->Clear(); Recycle the OpenEye molecule
object

return(R_NilValue); Return a nil value and end the
function};

The MolClear function reads the address to the molecule object and then uses a
Cþþ semantic to use the OEGraphMol method to reset its content.

SEXP MolSMILESSet(SEXP extmol, SEXP smle)

{

Declaration of the function
MolSMILESSet returning a
SEXP. Parameters are the
pointer to the OpenEye
molecule object (extmol) to
which the SMILES string
(smle) should be loaded

OEGraphMol �mol; The variable mol is a pointer to
an OpenEye molecule object.
The variable Psml is a
character string

char� Psml;

Psml=(char

�)CHAR(STRING_ELT(smle,0));
Interpret the R pointer as a
character string and copy its
pointer to Psml

mol=

(OEGraphMol�)R_ExternalPtrAddr(extmol);
Interpret the R pointer as
pointer to an OpenEye
molecule object and then copy
its value to mol

OEParseSmiles(�mol,Psml); Parse the character string and
set the OpenEye molecule
object to the chemical
structure coded by the SMILES
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return(R_NilValue); Return a nil value and end the
function};

The MolSMILESSet function uses the pointer to a molecule object and an R
character vector provided as input. The object pointed to is used to store the
molecule resulting from the parsing as a SMILES, the first string in the character
vector.

SEXP MolAtomCount(SEXP extmol){ Declaration of the function
MolSMILESSet returning a
SEXP. The parameter is the
pointer to the OpenEye
molecule object (extmol) to
which the SMILES string
(smle) should be loaded

OEGraphMol �mol; The variable mol is a pointer to
an OpenEye molecule object.
The variable pout is a pointer
to an integer and out is its R
pointer copy

SEXP out;

int �pout;

PROTECT(out=NEW_INTEGER(1)); Allocate memory for an integer
and protect the pointer
pointing to it

mol=

(OEGraphMol�)R_ExternalPtrAddr(extmol);
Interpret the R pointer as
pointer to an OpenEye
molecule object and then copy
its value to mol

pout=INTEGER_POINTER(out); Copy the address of the new
integer

pout[0]=mol->NumAtoms(); Compute the number of atoms
and store the result at the
allocated address

UNPROTECT(1); Release the protected objects
return(out); Return the memory address

containing the atom count};

This implementation of MolAtomCounts reads the address of the molecule
object. Then it creates an R integer list of 1 element. Since this R object shall be
returned by the function, it is PROTECTED. A pointer to the first element of this list is
set and can be used in standard Cþþ semantic to store the result of the NumAtoms()
method of the OEGraphMol object.
The method proposed already gives access to methods of the objects, but it loses

the object architecture of the object-oriented library: each method of an object needs
a function having as argument a valid pointer to that object.
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8.4.4
Binding to C/C + + Libraries

Some recent efforts have been made to facilitate the access to exposed functions and
object-oriented interfaces in libraries. A major advance in this direction is the
package rcpp [24], which facilitates the use and the access to C/Cþþ functions and
classes in R.

8.5
Java Archives

This section describes the package rjava, which facilitates the integration of java
modules into R. The integration of chemoinformatics module is already exemplified
in Javawith the rcdk package, which allows using some elements of theCDK inside R.

8.5.1
The Package rJava

rJava (see description in Ref. [25]) is a package that implements a low-level R interface
to Java Virtual Machine (JVM) via Java Native Interface (JNI). rJava provides functions
that are rather similar to the .C/.Call C interface and allows creating objects, calling
methods, and accessing fields of Java objects from R. rJava also includes JRI (Java to R
Interface), which provides means to call R functions from Java.
Using the package rJava, the JVM can be started from R by calling the function

.jinit().

library(rJava)

.jinit()

New Java objects can be created from R with the help of function .jnew(class,

. . . ).

s <- .jnew("java/lang/String", "Calling Java from R")

In this example, the Java String object with the value “Calling Java from R” has
been created. This is completely equivalent to the following line of Java code:

s = new java.lang.String("Calling Java from R");

Note, however, two important differences. First, slashes are used inside the .jnew
function instead of dots to specify the class name, as required by JNI. Second, the
full class name should be specified in the .jnew function.
The value of the string variable s can be retrieved with the help of the .jstrVal

function, which automatically calls toString() method and returns a string. The
outputs of the commands are given starting with [1]
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.jstrVal(s)

[1] "Calling Java from R"

Methods of the corresponding Java classes can be called using the .jcall

function. As an example of a simple method, consider length, which returns
the length of string.

.jcall(s, "I", "length")

[1] 19

This is equivalent to s.length() in Java but involves an additional parameter
specifying the type of the returned value, as required by JNI. Table 8.2 specifies the
required JNI types.
The same value can be obtained also via the R object connected to the java object,

in this example, s. Note the use of the sign $ instead of the dot in Java.

s$length()

[1] 19

The next example illustrates passing parameters to methods of Java objects.

.jcall(s, "I", "indexOf", "Java")

[1] 8

This is equivalent to the instruction s.indexOf(“Java”) in Java. In this case the
string parameter “Java” is automatically converted to java/lang/String object and
passed to Java. The same result could also be obtained in R.

s$indexOf("Java")

[1] 8

Table 8.2 Type matching among .jcall and Java.

Specification in .jcall Java type

I Integer
D double (numeric in R)
J long (numeric in R; to be marked by function .jlong)
F float (numeric in R; to be marked by function .jfloat)
V Void
Z Boolean
C char (integer in R)
B byte (raw in R)
L<class>; Java object of the class <class>, for example, Ljava/lang/Object;
S Ljava/lang/String;
[type Array of objects of type <type>
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The R command .jcall is needed at least once to create a Java object. An R object
is created on this occasion connected to the Java object. In general the object can be
manipulated as a standard R object mapping the Java object. In any case, the Java
object can be accessed through the R command .jcall.
So, using this rather simple interface, R can efficiently be bridged to numerous

libraries written in Java, including important libraries in the field of chemoinfor-
matics, such as CDK.

8.5.2
The Package rcdk

rcdk (see the manual in Ref. [26] and tutorial) is an R package that allows the user to
access functionality in the CDK [5], a Java library for chemoinformatics. This
package allows the user, for example, to load molecules and calculate fingerprints
and various molecular descriptors for them. In addition it allows the user to view
chemical structures in 2D. This package keeps a part of its functionality in the
auxiliary packages rcdklibs and fingerprint. It is based on the use of the rJava
package in order to access the CDK Java library. This section describes some of the
most basic facilities provided by rcdk.
The package is loaded into the R environment as usual:

> library(rcdk)

This loads automatically several additional packages: rJava, rcdklibs, finger-
print, png, and iterators.
The rcdk package provides two basic ways of loading chemical structures. First,

they can be read from files in which they can be stored in various formats supported
by CDK. Second, the structures can be generated from SMILES strings.
The following line loads a database of molecules from the file vanilla.smi into

the array of molecules mols.

> mols <- load.molecules(’vanilla.smi’)

In this case all the loaded molecules are kept in computer memory. Individual
molecules can be accessed as elements of this array.

> mol <- mols[[1]]

In order to work with huge databases, they can be read iteratively, one structure at
a time, using the iterators mechanism.

> iter <-
iload.molecules(’vanilla.smi’,

type=’smi’)

Initialize the iterator iter to the first
molecule of the file vanilla.smi
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> while(hasNext(iter)) { Start a loop. The command hasNext is
false if the iterator points to the last
molecule of the file

+ mol <- nextElem(iter) The command nextElem shifts the
iterator to the next molecule in the file
and sends it to the container mol

+ ...

+ }

Alternatively, molecule objects can be obtained by parsing SMILES strings with
the command parse.smiles.

> smiles <- c("c1(cc(c(cc1)O)OC)C=O","CCOc1cc(ccc1O)C=O")

> mols <- parse.smiles(smiles)

Chemical structures can be visualized in the form of tables.

> view.molecule.2d(mols)

In order to manipulate molecules, list of atoms and bonds can be extracted from
them for further processing.

> mol <- parse.smiles(c(’c1ccccc1’))[[1]]

> atoms <- get.atoms(mol)

> bonds <- get.bonds(mol)

CDK can be used for calculating a variety of molecular descriptors belonging to
the following categories: topological, constitutional, geometric, electronic, protein,
and hybrid. The list of available descriptor categories can be retrieved as follows.

> dc <- get.desc.categories()

> dc

[1] "electronic" "protein" "topological" "geometrical"

[5] "constitutional" "hybrid"

The names of descriptors (actually, the names of the corresponding Java classes
that calculate them) belonging to the first category (e.g., the “electronic” descriptors)
can be obtained using the following lines.

> dn <- get.desc.names(dc[1])

> dn

[1] "org.openscience.cdk.qsar.descriptors.molecular.

APolDescriptor"

[2] "org.openscience.cdk.qsar.descriptors.molecular.

BPolDescriptor"

[3] "org.openscience.cdk.qsar.descriptors.molecular.

CPSADescriptor"
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[4] "org.openscience.cdk.qsar.descriptors.molecular.

HBondAcceptorCountDescriptor"

[5] "org.openscience.cdk.qsar.descriptors.molecular.

HBondDonorCountDescriptor"

[6] "org.openscience.cdk.qsar.descriptors.molecular.

TPSADescriptor"

This means that CDK can compute the following six “electronic” descriptors:
APol, BPol, CPSA, HBondAcceptorCount, HBondDonorCount, and TPSA. So, each
molecular descriptor is uniquely identified by its name. A set of descriptors can be
evaluated for a molecule using the function eval.desc, which takes on as its input
parameters the molecule and the list of full names of the required descriptors.
Continuing the previous example, it is possible to compute the electronic descrip-
tors listed in the variable dn for the molecule mol using the command

> allDescs <- eval.desc(mol, dn)

The function eval.desc returns a data frame with the descriptors as columns
and the molecules as rows. The values of the descriptors can be used to develop
QSAR/QSPR models in R.
Another very powerful feature of CDK is the ability to calculate several standard

molecular fingerprints: Standard, Extended, EState, and MACCS (Table 8.3).
Molecular fingerprints can be computed by calling the function get.fingerprint

with two input parameters specifying the molecule and the type of fingerprint.
The following example continues the hierarchical clustering example of com-

pounds possessing a vanilla odor, demonstrating some functionality of R and CDK.

> library(rcdk) Load the rcdk library
> mols <-
load.molecules(’vanilla.smi’)

Load SMILES encoded
compounds from the file
vanilla.smi

> nmes <-
readLines(’vanilla.txt’)

The names of the compounds are
loaded into character vector nmes
from the file vanilla.txt

> fps<-lapply(mols,get.fingerprint,

type="extended")

Compute and store in the variable
fps, extended fingerprints of
depth 6 bits and length 1024 bits

> fpm<-fp.to.matrix(fps) Convert fingerprint to matrix
representation

> h<-pvclus(t(fpm), method.dist=

"uncentered", method.hclus=

"mcquitty", nboot= 100)

Compute the hierarchical
clustering using bootstrapping p-
value estimates

> plot(h,label=nmes,print.num=FALSE,

cex=0.6,cex.pv=0.3)

Plot the dendrogram of the
clustering

In this case, the resulting cluster dendrogram looks as.
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Figure 8.6 Dendrogram of organic compounds,
all possessing a vanilla odor. The dendrogram is
based on the chemical structures represented by
CDK extended fingerprint. Hierarchical clustering
using bootstrapping p-value estimates.

Dissimilarity measure: uncentered sample
correlation; agglomerative method: McQuitty.
Fingerprint: CDK extended fingerprint (depth 6
bits and length 1024 bits). Vanillin substructures
are marked.

Table 8.3 Fingerprints available in the rcdk package.

Fingerprint Description Length in bits

Standard Path-based, hashed fingerprint 1024
Extended Like the Standard one, but takes additionally into account rings

in molecules
1024

EState Structural key type fingerprint that checks for the presence or
absence of 79 EState substructures

79

MACCS MDL standard set of structural keys 166
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The resulting dendrogram share some characteristics with the one obtained with
ISIDA descriptors, which is conceptually close. For instance, both dendrograms
agree to move away the 2-propyl thiazole (28), the butyl lactate (34 ), and the benzoin
(1) clusters. However, it is less sensitive to multicomponent structures, since it
recognized ethyl vanillin isobutyrate (11 ) as similar to ethyl vanillin. The clusters are
also much more homogeneous and actually are missing some interesting similari-
ties as illustrated by the position of heliotropin ( 25) and 4-methoxysalicylaldehyde
(4). In general those two pictures (Figure 8.6) of the chemical space tend to disagree
about objects of moderate similarity.

8.6
Conclusions

In this chapter we have described the ways of using popular chemoinformatics tools
from R: through system calls, shared library calls, and calls to Java VM via JNI. Being a
free and very powerful system for data processing and statistical calculation, R
contains numerous packages implementing both the classical and the most modern
machine learning methods and data visualization tools. Of course, this chapter is not
comprehensive: there exists a variety of powerful chemoinformatics software and
libraries implementing different ways to handle information in chemistry, including
2D and 3D information concerning molecular structures, calculation of various
original descriptors, fingerprints, similarity measures, and so on. Integration of R
with chemoinformatics tools using the methods described in this chapter can make R
a very powerful and flexible platform for processing chemical information. It shall be
noted also that R is vastly adopted by bioinformaticians and, of course, statisticians.
Using R, therefore, simplifies scientific exchanges between these communities.
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9
Content Development Strategies for the Successful
Implementation of Data Mining Technologies
Jordi Quintana, Antoni Valencia, and Josep Prous Jr.

9.1
Introduction

Historically, biomedical research organizations have been able to face the challenge of
how to discover and deliver new drugs efficiently. However, in recent years, while the
cost of research anddevelopmenthas increased steadily, thenumber of newmolecular
entities entering clinical practice has remained stable or even decreased [1,2].
This has occurred in spite of the advent of new technologies such as QSAR, high-

throughput screening (HTS), combinatorial chemistry, and functional genomics [3].
Combinatorial chemistry and HTS deliver the ability to synthesize and screen an
ever-growing number of compounds simultaneously against an array of pharmaco-
logical targets. However, the difficulty in building effective and focused libraries and
in filtering or designing libraries with the desired properties has limited the success
ratio of these technologies so far [4]. QSAR models provide a way of obtaining an
accurate description of useful properties that could be used for better drug design
and as a means of filtering and designing combinatorial libraries. However, the lack
of available large-scale numerical data sets has led to models with a reduced number
of parameters and limited applicability domain. These in turn can only successfully
describe a smaller set of compounds belonging to the same family, thus limiting the
potential of QSAR [5].
These considerations explain the growing interest in the application of data

mining technologies in the elucidation of the preclinical profile of small molecules.
Data mining is defined as the automatic extraction of useful, often previously
unknown information from large databases or data sets using advanced search
techniques and algorithms to discover patterns and correlations in large preexisting
databases. Therefore, the accuracy of a specific data mining application is closely
related with the robustness of the mathematical model and the quality of the data set
used to train or create that model [6]. The development and implementation of a
robust content development strategy, including precise database design, accurate
selection of information sources, realistic data curation, and update planning, will be
key for the success of these techniques in solving challenges in biomedical research.
This chapter will review in detail these considerations and explore two successful
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case studies of databases created for the biomedical community with the potential
application of data mining techniques in mind.

9.2
Knowledge Challenges in Drug Discovery

Drug discovery is currently one of the most knowledge-intensive disciplines in the
world. The concept of a knowledge pyramid is a fitting example of this paradigm
(Figure 9.1). The pyramid begins with a base of raw data, which are then transformed
into structured information and turned into knowledge before the appropriate action
is taken. It is relatively easy to create large amounts of data if one considers high-
throughput chemistry, pharmacology, andgenomics technologies, but the real value in
the drug discovery chain comes from the interpretation of this knowledge [7,8].
One could state that the success of information products in the biomedical field is

directly related to the quality and uniqueness of their content. Furthermore, access
to content in the pharmaceutical field is shifting from a position where the
competitive advantage no longer comes from the integration of information, but
from the stickiness of information, since all professionals have to see content as part
of their responsibilities. Information is to be considered a leading force in this
domain as can be seen by the recent alliances between technology/bioinformatics
organizations and drug research institutions.
To achieve this essential starting point one would need to combine in-house

capabilities with the input of leading specialists in the scientific and medical fields
worldwide to ensure the completeness and quality of any data training set.
When analyzing the requirements for the development of a quality training set, a

numberof considerations commonly apply. In thebiomedicalfield, discrete compounds
represent the essence of a specific R&D project leading to better and safer drugs.

Figure 9.1 The knowledge pyramid concept.
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Therefore, the availability o f chemical structure information, development phase d ata
indicating wher e the compound stands in the race to the clinical, physicochemical
p rop ert i es o r lic ensin g a vailabil it y, is one of th e p i ll ars o f t he strat e gy. H ow ev er, t his
inf orm atio n wo ul d not be of a n y v a lu e w it h ou t th e k now led ge o f t he i n teract i on o f th ese
compounds w ith a variety o f molecul ar targets, at least f rom a qualitative viewpoint and,
ideally, from a quantitative p er sp ective. T he appl ication of network theory to th e analysis
of biomedical data reveals an unexpectedly com pl ex pictur e of drug –target inter act ions
and that the topology of drug–targ et net wo rks dep en ds i mp lic i tl y on d at a c om pl et eness,
drug properties, and tar get families [9 ]. Due to t he recent developm ent of multipl e
therapeutic targets and p athway modulation opportunities, it is impor tant to update the
compound infor matio n with new biological data on a r eg ular basis [10]. In addition, t he
access to specific A DMET (absorption, d istribution, metabo lism, elimination, and
t ox i co lo gy) i n fo rmat i on enric hes any c ol lect ion o f c om po und s , if w e keep in m in d
that a lar ge number of drug R&D projects still fail to pr ogr ess due to their limitations
w hen t h ey are a pp lied to l iv i ng org a nisms [ 11 ,12]. Fin all y, t he in tell ec t ual pr op ert y
context plays an essential role when moving a projec t f or ward as does th e scienti fic
literature, which should be closely monitored for any novelty potentially affecting the
collection of data on the compound [13].
In the case studies given in Section 9.3, we analyze successful developments in the

biomedical knowledge field and the rationale behind their creation.

9.3
Case Studies

9.3.1
Thomson Reuters Integrity

Thomson Reuters IntegritySM (http://tho mson reuters.com/ products_services/science/
science_products/a-z/integrity/), ori gi nall y laun ched as Prous Sci ence Int eg rity in
2001, is a database systemwidely used by researchers in the pharmaceutical industry
and government institutions to initiate and validate new drug discovery hypotheses
(Figure 9.2). The system is organized into a number of interconnected knowledge
areas that provide key up-to-date information on crucial facts for end users. The
system can be used through Internet access and the provider also offers data sets for
installation in corporate intranets. Other chemical databases are described elsewhere
in this book; therefore, this section will focus on the fundamentals and a description
of the Thomson Reuters Integrity drug discovery and development portal.
In 1958, Dr J.R. Prous, President and founder of the scientific publishing

company Prous Science, launched its first publication, Drugs of Today. The aim
of the company was to offer innovative information, communication, and educa-
tional products and services to the scientific and medical community by combining
value-added contents with the most advanced information technology platforms.
Prous Science pioneered in different areas of information technologies that made
the company a leader in different market segments. For example, Prous Science was
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one of the first companies to use CD-ROM technology to disseminate drug and
medical information (early 1990s) and to incorporate Internet as a keystone of the
company strategy in order to offer educational and communications products and
services. Over the years, the company established different collaborations with a
series of key players in the field of information distribution, including MDL
Information Systems (now Accelrys), Dialog, Data Star, and CAS.
Based on this accumulated knowledge, Prous Science developed the Integrity

portal to provide a unique knowledge solution designed to empower discovery and
development activities. The portal integrates biological, chemical, and pharmaco-
logical data, which as of March 2013, covered the following:

� More than 395 000 drugs and biologics (93% with chemical structure) with
demonstrated biological activity

� Target-based approaches to disease diagnosis and therapeutic intervention for
more than 2200 targets

� More than 22 000 genes with documented disease associations that are potential
targets for drug discovery

Figure 9.2 Thomson Reuters Integrity home page.
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� More than 19 000 biomarker records with more than 750 000 known uses
� More than 109 000 organic synthesis intermediates from more than 24 000

synthesis schemes
� More than 1 290 000 numerical values from experimental pharmacology studies

delineating drug–receptor and enzyme– target cell interactions
� Information on more than 8700 validated in vivo preclinical models of human

diseases, toxicity, or target efficacy studies
� More than 539 000 numerical values on pharmacokinetics/metabolism with data

on patent compounds and active metabolites
� Comprehensive information on more than 193 000 references to clinical studies

of compounds currently under study for use in humans
� A background reference to more than 138 disease entities with full color

multimedia illustrations
� Information for at least 9100 organizations active in the drug discovery and

development fields
� More than 1 555 000 references to current literature, abstracts and proceedings

from congresses and symposia, as well as company communications
� More than 215 000 patent families from 11 leading sources (including EP, JP, US,

and WO)

The system is updated daily, and its re fined drug information is integrated in a
single, fl exible resource. Integrity ’s key strength is the fact that it is developed,
populated, and supported by a cross section of scientists with expertise in a variety of
disciplines, including medicinal chemistry, pharmacology, organic synthesis, molec-
ular biology, pharmacokinetics, and metabolism. Importantly, the information is
complete and consistent, including comprehensive pipeline, patent, and reference
data dating back to 1988. The data curation process relies on complete analysis of the
above sources, where only the facts relevant to the advancement of biomedical
research are selected. Very importantly, all the information published in the system
is standardized using internal indexing systems and strict quality control proce-
dures, including the input from key opinion leaders in different areas of research.
In 2007, Thomson Scientific acquired Prous Science and the Integrity platform

was added to the Thomson portfolio, offering unparalleled drug discovery content
and unique analytic functionality for chemists, biologists, and other professionals in
the life sciences (http://science.thomsonreuters.com/press/2007/8411150/).

9.3.1.1 Knowledge Areas
The depth and breadth of content puts a wealth of refined, structured information
at the user’s fingertips, fostering innovative decisionmaking. In order to reflect all
the conceptual relationships that are evoked when designing new bioactive
compounds or analyzing therapeutically or structurally related molecules, the
Integrity content has been organized in a series of 13 subsets or Knowledge Areas
as shown in Figure 9.3.
To illustrate the functionality of the Integrity system, a case study on the retrieval

of information for dapagliflozin, a drug acting as an inhibitor of the sodium–glucose
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transporter type 2 enzyme (SGLT-2) with therapeutic application in the field of
diabetes, is presented below.
The Drugs & Biologics Knowledge Area provides essential chemical and pharma-

cological information, along with the development status of bioactive compounds in
the drug pipeline (Figure 9.4). Searches can include criteria for targets, literature, or
patent references associated with the compounds. The search fields available in this
KnowledgeArea include entry number (six-digit unique identifier in the system); drug
name [research code, USAN (United States Adopted Name) or INN (WHO interna-
tional nonproprietary name]; brand names; chemical name following the IUPAC
rules; standard InChI and InChIKey representation; CAS registry number, molecular
formula and molecular weight; highest phase attained by the compound in its
pharmaceutical development and flag indicating if the compound is under active
development; year of launch for compounds reaching the marketplace, including
prescription and formulation data; organization responsible for the discovery and/or
clinical development of the compound; therapeutic group; mechanism of action
focusing on the interaction of the compound with an enzyme, receptor, or ionic
channel, as well as modulation of specific biological pathways.
Very importantly, every record in the database includes its availability date in the

system or when the record was last updated, with available detail on the update
(Update button). Once a record is obtained, related Knowledge Areas can be
accessed by clicking the corresponding button in the Related Information section
at the bottom of the Web page.

Figure 9.3 Thomson Reuters Integrity Knowledge Areas relationship scheme.
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The Experimental Pharmacology Knowledge Area includes data from experimen-
tal studies that delineate drug–receptor and enzyme–target cell interactions
(Figure 9.5). Information in the Experimental Pharmacology Knowledge Area dates
back to as far as 1998. Searches can include criteria for bioactive compounds tested,
associated literature, and patent references and include the following fields:
pharmacological activity measured in the experiment, parameter (endpoint) and
unit used, experimental protocol (materials and methods), and numerical results.

Figure 9.4 Example of Drugs & Biologics
search result for dapagliflozin, including a
Product Summary that describes the
pharmacological/therapeutic novelty of the

compound as well as its clinical development
milestones. Related Information boxes at the
bottom of the screen permit linking to other
Knowledge Areas in the system.
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The accompanying Experimental Models Knowledge Area allows users to access
further details on the experimental techniques used in the studies. Each record
includes a description of the experiment and the characteristics of the model.
Individual summaries are provided for each in vivo experimentalmodel and are linked
to multiple experimental pharmacology results that were generated using that model.
The records also contain summaries of all the drugs that were tested in the model.
The Pharmacokinetics/Metabolism Knowledge Area includes data from exper-

imental and clinical studies that delineate the absorption, distribution, metabolism,

Figure 9.5 Example of Experimental Pharmacology SAR table, where SGLT-2 inhibition for
different compounds can be observed, including specific experimental protocol, compound
potency, and associated references.
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and excretion (ADME) profile of a drug (Figure 9.6). Searches can include criteria for
bioactive compounds tested or associated literature references. Information in the
Pharmacokinetics/Metabolism Knowledge Area dates back to 2000. The following
choice of fields is found in this Knowledge Area: condition where the compound has
been tested, administered product and administration route (measured product),
interacting agent in the case of combination therapies, parameter (endpoint)
measured in the experiment, and numerical results. The availability of a large
collection of numerical values associated with ADME properties of biologically
active compounds is a key factor when designing new compounds where the
pharmacokinetics and metabolism need to be optimized.

Figure 9.6 Example of Pharmacokinetics data (bioavailability, clearance, area under the curve,
etc.) and metabolic scheme for dapagliflozin. Results are linked to the original references for
further study.
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The Organic Synthesis Knowledge Area describes routes of synthesis for drugs
currently on the market or in development. Searches can include criteria for
end products, literature, or patent references associated with the syntheses
(Figure 9.7). Information in the Organic Synthesis Knowledge Area dates as
far back as the 1970s.

Figure 9.7 The Organic Synthesis scheme for dapagliflozin, including intermediates, reactants,
and experimental conditions can be accessed, along with the corresponding references.
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The Organic Synthesis Knowledge Area includes the following choice of fields:
synthesis description (text), intermediates used in the preparation of the compound,
references, and supplier.
The Disease Briefings Knowledge Area consists of dynamic executive summaries on

the current status and future trends in drug therapy for specific diseases (Figure 9.8).
This areaprovides anexecutive viewof a variety of therapeutic areas and is constructed in
real time, based on the information available in the different database fields. Additional
graphics and multimedia animations complement the text information available.
Targets & Pathways cover genes and their related proteins as targets for drug

discovery (Figure 9.9). Information in the Targets & Pathways Knowledge Area dates
back to 2004. Searches can include criteria for the product for the following choice of
fields: target name, description, GenBank, Entrez, PDB and Swiss-Prot IDs, EC
classification, and condition.

Figure 9.8 The Disease Briefings Knowledge
Area provides key information for the
compound in the context of its therapeutic
activity. In this case, the diabetes disease
briefing is shown, including a scheme

(targetscape) delineating the
pathophysiological basis of the disease. By
clicking on a specific target the user can access
active compounds for a specific mechanism of
action.
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The Biomarkers Knowledge Area links drugs, targets, and genes to biomarkers
information from a diverse range of sources (Figure 9.10). Biomarkers information
ranges from proof-of-mechanism to safety/toxicity studies or patient stratification
applications. This area covers a wide range of biomarker types, from genomic,
proteomic, and biochemical to cellular, physiological, and imaging biomarkers.
Information on biomarkers is used at every stage of drug R&D, including disease
risk detection, diagnosis, target identification, proof-of-mechanism, proof-of-concept,
treatment/safety monitoring, and outcome measurement. Information in the

Figure 9.9 Example of the Targets & Pathways
Knowledge Area, where information on the
dapagliflozin target (SGLT-2) is shown. Users
can link to the corresponding records in
external databases and to the Integrity
targetscape, where information on all the

relevant targets for a certain disease is
displayed in context. In addition, information
whether the target has been validated (V) is
being studied as a candidate (C) in clinical trials
or is under exploratory (E) biological testing for
a specific disease is specified.
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Biomarkers Knowledge Area dates back to 2007, with additional selected back
records. Searches can include criteria for a product, literature, or patent references
associated with the biomarkers, such as biomarker name, biological process, product
modifier, highest validity, population, role, and regulatory authority.
The Genomics Knowledge Area contains relationships between genes and

diseases to gain insight into underlying biological mechanisms and to identify
potential new drug targets (Figure 9.11). In fact, the identification of gene expression
variations observed in human diseases permits the development of new compounds
targeted to normalize the functioning of specific biological pathways. This Knowl-
edge Area covers key facts on genes, diseases, and underlying biological mecha-
nisms as targets for therapeutic intervention. The search fields include gene name,
PDB and Swiss-Prot, GenBank or Entrez Identifiers, condition where the gene has a
key participation, sequence, and polymorphism.
The Clinical Studies Knowledge Area includes information on clinical trials of

drugs currently under study or in use in humans (Figure 9.12). Searches can
include criteria for bioactive compounds tested or associated literature references.

Figure 9.10 Example of SGLT-2 Biomarkers
information in different diseases, including its
role (diagnosis, disease progression
measurement, etc.), the experimental technique
used for the measure, the stage of research
(from emerging status to late studies in

humans), and the quantification of the
described biomarker (þ: increased, �:
decreased, or þ/�: presence). Links to the
corresponding references or patents where the
studies are described in detail are also provided.
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Information in the Clinical Studies Knowledge Area dates back to 2000 and
includes the following fields: drug tested, study design, intervention type, and
population number.
The Companies & Research Institutions Knowledge Area delineates essential

information on public and private companies, academic centers, and research
institutions that are active in the field of pharmaceuticals and biotechnology. Infor-
mation on overall company sales/revenues, sales of launched products, products in
development, and new patents is available. Searches can include criteria for products
or patent references associated with the companies: company name, headquarters
country, main activity, product annual sales, company economic data, number of
employees, and key products and patents.

Figure 9.11 Example of Genomics information
related to the SGLT-2 target where gene
polymorphisms associated with diseases are
specified. Users can link to the corresponding

records in external databases such as GenBank
and KEGG, or systems biology solutions such
as MetaCoreTM.
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In the Literature Knowledge Area, there are references to current biomedical
literature, abstracts and proceedings from congresses and symposia, and company
communications, as well as information on biomedical literature, congresses, and
company communications (Figure 9.13). Searches can include bioactive compound
criteria. Information in the Literature Knowledge Area dates back to 1988. The
following fields can be searched: title, text, author, source, year, volume and issue/
number, and congress edition.
ThePatentsKnowledgeAreaprovides references to themost recent patent literature

reflecting drug research activity throughout the world (Figure 9.14). Searches can
include bioactive compound criteria. Information in the Patents Knowledge Area
dates back to 1988. Selected fields include patent title, applicant name and data,
country, inventor, patent number, publication date, expiration date, and priority data.

9.3.1.2 Search Fields
Each section in Integrity has three search field lines that can be set to any of the
available field values (the menus have the default headings Select Value or Optional
Value). All Knowledge Areas have at least two sections of search fields, one of which
is the specific set of search fields pertaining to the Knowledge Area (e.g., fields such

Figure 9.12 List of dapagliflozin clinical trials, with detailed information on number of patients,
trial design, objectives, and conclusion. External links to references or public data are also
provided.
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Figure 9.13 References list for dapagliflozin selected from a variety of sources including
biomedical literature, conferences, and company communications. External links are provided
where available.
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as “applicant ” in Patents and “author” in Literature) and in most cases another will
be the Product Section of the search field.
Thomson Reuters Integrity provides researchers with reliable, detailed informa-

tion, from the perspective of a scientist, across multiple disciplines to support
successful drug research and development. After selecting a Knowledge Area, the
user de fines the search strategy by combining the selected fields. Each fi eld has an
associated browse index containing available terms. Search fi elds can be combined
using the appropriate Boolean operators. Integrity also has a chemical structure
search feature that is compatible with four structure editors: Accelrys Draw, ISIS/
Draw (both from www.accelrys.com), ChemAxon Marvin Applet (www.chemaxon
.com), and Cambridge Soft ChemDraw Plug-in ( www.cambridgesoft.com).

9.3.1.3 Data Management Features
Integrity provides a quick search feature that can be used to retrieve terms across the
full system, a statistics function that enables the filtering of retrieved data by further
criteria, a query manager that makes it possible to save the search strategies so that
they can be re-run automatically in the future, and a variety of listing and printing
formats for easier organization of the information retrieved.

9.3.1.4 Use of Integrity in the Industry and Academia
Thanks to its specific Knowledge Area database concept and the possibility for the
end user to navigate seamlessly across different types of data, the Thomson Reuters

Figure 9.14 Example of dapagliflozin patent with access to complete patent document.
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Integrity system is used in many ways in the pharmaceutical industry or public
research organizations. Examples include identification of newly described leads for
emerging targets; rapid analysis of reported chemical diversity in a therapeutic area;
finding of discrete experimental pharmacology or ADMET data; measuring the
in fluence of biomarkers in drug discovery and development, or assessment of a
speci fic clinical area in terms of intellectual property, published literature, or
business development status. Furthermore, the availability of an extensive array
of numerical values linked to chemical structures, which can be exported to
spreadsheet format, has allowed new hypothesis in drug discovery to be initiated
through the further use of SAR packages or data mining algorithms.

9.3.2
ChemBioBank

There have been several initiatives worldwide to develop additional content (i.e., new
data and information derived from virtual screening and/or experimental high-
throughput screening) in the area of chemical biology, which aim to understand in a
comprehensive manner the interactions between chemical compounds (also called
chemical probes) and biological entities (e.g., proteins, cells, pathways, and orga-
nisms), such as the Molecular Libraries Program in the United States (http://
mli.nih.gov/mli/) or the EU-OPENSCREEN project in Europe (www.eu-openscreen
.eu). Chemical biology may be considered as a starting point for further develop-
ment of bioactive compounds, not only in pharmaceutical discovery but also in other
areas such as veterinary medicine, agrofood, and so on.
We are hereby explaining details of the ChemBioBank (CBB) initiative for

che mi cal biology in Spain (http:// www.pcb.ub.edu /c h embiobank /), whic h
stemmed from this need to understand the chemical biology space in the search
for bioactive compounds. While having similar goals to other chemical biology
initiatives, CBB is unique in its focus on academic compounds as a source of
innovative chemistry, and also unique in the inclusion of a virtual screening
technique, polypharmacology screening, which addresses the issue of selectivity
of chemicals versus diverse biological targets. The CBB proposal was initially
promoted by three Spanish entities with complementary services: Parc Científic de
Barcelona (PCB), offering synthetic and analytical chemistry services; Universidad
de Santiago de Compostela (USC), offering experimental assay development and
screening services; and Institut Municipal d’Investigaci�o M�edica (IMIM), offering
virtual screening services. The proposal was divided into five areas summarized in
Figure 9.15.
The following are the three main goals of the ChemBioBank initiative:

1) To build, organize, and maintain in a laboratory built at PCB a diverse, high-
quality molecular library with compounds mainly from academic groups in
Spain; the library will be accessible to the scientific community

2) To annotate the ChemBioBank library compounds with data derived from in vitro
and in silico [experimental (HTS) and virtual screening] procedures
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3) To generate a remotely accessible ChemBioBank database containing the chem-
ical structures of the library compounds and their virtual and experimental
screening data

In order to achieve these goals, a ChemBioBank compound and data workflow
were developed containing the following:

1) A new compound management laboratory set up at PCB, with capabilities to
collect, analyze, organize, store, and distribute chemical compounds received
individually in bar coded vials, or sets of compounds received in plate format,
from external laboratories (either published compounds from academic labora-
tories or compounds selected from commercial library providers).

2) Once the received compounds are accepted into theChemBioBank library, and after
analytical chemistry quality control by LC/MS spectrometry, their chemical struc-
tures are profiled through a virtual screening procedure developed at IMIM, against
around 4500 proteins to obtain a virtually annotated chemical biology hit-map.

3) The predicted chemical biology interactions are then validated experimentally
through testing of virtual hits in biological assays developed at USC and other
screening centers throughout Spain and Europe.

4) A new, remotely accessible ChemBioBank annotated database has been devel-
oped, containing the chemical structures of the ChemBioBank library com-
pounds, their location in the compound management facility (vials, plates), and
their virtual screening and experimental screening information. The data
available for each compound will be publicly accessible through the Web, after

Figure 9.15 A summary of the five components of the ChemBioBank initiative.
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a 1 year moratorium to allow the original academic chemistry laboratories
supplying the ChemBioBank library compounds to analyze the data obtained.

At the end of 2011, some of the results of this ChemBioBank initiative include the
following:

1) The generation of a new 15 000-compound ChemBioBank library that contains
around 4000 compounds of academic origin, 1100 compounds from the Pre-
stwick Chemical Library (http://www.prestwickchemical.fr), and 10 000 com-
pounds selected from three chemical library providers, on the basis of the
maximization of both chemical and biological diversity. Since the compounds
come from chemical catalogs and from academic laboratories, only a minor
subset of the ChemBioBank library compounds are represented in the Thomson
Reuters Integrity database

2) The characterization through virtual screening procedures of the interactions of
the ChemBioBank library compounds toward 4500 proteins from the main
families [G protein-coupled receptors (GPCRs), kinases, ion channels, nuclear
receptors, transporters, and enzymes]

3) The generation of an annotated ChemBioBank chemical–biological logistic data-
base, integrating database software tools developed by the companies IDBS
(ActivityBase), for chemical and biological data registration; Titian (Mosaic), for
compound management logistics registration; Chemotargets (iPhace), for virtual
screening hit-map data registration and searching; and IDBS-InforSense, for
remote access and chemical–biological data searches

Some applications of the ChemBioBank initiative include the following:

a) The ChemBioBank Virtual Screening profiling workflow process has been applied
to the compounds from the Prestwick Chemical Library, which have reached the
market or advanced clinical phases, in order to identify new mechanisms of action/
new therapeutic applications for known compounds (reprofiling), as described in
Figure 9.16

b) Around 4000 ChemBioBank compounds originating from academic laboratories
have been virtually pro filed toward targets of therapeutic interest. In one example
[14], the hit-map obtained produced a signal for a set of compounds toward the
family of G-protein-coupled adenosine receptors that led to the discovery of a set
of new chemical scaffolds with selectivity for each of the adenosine receptor
subtypes. This process that is led by the virtual screening polypharmacology
application retrieves the association of chemical compounds to newly proposed
protein targets, which, if validated, establishes new chemical scaffolds for protein
targets of therapeutic interest

The ChemBioBank initiative has been undertaken in coordination with other
chemical biology initiatives currently being developed in several European countries
as part of the European Strategy Forum on Research Infrastructures (ESFRI) –
funded project, the European Research Infrastructure on Open Screening
Platforms, EU-OPENSCREEN (http://www.eu-openscreen.eu/). This project is
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currently in its preparatory phase (November 2010–November 2013), with the goal
of generating infrastructure (chemical library, distributed assay centers, and Euro-
pean chemical biology database) that may be able to complement the Molecular
Libraries Program (MLP, a National Institutes of Health (NIH) Roadmap Initiative)
in the United States, (http://mli.nih.gov/mli/), by merging the different chemical
biology initiatives being developed in 12 European countries. The outcome of these
initiatives will allow the scientific community around the world to discover new
chemical probes, to start new drug discovery projects for unmet diseases, and have a
repository of new chemical biology data for the analysis of structure – activity and
structure –property relationships, and high-throughput data mining for systems
biology.

9.3.3
Molecular Libraries Program

The Molecular Libraries Program (MLP) started by the National Institutes of Health
(NIH) is another major initiative in the area of chemical biology and is summarized
in Figure 9.17.
This MLP initiative started from an overall proposal from the NIH to improve the

rates of success of new compounds reaching the clinic and eventually becoming
effective therapeutics for diseases with unmet needs (http://www.mli.nih.gov). This

Figure 9.16 Virtual screening polypharmacology profiling of known compounds from the
Prestwick Chemical Library (www.prestwickchemical.fr).
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was based on the initial need for an overall understanding of chemical biology
interactions. It led to the creation of a network of Molecular Libraries Screening
Centers (MLSCN) (https://www.mli.nih.gov/mlscn/index.php) that developed assays
to test selected compound repositories, with published chemical structures and assay
data on a Web-accessible database, PubChem (http://pubchem.ncbi.nlm.nih.gov/).
In summary, all these chemical biology initiatives that are currently in develop-

ment stage offer access to new chemical library compounds, innovative assays (both
virtual and experimental screening), and chemical biology annotated databases,
which are already contributing to the discovery of new bioactive substances. We may
envision the application of innovative data mining and knowledge management
technologies toward these large sets of data, which are expected to be openly
accessible, such that the coverage of chemical biology interactions area is enlarged.
Data mining technologies applied to these and other chemical biology annotated
databases are described in Section 9.4.

9.4
Knowledge-Based Data Mining Technologies

As mentioned in the previous sections, the robustness of a predictive system for
drug discovery and toxicity screening is closely related to the availability of large and
diverse data sets of chemical compounds well characterized by their pharmaco-
logical properties. The knowledge associated with a training set of chemical
structures can be expanded to include chemical descriptors, molecular fingerprints,
or fragments, which can then serve to train machine learning-based predictive
models.

Figure 9.17 A summary of the three components of the NIH Molecular Libraries Program (MLP)
( source: www.mli.nih.gov).
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Historically, a variety of machine learning algorithms were used with varying
success in determining the pharmacological profiles of molecules. Key points in this
area are the fact that the prediction needs to be made for a collection of hundreds of
potential mechanisms of action in a very large and diversemolecular library, and that
the small molecular entities of interest in pharmacology are frequently associated
with several mechanisms of action. The mathematical problem of predicting the
mechanisms of action of a queried molecular structure is formally known as a
multilabel classification problem, where “labels” refer to the different mechanisms of
action that can be predicted for a chemical compound. Multilabel classification has
to be distinguished from the single-label classification problem. The latter refers to the
problem of learning a model from examples (chemical structures), each one of
which is associated with only one label of a set L of possible different labels. A query
chemical structure will also be predicted with only one label. If jLj is the number of
different labels from which we choose a single label for each query chemical
structure, jLj ¼ 2 corresponds to the binary classification problem. Note that jLj ¼ 2
and jLj> 2 are cases of single-label classification, since we are choosing only one
label for each chemical structure.
In the multilabel classification problem, on the other hand, each chemical

structure xi of the training set is associated with a subset Yi of the whole set L
of possible labels, where jYij is the actual number of labels associated with xi.
Two major tasks can be distinguished in multilabel learning. The first is

classification itself, which for each query chemical structure produces a partition
of the set of labels L into relevant and irrelevant labels; the second major task is
ranking the labels according to their relevance to each chemical. Both tasks are
related: if we have a ranking of labels based on a score, we can always divide the
labels into relevant and irrelevant by applying a threshold to the score.
Given a training set for multilabel learning, one can ask to what degree the data set

is multilabel. Two quantities measure this property of a data set, the label cardinality
(LC) and label density (LD). Label cardinality is the average number of labels per
example of the data set. Label density is the average percentage of the maximum
number of labels jLj that the examples in the data set actually have. Thus, label
cardinality and label density are related by LD¼ LC/jLj.
The methods for multilabel learning can be classified as problem transformation

methods and algorithm adaptation methods [15]. Problem transformation methods
replace a multilabel learning task by one or more single-label classification tasks, for
which there is a wide range of predictive algorithms. On the other hand, algorithm
adaptation methods extend specific single-label learning algorithms to handle
multilabel tasks.

9.4.1
Problem Transformation Methods

These methods are independent of the single-label predictive algorithm used after
applying them. A number of simple problem transformation methods have been
described in the literature [16,17]. Two crude transformations, not recommended in
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general as they discard data, are the select and ignore transformations. The select
transformation replaces each one of the multilabel examples by one of its associated
labels, which can be chosen either randomly or following a criteria such as selecting
the most or least frequent of the associated labels. The ignore transformation only
keeps examples labeledwith one label anddiscards everymultilabel example. Another
simple transformation method, the copy transformation, replaces each multilabel
example (xi,Yi) by jYij single-label examples (xi, li), one for each label li included inYi.
The label powerset transformation replaces the set of labels associated with each

training example with a combined label, which is the union of the original labels. If
the classifiers yield the probabilities of the predicted classes, in this case the
probabilities of the combined labels, we can obtain a ranking of the original labels
for a query instance from a score that is the sum of the probabilities of the combined
labels [18]. One difficulty after applying the label powerset transformation is that if the
number of combined labels is large compared to the number of original classes,
even if we started with well-represented labels, we might end up with few training
examples associated with the combined labels, which might hamper the quality of
the predictions.
The binary relevance transformation replaces the original multilabel problem with

jLj binary classification problems, one for each label included in L. The binary
classification for each label is trained with a data set created by considering the
instances associated with the label as positives and all the other instances as
negatives. Given this way of building the training sets for the binary classifiers,
this method is sometimes said to follow a one-versus-all approach, meaning one label
versus all other labels.
The ranking by pairwise comparison (RPC) transformation [19] replaces themultilabel

problem with jLj(jLj � 1)/2 binary classification problems corresponding to the pairs
of different labels inL. Eachbinary classifier fordiscriminatingbetweenapair of labels
is trainedwith the subset of examples inwhich either thefirst label or the second label
appears, but not the twoof them together. Finally, the labels are ranked by counting the
votes of the binary classifiers for the different labels. Given that this method builds
binary classifiers by pairing different labels, it is said to follow a one-versus-one
approach. F€urnkranz and coworkers have proposed a natural method for applying a
threshold to the RPC ranking and transforming it into a multilabel classification [20].

9.4.2
Algorithm Adaptation Methods

These are methods that extend single-label classifiers to deal with multilabel data.
Some of them also apply the problem transformation methods already explained in
the previous section.
A tree classifier or decision tree is a workflow in which leaves stand for class labels

and forks between branches represent disjunctions of the decision process that takes
to the classification labels. An adaptation of the C4.5 tree classifier has been
introduced that handles multilabel data [21]. This adapted C4.5 algorithm allows
multiple labels in the leaves of the tree and uses a modified formula for the entropy.
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Adaboost is a machine learning ensemble method [22] that can be used with
different learning algorithms. Adaboost builds a cascade of classifiers, tweaking
subsequent classifiers in favor of those instances misclassified by previous classifi-
ers. Although Adaboost was developed for boosting binary classifiers, Schapire and
Singer have contributed two adaptations of Adaboost that can handlemultilabel data:
Adaboost.MR and Adaboost.MH [23]. The former, Adaboost.MR, uses the output of
the cascade of weak classifiers to give a ranking of labels for each new example and
aims to find a hypothesis that ranks the correct labels at the top. Adaboost.MH is a
multilabel classification method that learns by minimizing the Hamming loss (i.e.,
the number of differences).
Zhang and Zhou adapted the feature subset selection method of backpropagation

to solve the problem of multilabel learning [24]. This method starts by including all
possible labels and leaves only the relevant ones at the end. To achieve this, they
proposed an error function that takes the multiple labels into account.
A support vector machine (SVM) adaptation to the problem of multilabel

ranking has been proposed that minimizes the ranking loss [25]. Later on,
Godbole and Sarawagi introduced a number of improvements in the application
of the SVM algorithm to multilabel learning [26]. On one hand, they propose
using the binary relevance problem transformation with SVM classifiers, then
adding the results of this first round of classification as new predictive variables
to the original data set. This approach, which is a case of stacking (a method for
combining classifiers), accounts for the potential dependencies among labels.
On the other hand, Godbole and Sarawagi also propose removing all negative
training instances of any class that is very similar to the positive class. These
similarities are assessed on the confusion matrix estimated using a fast classifier
on a holdout validation set. Finally, they improve the margin of the SVMs by
removing very similar negative instances within a threshold distance from the
learned hyperplane [27].
A number of adaptations of the k-nearest neighbors algorithm have been proposed

that start by finding the closest k neighbors to the query instance and differ in the
way they rank the labels of the nearest neighbor examples in order to obtain a
prediction [28–31].
Thabtah and coworkers used association rule mining to build a classifier that they

called MMAC [32]. MMAC learns an initial set of classification rules by association
rule mining. It removes the examples associated with the learned rule set. It
recursively learns a new rule set from the remaining examples until no frequent
items are left. Rules with similar preconditions, but different predicted labels are
merged into a multilabel rule. Finally, predicted labels are ranked by the support of
the association rules that have predicted them.

9.4.3
Training a Mechanism of Action Model

Predicting themost probablemechanisms of action for a chemical structure query is a
multilabel classification problem with the particularity that there is intrinsic
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asymmetry in the data. This is because while there are many publications and patents
that can be used as sources of information and that relate mechanisms of action to
molecular structures, there are much less data about negatives, that is, mechanisms of
action not being associated with molecular structures. This is evidently the conse-
quence of negatives being much less interesting to readers than positives. Notice that
in training sets that relate mechanisms of action to molecular structure, if a structure is
not labeled with a given mechanism of action, it does not necessarily imply that the
structure does not show this specific mechanism of action. This might cast doubt on
using, for example, the binary relevance transformation method on a training set for
mechanism of action because this method assumes that the training examples that are
not labeled with a given label are necessarily negative for that label. Another more
consistent approach for generating mechanism of action models would be to first
use the copy transformation and then train a single-label coverage-based classifier for
each label with only the training examples that contain that label. This approach also
seems more natural for query chemical structures that will be predicted with no label,
meaning that they have mechanisms of action not included in the model or that they
are outside the applicability domain of the model.
Two software solutions that offer multilabel models for predicting the mecha-

nisms of action of molecular structures are Poroikov’ s PASS [33] and Prous
Institute ’s BioEpisteme (http://www.prousresearch.com). The latter is a flexible
data and algorithmic integration platform with an intuitive Web interface that has
been optimized to manage large data sets of chemical compounds through parallel
computation. The system has also been evolved to cover important toxicity endpoints
for bioactive compounds [34–37].

9.5
Future Trends and Outlook

In recent years, a variety of databases in t he biomedical fi eld, in both the private
and the public domain s, have been developed and enhancements to well-estab-
lished syst ems h ave been made f rom both content and interface perspectiv es. In
addition, collaborative developments, such as O pen PHACTS that aligns and
integrates proprietary and public data sources into a single system, have been
pr esented (http://www.openphacts.org) . Furthermore, the advances in genomics
and personalized medicine are adding a new degree of complexity to the field.
Therefore, a clear focus of the database, alongwith accurate selection and curation
of the information and well-defined updating policy will be increasingly impor-
tant in the successful deployment and use of drug discovery-oriented information
systems.
From the technological perspective, distributed computing is a trend in comput-

ing that is meant to revolutionize the way data mining is performed. This is due to
the fact that data warehousing technologies have provided a method of storing
enormous volumes of data that have to be processed in order to extract useful
information. There is also a technical reason that makes distributed computing a
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requirement in the Internet age: answering user queries involving terabytes of data
within a reasonable time frame requires distributed hardware, since terabyte
processing is hampered not only by CPU power, but also by storage media speeds.
Under the umbrella of the new software projects that are taking distributed
computing to the next level [e.g., the Hadoop project (http://hadoop.apache.org)],
a second generation of distributed databases commonly known as NoSQL, or
nonrelational databases, are appearing. These databases are meant to be distributed
across many nodes and are designed for performance and managing volumes of
data that would collapse traditional relational databases (http://casandra.apache.org,
http://hbase.apache.org). Such technology may enable even greater integration of
data, while reducing the growing research costs and possibly potentiating the
discovery of new molecular entities.
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10
Applications of Rule-Based Methods to Data Mining
of Polypharmacology Data Sets
Nathalie Jullian, Yannic Tognetti, and Mohammad Afshar

10.1
Introduction

The last decade has seen an unprecedented acceleration in the efforts for systemati-
cally identifying drug targets, benefiting from the sequencing of the human genome
and a plethora of omics technologies, and the characterization of the interactions
between known ligands and multiple targets. The seminal work by Paolini et al.,
building upon their experience with Bioprint1 and the endeavor to pull together
large knowledge databases enabling comprehensive multiple target data mining,
helped establish the word “polypharmacology” as a successor to chemogenomics
[1,2]. This type of data is becoming more and more publicly available, as illustrated
by PubChem, the public domain database that links a few million of small organic
molecules with their activity in multiple bioassays [3,4].
Analyzing the similarity between the ligands that bind to multiple targets, rather

than the sequence similarity between targets, has opened an additional dimension
in searching for novel targets for known drugs [5–7]. The “unexpected” off-target
activities may contribute to the desired activity or, on the contrary, be responsible for
serious side effects, explaining in part the high attrition rate in drug development [8].
The occurrence of an adverse drug reaction (ADR) in humans ismost likely related to

the interaction of a compound and certain targets. Hence, a number of screening
campaigns and lead optimization efforts have incorporated multiple targets in order to
consider selectivity against potential undesired interactions. The required selectivity
might be included within a family of targets (e.g., discriminating between related CDK
kinases) ormoregenerally itmight consist in avoiding certain targets known tobe linked
to ADRs. One such selectivity target is the hERGpotassium channel. It has been shown
that hERG blockers are related to QT prolongation that induces cardiac toxicity [9].
Paolini et al. argue that, in some cases, it is a certain lack of specificity that

constitutes the target profile; hence the question of whether one could design
effective promiscuous drugs [1]. Biological activity against multiple targets might
be an advantage when the related combination provides an interesting therapeutic
outcome. This was shown to be the case for Nelfinavir, a compound active against a
panel of kinase targets in oncology [10].
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In both cases however, whether trying to improve the desired therapeutic effect or
avoiding a negative side effect, the objective is to reach a desired “profile,” that is,
interacting with specific targets and “avoiding” others.
In a typical drug discovery setup, following initial screening and lead generation

steps, molecules are designed based on the analysis of the structure–activity
relationships (SAR). When starting a new project, the medicinal chemist extracts
the SAR from the existing series of compounds with the purpose of generating new
hypotheses as the basis for novel rational compound design. The SAR analysis
consists in evaluating the impact of specific chemical fragments or combinations of
fragments on a given bioactivity. A large number of computational methods have
been developed to support this decision making process, mainly using predictive
models based on molecular descriptors or on chemical fragments.
Key challenges have been linked to the difficulty of integrating multiple objectives

(i.e., aiming for a profile that combines multiple desired and undesired activities
across targets). When multiple targets are considered, this may lead to concurrent
models. In addition, translating a computer-based prediction into a synthesizable
molecule by the medicinal chemist continues to remain a challenge.
Rule-based data mining methods aiming to discover hidden patterns have long

been applied to the market basket analysis in the retail business [11]. Similar
methods such as Apriori, formal concept analysis (FCA), or substructure associa-
tion, are attracting growing interest in drug discovery due to the ease of interpreta-
tion of the results [11–20]. In most of these applications, the chemical compounds
are described by a set of substructure fragments. Indeed, it has been shown that
substructure fragments are adequate descriptors for capturing the structural char-
acteristics of chemical compounds [21,22].
Wolohan et al. combine a fragmentation method similar to RECAP and an

adaptation of the Apriori algorithm to identify structural units that define highly
active compounds in a chemical class [12,23]. Lounkine et al. report FragFCA, an
adaptation of FCA to extract pairs or triplets of substructure fragments specific of a
single or multiple activity profile [17]. They show that FragFCA is successful in
identifying biologically relevant signature patterns for subsets of GPCR antagonists.
Karwath and De Raedt illustrate an application of SMIREP to activity classification, a
method based on generating simple rules from substructure fragments of active
compounds [14]. Klopman and Tu describe MCASE, a system able to identify
substructure descriptors named either biophores or biophobes, depending respec-
tively on their positive or negative contribution to activity [24]. As illustrated in these
papers, the rule-based methods can be adapted to consider chemical fragments as
well as multiple activity endpoints.
In this chapter we illustrate the use of KEM1, a rule-based method using FCA for

the systematic analysis of the relations between multiple activities and the contri-
bution of chemical fragments to a desired pharmacology profile. The effort toward
the development of antipsychotic drugs with less serious side effects is used as an
example [25]. We report the analysis of 99 chemical compounds with activities
measured against the s-1 receptor, the dopamine D2 receptor, and the serotonin
5HT2 receptor. We characterize the relationships existing between the activities of
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these targets. The rule-based system is used to derive relations that identify specific
changes for the design of selective high-affinity s-1 receptor binders with selectivity
over the dopamine D2 receptor. This approach is then extended by incorporating an
extra selectivity endpoint toward the serotonin 5HT2 receptor. We show that the
rule-based framework is ideally suited for analyzing in detail a data set with multiple
targets, leading to specific suggestion of 18 novel molecules predicted to achieve the
desired profile.

10.2
Materials and Methods

10.2.1
Data Set Preparation

The data set is described as a table of categorical variables. The continuous numeric
values of the activity variables are converted into discrete intervals. Each endpoint is
described by at least two intervals for the learning process. Very often, a pharmaco-
logical activity can be binned into two intervals – activity¼ “yes” for active com-
pounds and activity¼ “no” for inactive ones– or three intervals – activity¼ “high,”
activity¼ “medium,” and activity¼ “low” – based on user-defined threshold values.
The variables listing the constitutive chemical fragments are per se categorical
variables. Commonly, a medicinal chemistry series may be represented as a
Markush structure: a central scaffold and a set of functional groups named R-
groups [26]. Multiple scaffolds can be used as far as the R-groups can be described
from analogous substitution points. No enumeration of the library is required for
the analysis, and the chemical fragments (scaffold and R-groups) can be coded as
text strings or SMILES strings. The latter code is compatible with the display of the
two-dimensional structures with KEM.

10.2.2
Preparation of the s-1 Binders Data Set

The data set consists of 99 s-1 receptor ligands extracted from Table III of Ref. [25].
They have the basic structure depicted in Table 10.1. The paper describes the SAR
leading to the discovery of s-1 ligands with selectivity over the D2 dopamine
receptor. For each molecule, the data set includes the identities of the functional
groups X, R1, and R2; the lengths of the carbon chains M and N; and the activity
values for the s, the D2 dopamine, and the 5HT2 serotonin receptors (Table 10.1).
The chemical fragments are listed as SMILES strings. The “Sigma_KI” continuous
variable is converted into a categorical variable by using the following threshold
values: Sigma_KI is “low” when Sigma_KI is greater than 100 nM, Sigma_KI is
“medium when Sigma_KI values are greater than 30 nM and lower than or equal to
100 nM, and Sigma_KI is “high” when Sigma_KI is lower than or equal to 30 nM.
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Table 10.1 Description of the 99 molecules (scheme and R-groups).

X

N
R2R1

nm

ID M N X R1 R2 Sigma_KI D2_IC50 5HT2_KI

22 0 1 [�]S(¼O)[�] [�]F [�]CC(C1CC1) L L
23 0 1 [�]S(¼O)(¼O)[�] [�]F [�]CC(C1CC1) H L L
10a 1 0 [�]C(O)[�] [�]F [�]C(c1ccccc1) H M M
10b 1 0 [�]C(O)[�] [�]H [�]C(c1ccccc1) H L L
10c 1 0 [�]C(O)[�] [�]F [�]CCC(c1ccccc1) H L H
10d 1 0 [�]C(O)[�] [�]F [�]CCCC(c1ccccc1) H M H
11b 1 0 [�]C(¼O)[�] [�]F [�]C(c1ccncc1) H L L
11c 1 1 [�]C(¼O)[�] [�]F [�]C(c1ccccc1) H L M
11d 1 0 [�]C(¼O)[�] [�]F [�]CCCC(¼O)

(c1ccc(F)cc1)
M H H

18a 0 1 [�]O[�] [�]F [�]C(C1CC1) H H H
18aa 0 1 [�]O[�] [�]F [�]C(c1ccccc1) H M H
18ab 0 1 [�]O[�] [�]Cl [�]C(c1ccccc1) H L M
18ac 0 1 [�]O[�] [�]N(¼O)(¼O) [�]C(c1ccccc1) H L M
18ad 0 1 [�]O[�] [�]OC [�]C(c1ccccc1) H L H
18ae 0 1 [�]O[�] [�]C(F)(F)(F) [�]C(c1ccccc1) H L M
18af 0 1 [�]O[�] [�]F [�]C(c1ccc(F)cc1) H L H
18ag 0 1 [�]O[�] [�]F [�]C(c1ccc(OC)cc1) H L
18ah 0 1 [�]O[�] [�]F [�]Cc1ccc2ccccc2c1 M L M
18ai 0 1 [�]O[�] [�]F [�]C(c1ccncc1) H L H
18aj 0 1 [�]O[�] [�]F [�]CC(c1ccc(Cl)cc1) H H H
18ak 0 1 [�]O[�] [�]F [�]CC(C1CC1) H M
18al 1 1 [�]O[�] [�]F [�]C(c1ccccc1) H L M
18 a.m. 1 1 [�]O[�] [�]OC [�]C(c1ccccc1) H L M
18an 1 1 [�]O[�] [�]c1ccccc1 [�]C(c1ccccc1) H L H
18ao 1 1 [�]O[�] [�]H [�]C(c1ccccc1) H L L
18ap 1 1 [�]O[�] [�]C(¼O)OC [�]C(c1ccccc1) H M L
18aq 1 1 [�]O[�] [�]F [�]CC(c1ccccc1) H M H
18ar 1 1 [�]O[�] [�]F [�]CCC(c1ccccc1) L L
18as 1 1 [�]O[�] [�]F [�]C(c1ccc(C(¼O)

OC)cc1)
H L M

18at 1 1 [�]O[�] [�]F [�]C(c1ccc(Cl)cc1) H M M
18au 1 1 [�]O[�] [�]F [�]C(c1ccc(c2ccccc2)

cc1)
H M L

18av 1 1 [�]O[�] [�]F [�]C(c1ccc(O)cc1) H L L
18aw 1 1 [�]O[�] [�]F [�]C(c1ccc

(OCc2ccccc2)cc1)
H M H

18ax 1 1 [�]O[�] [�]F [�]C(c1ccncc1) H L
18ay 1 1 [�]O[�] [�]F [�]C(C1CCCCC1) H L M
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18az 1 1 [�]O[�] [�]F [�]Cc1ccc2ccccc2c1 H H M
18b 0 1 [�]O[�] [�]Cl [�]C(C1CC1) H L H
18ba 1 1 [�]O[�] [�]F [�]Cc1cccc2ccccc12 H H H
18bb 1 1 [�]O[�] [�]F [�]CCCCC H L
18bc 0 2 [�]O[�] [�]F [�]C(c1ccccc1) H H H
18bd 3 0 [�]O[�] [�]H [�]C(c1ccccc1) H L
18be 3 1 [�]O[�] [�]H [�]C(c1ccccc1) H M M
18bf 4 1 [�]O[�] [�]H [�]C(c1ccccc1) H L M
18bg 5 1 [�]O[�] [�]H [�]C(c1ccccc1) H L M
18bh 1 2 [�]O[�] [�]C(CCCC)

(CCCC)CCCC
[�]C(c1ccccc1) H L L

18bt 0 1 [�]O[�] [�]F [�]CC(C1CC1) H L H
18c 0 1 [�]O[�] [�]OC [�]C(C1CC1) H L H
18d 0 1 [�]O[�] [�]c1ccccc1 [�]C(C1CC1) H L L
18e 0 1 [�]O[�] [�]CO [�]C(C1CC1) M L H
18f 0 1 [�]O[�] [�]C(CCCC)

(CCCC)CCCC
[�]C(C1CC1) H L L

18g 0 1 [�]O[�] [�]C(O)C [�]C(C1CC1) M L
18h 0 1 [�]O[�] [�]F [�]C(C1CC1) H L H
18i 0 1 [�]O[�] [�]H [�]C(C1CC1) H L L
18j 0 1 [�]O[�] [�]OC [�]C(C1CC1) M L L
18k 0 1 [�]O[�] [�]SC [�]C(C1CC1) H L M
18l 0 1 [�]O[�] [�]S(¼O)

(¼O)C
[�]C(C1CC1) M L L

18m 0 1 [�]O[�] [�]N(¼O)(¼O) [�]C(C1CC1) H L M
18n 0 1 [�]O[�] [�]CN [�]C(C1CC1) H L L
18o 0 1 [�]O[�] [�]OCC [�]C(C1CC1) H M L
18q 0 1 [�]O[�] [�]Oc1ccccc1 [�]C(C1CC1) H L L
18r 0 1 [�]O[�] [�]c1ccc(F)cc1 [�]C(C1CC1) M L M
18s 0 1 [�]O[�] [�]c1ccc

(OC)cc1
[�]C(C1CC1) L L

18t 0 1 [�]O[�] [�]H [�]C(C1CC1) H L H
18u 0 1 [�]O[�] [�]H [�]C(C1CC1) H L L
18v 0 1 [�]O[�] [�]Cl [�]C(C1CC1) H L H
18w 0 1 [�]O[�] [�]Cl [�]C(C1CC1) H H H
18x 0 1 [�]O[�] [�]CCN [�]C(C1CC1) M L L
18y 0 1 [�]O[�] [�]F [�]C(C1C(C)C1) H M H
18z 0 1 [�]O[�] [�]F [�]C(C1(C)C(Cl)

(Cl)C1)
H H H

6a 0 1 [�]C(¼O)[�] [�]C(F)(F)(F) [�]C(c1ccccc1) H L L
6b 0 1 [�]C(¼O)[�] [�]OC [�]C(c1ccccc1) H L M
6c 0 1 [�]C(¼O)[�] [�]SC [�]C(c1ccccc1) H M M
6d 0 1 [�]C(¼O)[�] [�]O [�]C(c1ccccc1) H L L
6e 0 1 [�]C(¼O)[�] [�]c1ccccc1 [�]C(c1ccccc1) M L H
6f 0 1 [�]C(¼O)[�] [�]CO [�]C(c1ccccc1) M L L
6g 0 1 [�]C(¼O)[�] [�]S(¼O)OC [�]C(c1ccccc1) H L M
6h 0 1 [�]C(¼O)[�] [�]S(¼O)C [�]C(c1ccccc1) M L M
6i 0 1 [�]C(¼O)[�] [�]F [�]C(C1CC1) H L H
6j 0 1 [�]C(¼O)[�] [�]Cl [�]C(C1CC1) H L L
6k 0 1 [�]C(¼O)[�] [�]OC [�]C(C1CC1) M L L

(continued )
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For the dopamine D2 receptor, the intervals are defined as D2¼ “high” when
D2_IC50� 400 nM, D2¼ “medium” when 400 nm<D2_IC50� 1000 nM, and D2
¼ “low” when D2_IC50> 1000 nM. For the serotonin 5HT2 receptor, the intervals
are as follows: 5HT2¼ “high” when 5HT2_IC50� 100 nM, 5HT2¼ “medium”

when 100 nm< 5HT2_IC50� 400 nM, and 5HT2¼ “low” for 5HT2_IC50> 400
nM. In what follows, we have used _L, _M, and _H to designate low, medium, and
high intervals respectively.

10.2.3
Association Rules

KEM uses a rule-based machine learning method that extracts the knowledge
contained in a data set [27]. The technology is derived from the Galois lattice,
also known as formal concept analysis theory [13,28]. The algorithm is able to detect
association rules (or relationships) between specific values of categorical variables in
large data sets.

Table 10.1 (Continued)

ID M N X R1 R2 Sigma_KI D2_IC50 5HT2_KI

6l 0 1 [�]C(¼O)[�] [�]C(CCCC)
(CCCC)CCCC

[�]C(C1CC1) H L L

6m 0 1 [�]C(¼O)[�] [�]c1ccccc1 [�]C(C1CC1) M L L
6n 0 1 [�]C(¼O)[�] [�]C(F)(F)(F) [�]C(C1CC1) M L M
6o 0 1 [�]C(¼O)[�] [�]NC(C) [�]C(C1CC1) M L L
6p 0 1 [�]C(¼O)[�] [�]N [�]C(C1CC1) L L
6q 0 1 [�]C(¼O)[�] [�]C#N [�]C(C1CC1) H L L
6r 0 1 [�]C(¼O)[�] [�]F [�]C(c1ccc(C(F)

(F)(F))cc1)
H H H

6s 0 1 [�]C(¼O)[�] [�]F [�]C(c1ccc(F)cc1) H M H
6t 0 1 [�]C(¼O)[�] [�]F [�]CCC1 ¼ CNC2 ¼

CC ¼ CC ¼ C12
H H H

6u 0 1 [�]C(¼O)[�] [�]F [�]CC(c1ccc(F)cc1) H H H
6v 0 1 [�]C(¼O)[�] [�]F [�]CC(c1ccccc1) H H H
6w 0 1 [�]C(¼O)[�] [�]F [�]CC(c1ccc(Cl)cc1) H H H
6x 0 1 [�]C(¼O)[�] [�]F [�]CC(c1ccc

(C(F)(F)(F))cc1)
H H H

6y 0 1 [�]C(¼O)[�] [�]F [�]CC(C1CC1) H H H
7a 0 1 [�]C(O)[�] [�]F [�]CC(C1CC1) L L
7c 0 1 [�]C(O)[�] [�]SC [�]C(c1ccccc1) H L H
7d 0 1 [�]C(O)[�] [�]OC [�]C(c1ccccc1) H L M
7e 0 1 [�]C(O)[�] [�]C(F)(F)(F) [�]C(c1ccccc1) H L H
7f 0 1 [�]C(O)[�] [�]F [�]CC(c1ccccc1) H M M

IC50 and KI values are listed as intervals (L, M, H).
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The first set of rules characterizes the polypharmacology profile of the data set.
These rules are of the following form:

act_target1=”High”! act_target2=”High”

This rule characterizes the compounds that have a high activity on target2 (right
term or consequent) considering that they also have a high activity on target1 (left
term or antecedent). The support and the confidence of the rules characterize the
coverage of the dual profile in the data set. The support of a rule is the number of
cases in the data set that contain both the antecedent and the consequent. The
confidence of the rule is the probability that an item contains the consequent given
that it contains the antecedent. When more than two targets are considered, these
rules may contain multiple targets on the left and/or combination of targets on
the right.
The second set of association rules identify molecular fragments (and combina-

tion of fragments) that appear frequently in the active molecules and are only
detected rarely in the inactive molecules.

{RU1}: (R1=”methyl”) AND (R2=”Cl”)! activity=”High”

This rule labeled {RU1} can be easily read as follows: IF a molecule has a methyl
group at the R1 position AND a chlorine atom at the R2 position THEN the activity is
“high”. The (R1¼ “methyl”) and (R2¼ “Cl”) are the left terms of the rule and the
(activity¼ “high”) is the right term.The size (or length) of the rule is the number of left
terms, that is 2 in the {RU1} example. In the {RU1} example, the support corresponds
to the number of molecules containing a methyl group at the R1 position and a
chlorine atom at the R2 position altogether with a high activity. The confidence of
{RU1} explains how frequently the desired “high” activity occurs among molecules
containing the combination of fragments such as amethyl group at R1 and a chlorine
atomat R2 (for RU1). An additional parameter “lift” is also calculated that is defined as
the relative confidence of the rule versus the probability of the occurrence of the
consequent in thedata set. Assuming#right is the number of examples supporting the
right term, the lift formula is expressed as left ¼ confidence=#right.
The output of the algorithm can be a very large set of association rules, on the

order of thousands. Further filtering steps comprise a combination of methods to
reduce the large number of rules to a focused subset of interest.

10.2.4
Novel Hybrid Structures by Fragment Swapping

The rules or combinations of fragments selected are matched on a set of molecules,
and position-specific fragment changes are suggested leading to novel chemical
entities. Typically, molecules with “low” or “medium” activity will be selected for
optimization. The details of the KEM-Optimize process will be published
elsewhere.
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10.3
Results

The example illustrated here aims at the design of antipsychotic drugs with less
serious side effects, starting with a set of 99 disubstituted piperidine s-1 receptor
ligands [25].

10.3.1
Rules Generation and Extraction

10.3.1.1 Rules Describing the Polypharmacology Space
The rules describing the polypharmacology space illustrate the relationships exist-
ing between the three endpoints for this chemical series (Table 10.2). They
summarize the entire multiobjective context covered by themolecules of the project.
The ideal polypharmacology profile is represented by a subset of 17 compounds
supporting the rules PO1, PO3, PO5, PO7, PO11, PO16, and PO17 (Table 10.2). The
low confidence (23%) rule PO11 illustrates the difficulty in reaching the desired
selectivity: only 23% of the 79 compounds with a high sigma affinity have the desired
selectivity profile against D2 and 5HT2.
The analysis of the relations between the Sigma and D2 shows that the data set

does contain molecules with the desired profile (50 molecules) and that Sigma_H is
associated with D2_L (Sigma_H!D2_L) with a confidence of 63% and D2_L is
associated with Sigma_H (D2_L!Sigma_H) with a confidence of 72% (Table 10.2,
rules PO3, PO7). However, the lift (relative probability) is lower than 1. This
demonstrates that a low D2 does not increase the probability of identifying a
molecule with high Sigma.
Furthermore, molecules combining a low D2 and a low 5HT2 are linked to a high

Sigma with a confidence of 71%, but again the lift is below 1, indicating that these
two conditions do not enrich the data set with additional molecules with high Sigma
(Table 10.2, rule PO17). We note that a high affinity for D2 is likely to be associated
with a high KI against the sigma receptor: rule PO2 has a confidence of 93% and a
lift of 1.17.

Table 10.2 List of the three rules compatible with the target profile (high s-1 and low D2).

Sigma Sigma Sigma D2 D2 D2

Rule ID Combination KI_nM Support Confidence IC50_nM Support Confidence

{A} M_0 AND N_1 AND
R2_[�]C(c1ccccc1)

H 13 81% L 14 87%

{B} M_0 AND R2_[�]C
(c1ccccc1)

H 14 82% L 14 82%

{C} N_1 AND R2_[�]C
(c1ccccc1)

H 22 88% L 21 84%
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We therefore need to extract additional features from compound structures that
would help us identify subsets of molecules where the relative probability of D2_L
and Sigma_H is increased. These subsets may be described by combination of
fragments (also named “motifs”) that have a favorable impact on the desired profile.

10.3.1.2 Optimization of s-1 with Selectivity Over D2
The SAR consists of relationships between chemical fragments and activity end-
points. The SAR is converted into a set of 30 association rules characterized by a
minimum confidence of 80% and a minimum support value of 10, compatible with
a high s-1 or a low D2 affinity. Of these 30 rules, only 3 rules are consistent with the
desired profile of a high s-1 and a low D2 activity (Table 10.3). The rule with the
highest support, rule {C}, will be considered for further optimization. The 14
molecules with a high affinity for the s-1 receptor but that do not exhibit the required
selectivity over the D2 dopamine receptor are selected for the optimization process.

Table 10.3 Selection of rules representing the polypharmacology space.

Rule ID Left Right Support #Left #Right Confidence
(%)

Lift

PO1 5HT2_KI_nM_L ! D2_IC50_nM_L
Sigma_KI_nM_H

17 27 50 63 1.20

PO2 D2_IC50_nM_H ! Sigma_KI_nM_H 14 15 79 93 1.17
PO3 D2_IC50_nM_L ! Sigma_KI_nM_H 50 69 79 72 0.91
PO4 D2_IC50_nM_L ! Sigma_KI_nM_M 14 69 15 20 1.34
PO5 D2_IC50_nM_L ! Sigma_KI_nM_H

5HT2_KI_nM_L
17 69 20 29 1.27

PO6 D2_IC50_nM_M ! Sigma_KI_nM_H 15 15 79 100 1.25
PO7 Sigma_KI_nM_H ! D2_IC50_nM_L 50 79 69 63 0.91
PO8 Sigma_KI_nM_H ! D2_IC50_nM_M 15 79 15 19 1.25
PO9 Sigma_KI_nM_H ! D2_IC50_nM_H 14 79 15 18 1.17
PO10 Sigma_KI_nM_H ! D2_IC50_nM_H

5HT2_KI_nM_H
13 79 14 18 1.10

PO11 Sigma_KI_nM_H ! D2_IC50_nM_L
5HT2_KI_nM_L

17 79 24 23 0.84

PO12 Sigma_KI_nM_M ! D2_IC50_nM_L 14 15 69 93 1.34
PO13 D2_IC50_nM_H

Sigma_KI_nM_H
! 5HT2_KI_nM_H 13 14 36 93 2.27

PO14 D2_IC50_nM_H
5HT2_KI_nM_H

! Sigma_KI_nM_H 13 14 79 93 1.10

PO15 D2_IC50_nM_L
5HT2_KI_nM_H

! Sigma_KI_nM_H 14 16 79 88 1.04

PO16 Sigma_KI_nM_H
5HT2_KI_nM_L

! D2_IC50_nM_L 17 20 69 85 1.27

PO17 D2_IC50_nM_L
5HT2_KI_nM_L

! Sigma_KI_nM_H 17 24 79 71 0.84

Left and Right are the antecedent and the consequent of the rule and #Left and #Right are the number of
molecules in agreement with the profile defined by the Left term and the Right term, respectively.
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These are the molecules with the desired s-1 profile and the undesired D2 profile:
18a, 18aj, 18az, 18ba, 18bc, 18w, 18z, 6r, 6t, 6u, 6v, 6w, 6x, and 6y.
Considering the two left terms of rule {C], N¼ 1 and R2¼ benzyl, the suggestions

are based on a match and swap algorithm. For the molecules matching R2¼ benzyl,
it will suggest to replace N¼ 0 or N¼ 2 by N¼ 1. In a similar manner, it will suggest
to synthesize a compound with a benzyl group at the R2 substitution point for
molecules matching N¼ 1. This is the case for molecule 6r: KEM suggests one novel
compound by substituting the R2 4-(trifluoromethyl)benzyl group with a benzyl
(Figure 10.1). This novel compound corresponds to molecule 1 in the original paper
[25]. It is reported with a KI value of 1 nM against the s-1 receptor and an IC50 of
1550 nM for the D2 receptor in agreement with our prediction of a high sigma and a
low D2 [24]. The origin of the suggestion can be tracked down: it is supported by the
21 examples highlighted in gray in Table 10.1.

10.3.1.3 Optimization of s-1 with Selectivity over D2 and 5HT2
The second step of our multiobjective experience is aimed at optimizing high activity
toward thes-1 receptorwithdual selectivity over theD2and the5HT2receptors.When
the second selectivity endpoint (5HT2) is incorporated in the optimization process, of
the 30 rules (confidence� 80% and support� 10) none are consistent with the full
desired profile. A compromise consists in extracting rules matching a partial profile,
that is, what are the rules that satisfy two of the three objectives? At this stage, the rules
that satisfy a partial profile might be explored in more detail. If we consider the three
rules listed in Table 10.3, they are consistent with a high s-1 and a low D2 profile, but
miss the selectivity over the 5HT2 receptor. Figure 10.2 shows the repartition of the
three 5HT2 intervals (H, M, and L) for the molecules supporting rules {A}, {B}, and
{C}. The number of compounds belonging to each interval is also reported above each
bar. Of the 25 compounds supporting rule {C}, the majority (56%) has a medium
range activity for 5HT2 and another 20% are in the low range activity (Figure 10.2). In
other words, 76% of these molecules do not show a high IC50 toward the serotonine
receptor. One compromise could be to consider that an activity in themedium range is
acceptable for 5HT2, so rules {A}, {B}, and {C} become valid hypothesis for the profile
[high s, lowD2, low/medium 5HT2]. An alternative option consists in redefining two
intervals for 5HT2: “H” as before and “not_H” by combining L and M. A set of 19
molecules with the following selectivity profiles are selected for optimization: [high s,
high D2, high 5HT2] or [high s, high D2, medium 5HT2].

O ON

6r 1

F
F

F

F F

N

Figure 10.1 Suggestion to synthesize molecule 1 (right) from molecule 6r (left).
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In this context, 18 novel molecules are suggested by KEM (Table 10.4). Two
suggestions mol3 and mol18 correspond to molecules, described in the original
paper, 7b and 1, respectively. The prediction is validated for compound 7b as it is
reported with a high KI toward the s-1 receptor (8 nM), a low IC50 toward the D2
receptor (5658 nM), and a medium IC50 for the 5HT2 receptor (323 nM) [25].
Molecule 1 matches the profile of a high KI toward s-1 and a low IC50 for D2 as
already described, but it does not match the profile of a low or medium IC50 for the

Table 10.4 List of the 18 suggestions (novel structures).

ID M N X R1 R2

mol1 0 0 [�]C(O)[�] [�]F [�]CCCC(c1ccccc1)
mol2 0 1 [�]C(O)[�] [�]F [�]C(C1CC1)
mol3 0 1 [�]C(O)[�] [�]F [�]C(c1ccccc1)
mol4 0 1 [�]C(O)[�] [�]F [�]CC(c1ccc(Cl)cc1)
mol5 0 2 [�]C(O)[�] [�]F [�]C(c1ccccc1)
mol6 0 1 [�]C(O)[�] [�]Cl [�]C(C1CC1)
mol7 0 1 [�]C(O)[�] [�]F [�]C(C1C(C)C1)
mol8 0 1 [�]C(O)[�] [�]F [�]C(C1(C)C(Cl)(Cl)C1)
mol9 0 1 [�]C(O)[�] [�]F [�]C(c1ccc(C(F)(F)(F))cc1)
mol10 0 1 [�]C(O)[�] [�]F [�]C(c1ccc(F)cc1)
mol11 0 1 [�]C(O)[�] [�]F [�]CCC1¼CNC2¼CC¼CC¼C12
mol12 0 1 [�]C(O)[�] [�]F [�]CC(c1ccc(F)cc1)
mol13 0 1 [�]C(O)[�] [�]F [�]CC(c1ccc(C(F)(F)(F))cc1)
mol14 1 1 [�]C(O)[�] [�]F [�]CCCC(c1ccccc1)
mol15 1 1 [�]C(O)[�] [�]F [�]CC(c1ccccc1)
mol16 1 1 [�]C(O)[�] [�]F [�]C(c1ccc(OCc2ccccc2)cc1)
mol17 1 1 [�]C(O)[�] [�]F [�]Cc1cccc2ccccc12
mol18 0 1 [�]C(¼O)[�] [�]F [�]C(c1ccccc1)
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Figure 10.2 Representation of the confidence values (Y-axis) for the three rules {A}, {B}, and {C},
as defined in Table 10.2.
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serotonin receptor (IC50 of 20 nM). The validation of the prediction for the other 16
novel structures will require experimental investigation.

10.4
Discussion

The data mining of a SAR table focuses on extracting the knowledge present in the
data set in order to design novel active compounds. This is the principle of the rule-
based method implemented in KEM: it is capable of rapidly extracting specific
combinations of chemical fragments with known positive impact on a desired
bioactivity profile. In general, this technique is well suited for an exhaustive analysis
of combinations present in the data sets containing three or more diversity points
and one or several endpoints. For a smaller data set, it ensures that the knowledge is
extracted systematically with no user predefined biased query. The system is able to
suggest direct chemical modifications for synthesis. The suggestions are based on
unexplored novel combinations of known fragments.
In the first example, the substitution leads to a novel compound predicted to be

compatible with the desired profile (a strong sigma binder selective over the
dopamine receptor). This reflects an ideal situation when hypothesis consistent
with all the objectives are extracted. The second example illustrates the analysis of
the same data set with the incorporation of selectivity over the 5HT2 serotonin
receptor. As an additional constraint is added, there is no consensus rule that
matches the full desired profile, highlighting the difficulty of multiple objective
optimization when the number of endpoints increases. In both applications, we
show that suggestions derived from a selected subset of meaningful association
rules are relevant hypothesis for optimization.
KEM is able to capture the SAR of a chemical series and to describe it as a set of

rules, that is, the set of 30 rules in the first example. Only 6 of the 30 rules are
consistent with the desired objective. The remaining 24 rules highlight R-groups or
combinations of R-groups that are specific for a single endpoint. For example, one
such rule associates the presence of a methylcyclopropyl at R2 and a low IC50 for the
D2 receptor with a support of 29 molecules and a confidence of 90%. But this
nitrogen substitution alone is not sufficient for the simultaneous optimization of the
sigma activity (only 62% of the examples are reported with a high sigma KI).
Similarly, the combination of a fluorine atom at the R1 position and a chain length of
1 carbon as the N-linker are associated with a high sigma KI for 35 molecules with a
confidence of 90%. Only 46% of these examples reach the desired low IC50 for the
dopamine receptor. These rules characterize the presence of concurrent local SAR
models and they illustrate the complexity of the multiobjective problem.
When no consensus rules are compatible with a multiobjective profile, an

alternative option consists in considering rules with lower confidence and then
using the novel molecules to experimentally confirm or not the related hypothesis.
The choice of theminimum threshold values for confidence and support will impact
both the number of novel suggestions and their chance of achieving the objectives.
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The minimum confidence threshold value will be directly linked to the predictive
power of the rule. The selection of high confidence rules will strongly support the
objectives. Nevertheless, at the early stage of a project, rules with lower confidence,
around 50%, for example, might be used for exploring a hypothesis with the aim of
validating it or not. When targeting simultaneous multiple objectives, the user may
have to trade off with partial fitting as shown in the second example here. This will be
the case in most projects as the molecules move forward the development path and
more extensive profiling is required with incorporation of ADME/Tox targets.
Recently, a potential role in cancer cell apoptosis has been suggested for sigma

ligands after evidencing that sigma receptors are overexpressed in rapidly prolifer-
ating cells [29]. This will certainly raise interest for the potential development of
sigma ligands in oncology that will require the definition of an alternative poly-
pharmacology profile compared to the profile previously identified for the develop-
ment of antipsychotic drugs.
Various strategies can be followed for the optimization of a medicinal chemistry

series, depending on the amount of data available. The rules extracted from KEMare
based on chemical fragments that can be linked to the chemical building blocks used
for synthesis. The interpretability of rules in general is complemented here by the
use of descriptors (chemical fragments) that have real meaning to the medicinal
chemists. A similar easy interpretation was reported with SMIREP that uses rules
based on structural fragments to predict activity classification [14]. SMIREP does not
consider R-groups listed in the SAR table, but rather it automatically produces a list
of fragments present in the molecules. In the latter case, fragments may be more
difficult to translate into synthesizable molecules.
Wassermann and Bajorath introduced a method called directed R-group combi-

nation graph (DRGC) to extract SAR patterns in a series of analogues [30]. The
patterns defined as combinations of R-groups and characterized by their impact on
the activity might then be used to design novel analogues. The examples presented
in the paper are limited to small data sets (maximum size of 54 molecules) and a
single activity endpoint, but the approach should be applicable to larger data sets.
Tamura et al. proposed an original approach where the molecules are first

clustered based on their chemical similarity and then detailed information is
extracted from each cluster based on expert rules and statistical methods [31].
One major advantage of the method is its ability to handle multiple targets and
multiple scaffolds generated from a maximum common substructure search for
each cluster. As compared to other methods, it is able to work with a large variety of
complex fragments and it is thus applicable to large diverse databases such as the
NCI anti-HIV data set.
The examples discussed above differ in both the way the structural fragments are

generated and the way the rules are extracted. These methods use the knowledge
rules to predict the activity class for new chemicals (MCASE and SMIREP), to extract
the SAR (DrugPharmer), or to suggest novel molecules (KEM and DRGC graph).
The substructure fragments are based on input table scaffold and R-groups for KEM
and DRGC graph, while more general fragments are extracted by Tamura et al. The
“matched molecular pairs” (MMP) method considers small structural differences
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associated with activity changes to suggest novel compounds for synthesis [32]. This
latter method does not require the identification of scaffold and it generates
chemical fragments and hypothesis that are easily interpretable by the chemist.
With the hybrid structures generated by KEM, no new R-group chemistry is

suggested in the case of a single core as all the fragments come from the existing
knowledge database. However, it is possible to describe the R-groups by calculating
properties of these R-groups and to use KEM to generate rules that suggest
modifying properties. Although this enables to go beyond existing R-groups in
the database, it also puts the burden of translating desired “property” into a new
R-group on the chemist.

10.5
Conclusions

The examples presented here illustrate successful application of KEM rule-based
methods for the development of novel s-1 ligands selective over the D2 and 5HT2
receptors. With the aim of developing new cancer drugs, the kinome space has been
intensively explored and it has been showed that many approved compounds are
therapeutically relevant by targeting multiple protein kinases [33–35]. We believe that
detailed rule-based analysis of polypharmacology data sets, either at the lead optimi-
zation level like here or in the broader profiling experiments, will help decipher the
complex relations existing between multiple compounds and multiple targets.
The discovery of a new target for an existing drug may be derived from its

polypharmacology profile and may help generate novel therapeutic applications in a
field known as drug repositioning [5,36]. The discovery of a side effect might provide
evidence of an undesirable “off-target” activity, thus leading to a new project with an
adapted strategy where the initial “antitarget” becomes a new target of interest for
another therapeutic indication. It is thus of great importance to identify the
appropriate combination of targets by integrating the information derived from
extensive analysis of systems pharmacology [37,38].
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11
Data Mining Using Ligand Profiling and Target Fishing
Sharon D. Bryant and Thierry Langer

11.1
Introduction

The “magic bullet” concept of hitting a target responsible for a disease with a drug
molecule tailored to act as a selective agent has been a therapeutic goal since Ehrlich
[1] and one of the driving forces in modern drug discovery for several decades. With
the rise of structural biology and molecular pharmacology, and the shift from in vivo
to in vitro models in the initial evaluation of biological effects of molecules, the aim
of obtaining absolute target specificity had become a goal that seemed within reach.
However, there is evidence that drugs interact with many physiological targets and
that polypharmacology bears essential importance on therapeutic efficacy [2–6]. In
this light, discovering compounds exhibiting the “right” selectivity profile, that is,
interaction with several targets or target hubs in a converging biological pathway, has
become the holy grail in drug development. Recent examples in the kinase field
illustrate this new paradigm. Although imatinib (Gleevec) and sunitinib (Sutent)
were designed to be selective, later they were found to be more promiscuous than
initially thought [7,8], which could explain why these molecules are successful
therapeutically. As recently pointed out, searching for selectively nonselective kinase
inhibitors when striking the right balance can deliver drug candidates with superior
efficacy compared to inhibitors with high specificity for a single kinase [9].
As a result of the increasingly stringent regulatory environment, another trend in

drug discovery has emerged within the last decades. Known as drug repurposing, it
involves the use of old, already approved drugs for new indications (targets and
diseases). A recent review reported success using this approach in the fields of
pediatrics and pediatric hematology–oncology [10]. In fact, repurposing marketed
drugs or compounds in the development of alternative indications is not a new
concept in the pharmaceutical industry. Over the years, this strategy was realized
serendipitously, whereas only recently systematic approaches based on computa-
tional analyses materialized. An interesting example of the latter involves the
identification of a new target for sorafenib, known inhibitor of the tyrosine protein
and Raf kinases. Using pharmacophore-based in silico screening, the multidrug
resistance target ABDG2 was identified as a potential target and biological testing
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confirmed that sorafenib indeed inhibited this target [11]. The number of publica-
tions detailing novel systematic approaches for computational drug repurposing
discovery has grown significantly and they have been cited in several reviews
[12–19]. In parallel to this growth, companies specializing in computational
drug repurposing have also emerged.
Within this context, the prediction of drug polypharmacology has become an

interesting, albeit highly challenging, task inspiring numerous efforts to character-
ize drug–target associations [20–25]. Although phenotypic and chemical similarities
among molecules have been used by several groups to identify compounds with
multiple targets [26,27], others have linked shared side effects to compounds for
profile prediction [28]. In a seminal paper, Shoichet, Roth, and coworkers demon-
strated that using a statistic-based chemoinformatics approach, it became possible to
extend easily accessible associations in order to obtain a recalculated map able to
predict new off-target effects [29]. For example, using this approach, they mapped
332 targets by 290 drugs interacting with at least two of the targets, thus resulting in
a network with 972 connections [29].
Clearly, data mining using ligand profiling has become a useful tool in the hands

of scientists involved in the search for new drugs or for optimization of lead
compounds. In this chapter, we present an overview of the most useful in silico
ligand profiling methods along with several application examples.

11.2
In Silico Ligand Profiling Methods

For a long time, computational chemists have been challenged bymedicinal chemists
and biologists to predict the affinity of a small organic ligand to a particular protein
target, in order to provide decision support for hit to lead development and for lead
optimization. Nowadays, the question no longer involves the prediction of a com-
pound’s affinity for a target, but rather it is to profile a ligand against a large collection
of macromolecular targets and provide answers to queries, such as (i) to which
proteins could the compound bind (target fishing) and (ii) what could the pharmaco-
logical profile of the compound look like (ligand profiling). Interestingly, virtual target
profiles have been reported to outperform classical standard chemical similarity
measurements in assessing whether two compounds are similar or not [30].
Principally, two different situations are taken into account when discussing in

silico ligand profiling and target fishing methods. The more favorable situation
occurs when the three-dimensional (3D) structure of the target protein is known. In
this case, approaches commonly referred to as structure-based methods are applied.
However, even in the absence of structural information about the target, so-called
ligand-based methods can be employed for in silico profiling. In a recent review [31],
the five most useful structure-based approaches for ligand profiling and target
fishing are described, and listed by decreasing maturity level as follows: (i) protein–
ligand docking, (ii) structure-based pharmacophore profiling, (iii) 3D binding
site similarity-based profiling, (iv) profiling with protein–ligand fingerprints, and
(v) ligand descriptor–based profiling. In the following sections, both structure- and
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ligand-based methods for ligand profiling will be discussed, and the major advan-
tages and issues of such approaches will be highlighted.

11.2.1
Structure-Based Ligand Profiling Using Molecular Docking

During the last two decades, molecular software docking programs have been used
to support drug discovery extensively, and numerous examples of successful
applications in different domains have been described. Docking programs aim
to predict the three-dimensional binding orientation (the “pose”) of a ligand in a
protein binding site and compute a binding energy. However, after several years of
application, it became clear that underlying scoring functions used by these docking
programs did not accurately predict binding free energies and therefore did not
precisely rank-order molecules by their predicted affinities [32]. Despite such
disappointments in the computational chemistry community, structure-based dock-
ing tools and related scoring approaches are still a focus of development for guiding
experimental design. Although protein–ligand docking as a virtual screening engine
has been used to find novel ligands for pharmacologically interesting targets such as
protein kinases or G protein-coupled receptors (GPCRs), the opposite paradigm,
namely, finding novel targets for a pharmacologically interesting ligand (named also
inverse screening) has been applied relatively only recently. For such an approach, a
database of protein–ligand binding sites is required, together with a robust docking
and scoring protocol, as well as a postprocessing script for ranking resulting targets
by decreasing binding energy/scoring values.
An early example of the application of inverse docking involves natural product

profiling [33]. In their study, Do et al. used the selnergy [34] profiling protocol
based on the FlexX docking method [35] to identify cyclooxygenase type-1
(COX1), cyclooxygenase type-2 (COX-2), and peroxisome proliferator-activated
receptor gamma (PPARc), among about 400 manually selected proteins, as
targets for meranzin, a major component isolated from Limnocitrus littoralis
(Miq.) Swingle.
Another ligand profiling protocol named TarFisDock [36] based on the DOCK

algorithm [37] offers a target database containing 698 protein structures covering 15
therapeutic areas and was available as a Web-based service for inverse docking
studies. The authors of TarFisDock published an article indicating that the top 2 and
10% of candidate proteins predicted by their program to bind vitamin E respectively
covered 30 and 50% of either already reported verified targets or those suggested
by experiments. In addition, 30 and 50% of experimentally confirmed targets for
4H-tamoxifen appeared among the top 2 and 5% of the TarFisDock-predicted
candidates, respectively [36]. Similarly, positive results were obtained when a
combinatorial library of phthalimide derivatives was docked into a set of six guanine
phosphoribosyl transferases (GPRT) [38]. Small molecular weight inhibitors of
GPRT from the protozoan parasite Giardia lamblia were identified as potential
starting points for the development of new antiparasitic agents [38].
Several success stories involving protein–ligand docking approaches were covered

in a review by Rognan in 2010 [31]. However, one relevant study from 2001 not
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mentioned in this review involved the prediction of potential side effect targets of
small molecules [39]. Using a database of protein cavities developed from the
Protein Data Bank (PDB) [40], docking was conducted by a procedure involving
multiple conformer shape-matching alignments of amolecule to a cavity followed by
molecular mechanics torsion optimization and energy minimization on both the
molecule and the protein residues at the binding region. Potential protein targets
were selected by molecular mechanics energy evaluation and, when applicable, a
target’s binding competitiveness against other ligands that bind to the same receptor
site in at least one PDB entry was analyzed. The authors reported that 83% of the
experimentally known toxicity and side effect targets for these drugs were predicted
correctly, and only five experimentally confirmed protein targets were missed.
Since 2010, other studies involving target prediction using inverse docking

methods have been published. For example, a large-scale in silico profiling experi-
ment based on a 2D matrix of docking scores among all possible protein structures
in yeast and humans and 35 important drugs from different therapeutic areas was
published recently [41]. Another interesting study identified new potential direct
targets of 2,2-bis(hydroxy-methyl)-3-quinuclidinone (PRIMA-1), a compound well
known for its ability to restore mutant p53’s tumor suppressor function that drives
apoptosis in several types of cancer cells [42]. The authors identified oxidosqualene
cyclase (OSC) as highest ranking human protein in their study, and used PRIMA-1
in combination with the known OSC inhibitor Ro 48–8071 to significantly reduce
the viability of BT-474 and T47-D breast cancer cells. Thus, for the first time, Ro
48–8071 was shown to act as a potent agent in killing human breast cancer cells.
Protein–ligand docking for ligand profiling or target fishing can be considered an

established method with many documented success stories. However, the major
problemwith docking-based in silico target screening remains in the preparation of a
heterogeneous collection of binding cavities despite considerable progress in data
curation and harmonization in the PDB [43] and other derived data collections, such
as the sc-PDB [44]. Several steps, such as defining the position of polar hydrogen
atoms, assigning a relevant tautomeric state, and atom typing of cofactors, are not
straightforward for automatization. Moreover, the influence of the binding site on
the ligand ionization state is difficult to anticipate. Modifying on the fly the
protonation state of the ligand according to the binding site context would require
a prior storage of all possible ionization states of both the ligand and the protein and
is currently not available inmost docking tools. In addition, the overall utility of such
an approach, at this stage of history, is still somehow limited by the heavy
computational effort needed. Authors recently estimated computation times rang-
ing approximately between 25 h and 30 days for profiling one ligand, depending on
the underlying docking technique [45].

11.2.2
Structure-Based Pharmacophore Profiling

In the ligand-based drug design, feature-based pharmacophore creation from a set
of bioactive molecules is a frequently chosen and well-validated approach. In
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contrast, structure-based pharmacophores lacked the reputation for a long time to be
an alternative or at least a supplement to docking techniques. Nevertheless,
screening using 3D pharmacophores as filters bears the advantage of being
much faster than docking, which is of utmost importance especially in parallel
and inverse screening campaigns. In addition, pharmacophores transparently
provide the investigator with relevant information that is used by the screening
algorithms to characterize the ligand–macromolecular interaction.
In fact, the concept of pharmacophores has been used in medicinal chemistry

drug discovery research for many years [46]. It is based on the assumption that the
molecular recognition of a biological target shared by a family of compounds can be
described by a set of common features that interact with a set of complementary sites
on the biological target. Such features are quite general and encompass hydrogen
bond donors and acceptors, positively and negatively charged or polarizable groups,
hydrophobic regions, and metal–ion interactions. Interestingly, they represent
precisely the same elements that medicinal chemists imagine when designing
compounds. However, the three-dimensional relationship between each feature in a
pharmacophore model is another key component of the pharmacophore descrip-
tion, and sometimes is missing in the medicinal chemist’s imagination, since most
of them have been trained extensively to think about structures in two dimensions.
Furthermore, as the feature-based pharmacophore concept is closely linked with the
widely used principle of bioisosterism, it is quite understandable that medicinal
chemists have largely adopted it when designing a bioactive compound series.
Although the first definition of the pharmacophore as a concept had been

attributed to Paul Ehrlich, Van Drie [47] published that it was Kier who introduced
the concept in the late 1960s and early 1970s [48,49] when describing common
molecular features of ligands of important central nervous system receptors,
followed by H€oltje in 1974 [50]. In these early studies, the pharmacophore models
were deduced manually and supported through the use of simple interactive
molecular graphics visualization programs. Later, the diversity and steadily growing
complexity of molecular structures that characterize drug discovery led to the
development of sophisticated computer software programs for the determination,
manipulation, and use of pharmacophore models. A considerable number of books,
book chapters, and reviews [51–58] on this approach exist today. Themost recent and
comprehensive volume was published by Leach et al. [59] Still, the basic concept of
pharmacophore models as simple geometric representations of key molecular
interactions remains unchanged. Such feature-based pharmacophore models
have found extensive use in medicinal chemistry for hit and lead identification
as well as subsequent lead to candidate optimization. Although pharmacophore
representations provide excellent design templates and are useful for rapidly
screening compound libraries for new leads, like all other in silico approaches,
they cannot explain everything about binding of ligand to the biological target.
The pharmacophore modeling software LigandScout [60] was developed initially

as a rapid and efficient tool for automatic interpretation of ligand–protein inter-
actions and subsequent transformation of this information into 3D chemical
feature-based pharmacophore models. As an extension of this approach, parallel
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pharmacophore-based ligand screening was introduced for the first time as an
innovative in silico method to predict the potential biological activities of compounds
[61]. Using LigandScout, the entire PDB was processed, and a pharmacophore
database of validated structure-based pharmacophore models covering the most
important targets and antitargets of interest for drug discovery was developed. In
addition, validated ligand-based pharmacophore models for proteins that lack
information about their three-dimensional structure were included.1) Another
pharmacophore-based approach has been described recently by Meslamani et al.,
where a total of 68 056 structure-based pharmacophores were automatically derived
from 8166 high-resolution protein–ligand complexes [62].
Screening ligands against a library of 3D pharmacophore models allows rapid

pro filing of compounds even before they are synthesized and drastically enhances
the library design process. Several studies about pharmacophore-based ligand
pro filing [63–65] and target fishing [66– 70] have been published so far. The results
indicate that these methods can compete well with other approaches based on scalar
descriptors or on molecular docking and scoring [71,72]. In addition, having the
advantage that information can be traced back easily from virtual space toward
molecular structure information, pharmacophore-based modeling and in silico
pro filing provide the solid basis for successful medicinal chemistry decision
support.

11.2.3
Three-Dimensional Binding Site Similarity-Based Profiling

A common assumption in chemogenomics is that similar receptors bind similar
ligands [73]. Analyzing binding site similarities in unrelated proteins can therefore be
considered a possible route for finding new targets for existing ligands. Following the
paradigm that similar ligands will bind to similar cavities, function and ligands for a
novel protein may be deduced from structurally similar ligand cavities. Since binding
site similarities are difficult to detect from amino acid sequences, efficient 3D
computational methods for quantifying global or local similarities between protein
cavities are a prerequisite. Such methods have been developed in the last decade and
are the basis for ligand profiling by binding site similarity comparison [74].
Basically, all methods described for binding site similarity analysis follow the

same three-step flowchart. First, the structures of the proteins to be compared are
parsed into meaningful 3D coordinates in order to reduce the complexity of a
pairwise comparison. Typically, only key residues/atoms are considered and
described by a limited number of points, which are labeled according to pharmaco-
phoric, geometric, and/or chemical properties of their neighborhood. Second, the
resulting patterns are structurally aligned using, for example, clique detection
[75,76] and geometric hashing methods [77,78], to identify the maximum number
of equivalent points. Finally, a scoring function is applied to quantify the number of

1) PharmacophoreDB. The entire collection of structure and ligand based 3D pharmacophore
models is available from Inte:Ligand GmbH, Austria. http://www.inteligand.com.
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aligned features in the form of root-mean-square deviation (rmsd), residue conser-
vation, or physicochemical property conservation.
One of the earliest binding cavity similarity-guided explanations of unexpected

ligand cross-reactivity was made by Weber et al. [79]. Starting from the observation
that many (COX-2) inhibitors share a common arylsulfonamide moiety with
carbonic anhydrase (CA) inhibitors, already known COX-2 inhibitors were tested
for binding to various CA isoforms and nanomolar binding affinities were revealed.
A rational explanation of this cross-reactivity was obtained by comparing COX-2
inhibitor subpockets with a set of 9433 cavities using the CavBase descriptors [76].
For two out of three subcavities, CA subpockets were retrieved among the top-
scoring entries. However, no global similarity could be detected between entire
ligand binding pockets of both enzymes. Likewise, a systematic pairwise compari-
son of the staurosporine binding site of the proto-oncogene Pim-1 kinase with 6412
druggable protein–ligand binding sites [44] using the SiteAlign algorithm [80]
suggested that the ATP-binding site of synapsin I (an ATP-binding protein regulat-
ing neurotransmitter release in the synapse) may recognize the pan-kinase inhibitor
staurosporine [81].
In silico profiling using a comparison of protein–ligand binding sites is a rapid

method that presents the noticeable advantage of taking into account protein space
only. It avoids sampling the ligand conformational space and thus a potentially
incorrect definition of a ligand’s bioactive conformation. On the other hand, this
approach can only be applied if the binding site comparison method is not too
sensitive to variations in the atomic coordinates and in fact it has been found to be
quite sensitive to the quality of the protein–protein alignment utilized for scoring
binding site similarities. In cases where only local and not global similarities can be
detected between two unrelated protein cavities, the approach is likely to fail.
Although it is not mandatory, the binding site reference with which all active sites
are compared should be cocrystallized with a drug-like ligand to avoid induced fit
phenomena. This however is a problem common with any structure-based
approach. The inherent fuzziness embedded in some binding site comparison

tools renders them less sensitive to moderate induced fits (up to 3.0 A
�
rmsd

deviations) [80] when compared to docking or pharmacophore searches.

11.2.4
Profiling with Protein–Ligand Fingerprints

Complex information describing binding topology of a small molecule to a bio-
molecular target can be encoded in fingerprints that represent vectors in which both
the ligand and the protein cavity are encoded. Several successful ligand profiling
studies using protein–ligand fingerprints are summarized in a recent review [31].
It is interesting to note that such combined fingerprints usually outperform

corresponding ligand fingerprints when mining the target–ligand space [82]. Since
this descriptor can be applied to a much larger number of receptors (e.g., orphan
targets) than the ligand-based fingerprints, they represent a novel and promising
way to directly screen protein–ligand pairs in chemogenomic applications. Whether
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predictions are qualitative (binary association) or quantitative (pKi), no information
is derived about the putative binding mode of the protein –ligand under considera-
tion. This is a considerable difference from the three already described approaches,
but is not necessarily a drawback. Hence, ligand profiling does not require out-
putting structural information about protein– ligand complexes. Simply a target list
that is as short and specific as possible is available to guide experimental validation.
Only prospective applications can provide an indication of whether usage of protein–
ligand fingerprints really represents a breakthrough when compared to either pure
structure-based or ligand-based methods.

11.2.5
Ligand Descriptor-Based In Silico Profiling

Impressive progress has been achieved in solving X-ray structures of a large variety
of protein receptors, including more recently membrane proteins such as GPCRs.
However, at this stage, the three-dimensional structures of the majority of existing
pharmacologically relevant targets remain unsolved. Therefore, purely ligand-based
pro filing methods still are of considerable relevance. Although pharmacophore-
based pro filing approaches can be used in both the absence and presence of target
structural information, pure ligand descriptor-based approaches can be applied if
the target structure is not known, or even if the target itself remains to be discovered.
So-called ligand-centric approaches are still actively developed and used to predict
the polypharmacological pro file of bioactive compounds [83 –86]. For recent reviews
on ligand-based inverse screening approaches, the reader is referred to Refs [20,87].
Poroikov’ s PASS was probably the first attempt to predict a large variety of

bioactivity profiles on a large scale. The initial publication dates from 1995 [88], and
at present the system allows prediction of more than 4000 categories of biological
activity, including pharmacological effects, mechanisms of action, toxic and adverse
effects, interaction with metabolic enzymes and transporters, in fluence on gene
expression, to name a few. The basis of PASS predictions is knowledge about
structure –activity relationships of more than 260 000 compounds with known
biological activities. QSAR models for each activity type have been generated and
evaluated with a 95% average accuracy of prediction, derived by a leave-one-out
cross-validation procedure for the whole PASS training set. The system is available
as a web service 2) and there are many citations related to this approach.
Another successful ligand-based approach to mining the chemogenomics space

has been reported in a seminal article by Gregori-Puigjan�e et al.. The authors
describe the practical implementation and validation of their ligand descriptor-based
approach to investigate the chemogenomic space of drugs. In silico target profiling of
767 drugs against 684 targets of therapeutic relevance was presented. The results
revealed that drugs targeting aminergic G protein-coupled receptors displayed
the most promiscuous pharmacological profiles. The authors detected cross-
pharmacologies between aminergic GPCRs and the sigma, NMDA, and 5-HT3

2) http://www.pharmaexpert.ru/passonline/reference.php#s2.
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receptors, thus finding an augmentation of the potential promiscuity of predomi-
nantly analgesic, antidepressant, and antipsychotic drugs.

11.3
Summary and Conclusions

Clearly, data mining using ligand profiling and target fishing is a hot topic in
modern pharmaceutical research. Chemogenomics, that is, the identification of all
possible drugs for all possible targets, has emerged as a new paradigm in drug
discovery in which efficiency in the compound design and optimization processes
is achieved through the gain and utilization of already targeted knowledge [89]. As
targeted knowledge resides at the interface between chemistry and biology,
computational tools aimed at integrating the chemical and biological spaces
currently play and will continue to play a central role in chemogenomics. Library
designwill profit from such approaches [90] as well as hit to lead expansion and lead
optimization processes through prioritization of compounds with desired pre-
dicted pharmacological profiles with low risks due to potential off-target-mediated
toxicity. We are at the beginning of a new age, where chemogenomics information
is rapidly available even in open access formats [91,92] to everybody involved in the
field of drug discovery. It is up to us to use this wealth of information in the most
intelligent way.
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12
Data Mining of Large-Scale Molecular and Organismal Traits
Using an Integrative and Modular Analysis Approach
Sven Bergmann

12.1
Rapid Technological Advances Revolutionize Quantitative Measurements
in Biology and Medicine

Understanding how genotypes impact on phenotypes is one of the central goals of
biology. In the last decade, immense technological advances have been made,
allowing measuring the properties and the behavior of biological systems with
great accuracy. Whole-genome sequencing not only provides an inventory of genes,
including their regulatory regions, but has also paved the way for high-throughput
technologies that elucidate their genetic variability across populations and their
transcriptional response subject to different genetic and environmental conditions.
Until recently,microarrays have played a leading role in cost-efficientmeasurements

of genome-wide profiles of gene expression as well as genetic variants, like single-
nucleotide polymorphisms (SNPs) and copy number variants (CNVs). This technology
is now being superseded by ultrahigh-throughput sequencing, which allows not only
affordable whole-genome sequencing but also very accuratemolecular phenotyping of
the transcriptome (RNA-seq), methylome (Me-seq), and interactome (ChIP-seq).
While microarrays originally were used most extensively to quantify gene expres-

sion inmanymodel organisms and clinical samples, in recent years SNP arrays have
become the tool of choice for genotyping large sample collections that usually had
already been phenotyped for various parameters. This includes in particular human
clinical cohorts, whose individuals had been classified as cases or controls for a
particular disease or had been measured for almost any imaginable trait.

12.2
Genome-Wide Association Studies Reveal Quantitative Trait Loci

The presence of phenotypic and genotypic data for large collection of individuals or
samples made possible the so-called genome-wide association studies (GWAS)
searching for correlations between genetic markers and phenotypic traits. Such
GWAS can be viewed as unsupervised data mining, since the genetic markers are
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generally capturing a large portion of all frequent genetic variants and can be used to
impute most of those that have not been directly measured. The standard procedure
is to perform a statistical test for each genetic marker (whether directly measured or
imputed) for its association (i.e., correlation) with the trait of interest. Markers that
are proximal on the DNA are often correlated (or in the so-called linkage dis-
equilibrium), such that GWAS typically (but not always) identify entire regions of
several markers known as “trait loci.” The motivation for this unsupervised
approach is that statistically significant associations could reveal new candidate
genes for playing a role in the phenotype of interest and that this would eventually
lead to a better understanding of the genetic components of diseases and their risk
factors, and potentially lead to new therapeutic avenues.
From themanyGWAS thatwereperformed in the last years, it becameapparent that

even well-powered (meta-)studies with many thousands (and even ten thousands) of
samples could at best identify a few (dozen) candidate trait loci with highly significant
associations. While many of these associations have been replicated in independent
studies, each locus explains but a tiny (<1%) fractionof the total genetic variance of the
phenotype. Remarkably, all significantly associated loci as features for a combined
model still miss out by at least one order of magnitude in explained variance of most
phenotypes. Thus, while GWAS already today provide new candidates for disease-
associatedgenes andpotential drug targets, very fewof the currently identified (sets of)
genotypic markers are of any practical use for assessing risk for predisposition to any
of the complex diseases that have been studied.
Various solutions to this apparent enigma have been proposed:

� First, it is important to realize that the expected genetic component of many traits
has been estimated from studies using data from twins, sometimes several
decades ago. These estimates are population-specific, depend on the total pheno-
typic variance (which depends on the environmental variance), and for many
traits a wide range of estimates have been observed across populations. Thus, it
has been argued that these estimates may be problematic [1].

� Second, the genotypic information is still incomplete. Most GWAS used micro-
arrays probing only around half a million of SNPs, which is almost one order of
magnitude less than 4 million common variants that have been identified from
the HapMap [2] CEU panel. While many of these SNPs can be imputed accurately
using information on linkage disequilibrium, there still remains a significant
fraction of SNPs that are poorly tagged by the measured SNPs. Furthermore, rare
variants with a minor allele frequency (MAF) of less than 1% are not accessed at
all with SNP chips, but may nevertheless be the causal agents for many
phenotypes [3]. Moreover, other genetic variants like copy number variations
(CNVs) may also play an important role [4,5].

� Third, it is important to realize that current analyses usually only employ
multilinear models considering one SNP at a time with few, if any, covariates,
like sex, age, and principal components reflecting population substructures. This
obviously covers only a small set of all possible interactions between genetic
variants and the environment. Even more challenging is taking into account
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purely genetic interactions, since the number of all possible pair-wise interactions
already scales like the number of genetic markers squared.

12.3
Integration of Molecular and Organismal Phenotypes Is Required for Understanding
Causative Links

Another plausible explanation for the fact that for most organismal phenotypes we
can only explain a small fraction of their estimated genetic variance in terms of
measured SNPs is related to the complexity of these phenotypes. Indeed, there is a
long path from a genetic variant to a phenotype that is observed at the level of the
organism (Figure 12.1). A variant nucleotide can have many effects: Exonic variants
may disrupt proper transcription by generating a premature stop-codon or can alter
an amino acid that is crucial for protein function, while intronic variants may affect
splicing. Also, variants outside the transcribed region can modify the level of
expression by altering regulatory sites for chromatin state, as well as transcriptional
and posttranscriptional regulation. However, whatever the direct effect of a genetic
variant is, it is first acting at the cellular level. Thus, the cell and therefore the tissue
type play an important role by providing the chemical environment under which the
variant is exerting its effect. This environment may differ not only across different
cell types but also as a function of the organismal environment (day or night, after or
before meals, etc.) or age.
It is important to realize that regulatory networks have evolved to function

robustly under external and internal perturbations. Any effect of a genetic variant
on the organismal phenotype is propagated through these networks. This propaga-
tion, in particular if it involves crucial cellular functions, is likely to induce
compensatory effects mediated by regulatory circuits like feedback loops. Moreover,
robust functions are often achieved by “backup systems,” alternative pathways that
can at least partially compensate each other [6–8]. Thus, for the vast majority of
variants segregating in a population, the resulting macroscopic phenotypic variation
is expected to be small, since variants giving rise to dramatic effects reducing
individual fitness would have been quickly purged from the population. Indeed, rare
monogenic diseases arise from such variants that alter a gene product (or its
expression level) in a way that cannot be compensated. For example, maturity
onset diabetes of the young (MODY) [9] refers to any of several hereditary forms of
diabetes caused bymutations in a single gene disrupting insulin production. MODY
is often referred to as “monogenic diabetes” to distinguish it from other forms of
diabetes involving more complex combinations of causes involving multiple genes
(i.e., “polygenic”) and environmental factors. Such common diseases are usually
governed by a large number of variants, each of which has a small, if any, effect, and
only a (unfortunate) combination of them can lead to a systemic breakdown of
homeostasis.
Thus, in general, it is not surprising that the effects of genetic variability are more

pronounced “upstream” at the molecular level than “downstream” at macroscopic
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level of the organism. Indeed, recent GWAS for gene expression data have shown
that the transcript levels of many genes (in cultured cell lines) can be explained in
part by the genotypes of SNPs in the vicinity of these genes [10]. Interestingly, the
fraction of the explained variation (�30%) of such SNPs is much higher than for any
of the complex phenotypes that have been considered by the recent GWAS. Similar
evidence comes from GWAS with metabolomic phenotypes [11,12] showing that
single SNPs may explain up to 12% of the observed variance in some serum
metabolite concentrations and up to 28% of certain concentration ratios as a proxy
for enzymatic activity [11].

Figure 12.1 Fr om gen o ty pe ov er m ol e c ul a r to
o rga ni sm al ph e no t yp e . A cco r di ng t o t he
“ C ent r al Do gm a ” ( le ft) , t he d ou bl e -s t ra nd e d
DN A co nt a i ns c od in g re gi on s ( or “ ge ne s, ”
to p) fr o m w hi ch me ss eng er RN A ( “ mRNA,”
mi dd le ) is tr a ns c r ib e d , wh ic h in t ur n i s
tr a ns la t ed i nt o pr ot ei ns t ha t pl a y a pi vo ta l r o le
i n ge ner a ti ng t he o r gan i sm a l ph e no ty pe
( bo t to m) . Ne w hi gh -t hr o ug h pu t te ch no lo gi e s
a ll o w q ua nt if yi ng t he i nf o r ma ti on c on t ent a t
e a ch le ve l ( mi dd le ). Th is q ua nt i fi ca t io n i s
d on e a t t he ge no mi c le ve l com pr is in g al l, or a

la rg e fr a ct i on , of th e ge no m e, th e
tr a ns cr i pt o me , a nd the pr o te om e , r es pec ti ve ly
(left). The latter two consist of “molecular
phenotypes” that are highly dynamic and well
regulated. Better quantification of this system
as a whole, combined with in-depth
knowledge about the individual elements, has
been proposed as the prerequisite for
understanding the emergence of complex
organismal phenotypes. (This figure is taken
fr om htt p: // ww w.n a t ur e .c o m/ nr g/ j ou rna l/ v 3/
n1 /b ox /n r g7 03 _B X1 .h tm l wi th pe r mi ss io n. )
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An alternative to the direct association of organismal phenotypes with genotypes is
thus to construct and integrate molecular networks defining the molecular states of a
system that underlie a particular phenotype or disease. By molecular state we mean a
set of molecular phenotypes that take a particular configuration (e.g., a set of metabo-
lites and genes that are all upregulated with respect to some base level). In order to
construct these networks and identify those states indicative of particular organismal
traits, large cohorts have to be phenotyped at both the molecular and the macroscopic
levels. Indeed, several studies characterizing gene networks have demonstrated how
genetic loci associatedwith expression traits can be combinedwith clinical data to infer
causal associations between expression and disease traits [13]. For example, Chen et al.
[14] reported an approach to uncover the components of coexpression networks that
respond to variations in DNA associated with obesity-, diabetes-, and atherosclerosis-
related traits. The genetics of gene expression in different tissues and its effect on
obesity-related traits were studied by Emilsson et al. [15].

12.4
Reduction of Complexity of High-Dimensional Phenotypes in Terms of Modules

Molecular phenotypes, like the aforementioned mRNA and metabolite concentra-
tions, provide much more direct information on the impact of genotypic variation
than the resulting organismal phenotypes. However, in general, the number of
molecular observables (e.g., the number of genes or metabolites) is much larger.
Moreover, theirmeasurements are often noisy. Thus, assigning genes ormetabolites
into groups and considering the group average have the following advantages:

1) It reduces the complexity of such data, since the number of groups is typically
much smaller than the number of individual elements.

2) It may provide biological focus if the individual elements share common features
(e.g., genes belonging to the same metabolic pathway).

3) It may provide insights into the structure of the underlying regulatory network
(e.g., groups of gene being organized in a hierarchical manner).

The advantageshave beenwell recognized for large-scale gene expressiondata and a
multitude ofmethodshas beendeveloped to identify groups (or “modules”) fromsuch
data [16]. A general advantage of studying properties of modules, rather than
individual elements, relies on a basic principle of statistics: The variance of an average
is proportional to 1/N, whereN is the number of (statistical) variables used to compute
its value, because fluctuations in these variables tend to cancel each other out. Thus,
mean values over the elements of a module or between the elements of different
modules are more robust measures than the measurements of each single element
alone. This is not only relevant for the noisy expression data produced bymicroarrays
but also for mass-specific quantification of protein or metabolite concentrations.
A common challenge in the analysis of large and diverse collections of molecular

profiles lies in the context-dependent nature of regulation. For example, certain genes
are only expressed in specific cell types, and their expression levels may depend on
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external conditions (e.g., stresses or drug response) or internal conditions (e.g.,
circadian rhythm or developmental stages). Usually genes are coordinately regulated
only in specific experimental contexts, corresponding to a subset of the conditions in
the data set. Most standard analysismethods classify genes based on their similarity in
expression across all available conditions. The underlying assumption of uniform
regulation is reasonable for the analysis of small data sets, but limits the utility of these
tools for the analysis of heterogeneous large data sets for the following reasons: First,
conditions irrelevant for the analysis of a particular regulatory context contribute noise,
hampering the identification of correlated behavior over small subsets of conditions.
Second, genes may participate in more than one function, resulting in one regulation
pattern in one context and a different pattern in another. Thus, combinatorial
regulation necessitates the assignment of genes to several context-specific and poten-
tially overlapping modules. In contrast, most commonly used clustering techniques
yield disjoint partitions, assigning each gene to a unique cluster [16].

12.5
Biclustering Algorithms

To take these considerations into account, molecular profiles should be analyzed with
respect to specific subsets. Algorithms for the coclassification of molecular concen-
trations and conditions (e.g., samples in a study) have been pioneered in the context of
expression data [17–23]. Such algorithms usually yield “transcription modules”
(another common term is “bicluster”) consisting of sets of coexpressed genes together

with the conditions over which this coexpression is observed. The na€õve approach of
evaluating expression coherence of all possible subsets of genes over all possible
subsets of conditions is computationally infeasible, and most analysis methods for
large data sets seek to limit the search space in an appropriate way. For example, Getz
et al. [19] introduced a variant of biclustering based on the idea to perform standard
clustering iteratively on genes and conditions. Their coupled-two-way-clustering
procedure is initialized by separately clustering the genes and conditions of the
full matrix. Each combination of the resulting gene and condition clusters defines a
submatrix of the expression data. Instead of considering all possible combinations,
two-way clustering is then applied to all such submatrices in the following iteration.
Other biclustering methods, like the Plaid Model [21] and Gene Shaving [22], aim to
identify only the most dominant bicluster in the data set, which is then masked in a
subsequent run to allow the identification of new clusters. The SAMBA (Statistical-
AlgorithmicMethod for Bicluster Analysis) biclusteringmethod [23] combines graph
theory with statistical data modeling. While each method has its advantages and
disadvantages [24], a common challenge is their scaling properties in terms of CPU
time and memory usage when applied to large data. This has been our main
motivation to develop our own clustering tools, whichwe describe now inmore detail.
The Signature algorithm (Figure 12.2) [20] was designed to test whether a set of

candidate genes exhibits a coherent expression over a subset of the microarray data,
thus already taking context-specific regulation into account. These test sets are
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constructed by integration of additional biological data, including functional anno-
tations and regulatory sequence information. In order to provide a more global
modular picture of the transcription program, this algorithmwas later extended into
an iterative scheme (the Iterative Signature algorithm (ISA)) (Figure 12.3) that allows
an efficient modular decomposition of large-scale expression data (typically tens of
thousands of gene probes tested over hundreds of conditions) even in the absence of
any a priori information [25]. The ISA is one of the state-of-the-art methods for these
types of data according to various performance measurements [19,20] and has been

Figure 12.2 The Signature algorithm requires
as input a set of genes, some of which are
expected to be coregulated based on additional
biological information such as a common
promoter binding motifs or functional
annotation. (a) The algorithm proceeds in two
steps: In the first step, this input seed is used to
identify the conditions that induce the highest
average expression change in the input genes.
Only conditions with a score above some
threshold are selected. In the second stage of

the algorithm, genes that are highly and
consistently expressed over these conditions
are identified. The result consists of a set of
coregulated genes together with the regulating
conditions and is termed “transcription
module.” (b) The output contains only the
coregulated part of the input seed, as well as
other genes that were not part of the original
input but display a similar expression profile
over the relevant conditions.
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employed for numerous biological studies [19,21–23]. Briefly, the ISA uses a set of
data to identify a compendium of modules, consisting of coherently behaving
elements (transcripts, protein, and metabolites) as well as the experimental condi-
tions (samples) for which this coherent behavior is the most pronounced. Specifi-
cally, by coherent we mean that for a given condition all elements of a module are
either all induced or suppressed with respect to some baseline level. The ISA has
the following advantages: (i) The elements and samples can be assigned to multiple
modules (while standard clustering produces mutually exclusive units). (ii) Requir-
ing only coherent behavior over a subset of samples allows picking up subtle signals
of context-specific and combinatorial coregulation, which may be too weak to be
extracted from the correlations over all samples that are used by many clustering
algorithms. (iii) Since the ISA does not require the calculation of correlation
matrices, it is highly efficient computationally and is thus applicable even to very
large data sets. We recently made available a comprehensive Bioconductor [26]
software package including a highly optimized implementation [27] of the ISA in R
as well as a number of tools for module annotation and visualization [28].

12.6
Ping-Pong Algorithm

High-throughput technologies are now used to generate different types of data from
the same biological samples. A central challenge lies in the proper integration of
such data. To this end, we proposed the concept of comodules (CMs), describing
coherent patterns across paired data sets and conceive several modular methods for
their identification. We proposed the Ping-Pong algorithm (PPA) (Figure 12.4) and

Figure 12.3 The Iterative Signature algorithm
(ISA) is an extension of the Signature algorithm
and is designed to reveal hierarchies of
coregulatory units of varying expression
coherence. This approach is applicable also in
the absence of biologically motivated seeds, in
which case the iterative scheme is initialized by
many sets of randomly chosen input genes. The

output genes determined by the Signature
algorithm are reused as input. This procedure is
iterated until input and output converge. Each
resulting “transcription module” is self-
consistent: Its genes are most coherently
coexpressed over the module conditions,
which, in turn, induce the most coherent
expression of the module genes.
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other modular schemes for the identification of such comodule. The main idea of
the PPA is to extend the iterative scheme of the ISA to two data sets that share one
common dimension. For example, a collection of samples that was studied using
two different assays would provide such data. In its original application to the drug
response [30] and gene expression profiles [31,32] from the NCI60 cell lines, the PPA
was used to integrate molecular with cellular phenotypes. However, this is just one
of many possible applications. For example, the shared dimension could also be
constituted by a set of genes whose expression (or any other feature) is quantified in
two different sample collections (see the following sections for details).

12.7
Module Commonalities Provide Functional Insights

Bothmodules and comodules group elements together. Often biological insight can be
gleanedby identifying features that are common to these elements. For example, genes
may share similar function if coexpressedor similar binding sites if this coexpression is
induced by a common transcription factor. Drugs attributed to the same module may
have the same target or interfere with the same pathway. Similarly, metabolites of the
same module may be involved in the same or related interactions. Thus, in order to
annotate (co-)modules, one needs to identify such commonalities. This has been
pioneered for genes. Using the growing body of information on the function of gene
products [33–35], it is feasible to provide an initial annotation of transcriptionmodules

4 2

31

E RC DG

MGCD

Figure 12.4 The Ping-Pong algorithm starts
with a candidate set of genes (G, green) and
uses the available expression data E to identify
the cell lines (C, orange) for which these genes
exhibit a coherent expression (arrow 1). In the
next step, the response data R are employed to
select drugs (D, blue) that elicit a similar
response in these cell lines (arrow 2). This set
of drugs is then utilized to refine the set of cell
lines by eliminating those that have an

incoherent response profile and adding others
that behave similarly across these drugs (arrow
3). Finally, this refined set of cell lines is used to
probe for genes that are coexpressed in these
lines (arrow 4). This alternating procedure is
reiterated until it converges to stable sets of
genes, cell lines, and drugs. We refer to these
sets as comodules MGCD (green, orange, and
blue boxes), which generalize the concept of a
module from a single to multiple data sets.
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based on automated functional enrichment analysis. Specifically, overrepresentation of
genes belonging to the same functional category in one module suggests its association
with this function. Overrepresentation can be quantified i n te rm s o f a p-value, based on
the total numbers of elements in the category and the module, as well as their
intersection. Usually these p-values are computed using Fisher’s exact test. A number
of tools (e.g., FUNSpec [36], MAPPFinder [37], or FatiGO [38]) for online enrichment
analysis have been published. Functional categories for many human and mouse genes
are provided, for example, by the Gene Ontology (GO) project [39] and associations with
metabolic pathways are available at the KEGG [40] database. Although functional
annotations are incomplete, and sometimes even wrong, very small p-values usually
indicate a functional link for the module.

12.8
Module Visualization

St andard hierarchical clustering still remains the default analys is tool for large
se ts of biological data, despit e t he limitations of this analysis  method for large-
scale data [17–23]. One reason for this is that the widely used representation of

Figure 12.5 Screenshot from ExpressionView
(available online at http://www2.unil.ch/cbg/
index.php?title¼ExpressionView). Similar to the
standard biclustering, our tool visualizes
expression levels of all the genes in the data set
(columns) under many experimental conditions
(rows) using a color code. However, the order
of genes and conditions has been optimized in
order to highlight the coherent expression

patterns that are apparent only over a subset of
the entire data set (i.e., transcription modules).
Genes (as well as conditions or modules) can
be selected in the window on the right. Modules
are clickable, providing detailed information on
their genes and conditions, as well as
automated annotation in terms of enriched GO
categories and KEGG pathways.
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expression data in terms of a reordered color-coded matrix with dendrograms
delineating the clusters and their hierarchy has the advantage of being exceedingly
simple. In particular, many biologists apparently appreciate that the original
expression values (or ratios) are shown in this presentation (somewhat akin to
the fact that showing the image of a gel shift experiment is still a must, although
quantification software for gels has existed for some time now). Accordingly, we
have designed a new visualization tool ExpressionView [28] that presents modules
as rectangles that denote its genes and arrays on the actual expression data
(Figure 12.5). Since it is in general impossible to represent more than two
mutually overlapping modules in this manner, we have developed an algorithm
that minimizes the fraction of genes or arrays that appear as disconnected module
fragments. Thus, our tool maintains the aforementioned simplicity of the
common cluster representation, while allowing an intuitive presentation of
overlapping groups of genes and arrays.

12.9
Application of Modular Analysis Tools for Data Mining of Mammalian Data Sets

The ISA has been applied for a number of analyses of gene expression data, by both
ourselves [20,24,29,41–47] and others. Here, we provide two recent examples,
highlighting the usefulness also in the context of limited sample size [43] and
the new generation of RNAseq expression data [47]. Subsequently, we briefly review
the original application of the PPA, integrating gene expression with drug–response
data from the NCI60 panel [29]. Finally, we provide an alternative application, where
this approach was used to identify cross-species transcript.

1) Modular analysis of fibroblast expression profiles increase power to detect dysregulated
units in patient samples
In collaboration with the Reymond laboratory [43], we recently applied the ISA

to a collection of 96 public expression profiles from human fibroblasts to
establish sets of genes coexpressed in this cell type. We used these transcription
modules to identify differential expression of fibroblast samples from individuals
with Williams–Beuren syndrome (WBS) with respect to properly matched
controls. As it turns out, it is much more powerful to query for differentially
expressed modules (i.e., comparing the mean expression across module genes)
than the individual genes. In particular, the modular approach has the advantage
thatmuch less tests have to be performed, which helps to overcome the burden of
multiple hypotheses testing. Another advantage is that any associated module
provides a context in terms of its enrichment with functional categories. For
example, dysregulated modules in WBS highlighted the role of process related to
the extracellular space and immune response in the pathophysiology of WBS.
This case study illustrated the usefulness of a modular approach even in the
context of a small set of samples by projecting them on modular components of
related large-scale data, which are becoming available for many cell types.
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2) Using the ISA to study evolutionary dynamics of mammalian transcriptomes
Ge nome an alyses can u ncover pr otei n-coding changes t hat potentially

un derlie the differences between species, although many of the phenotypic
dif f ere nc es be t we en s pe c ie s are t he re sul t of re gu lat ory mu tat i ons a ff ec t in g
ge ne e xp ression . In th i s co ll abo rative st ud y [ 47 ] he a de d by P rof . Henrik
Kae ssm ann g rou p (C IG and U NI L ), we u se d h igh -t hro ug hp ut RN A s eq u enc -
ing t o st u dy t h e e vo lu tion ary d ynam ics of mammalian transcriptomes
in 6 major tissues (cortex, cerebellum, heart, k idney, liver, and t estis) of
10 spe cie s fro m a ll majo r mamm a lian l i ne ag es. T he stu dy s he d ne w ligh t on
the exten t of transcriptome variation between organs and species, as well as
po tentiall y sel ectively driven expression switches that may have shaped
speci fi c org an biol og y. No tably, f or th e fi rst time we applied the ISA to
RNAseq data identifying t ranscriptional u nit s (mo du le s), i nc lu ding subsets
of orthologous genes that have conserved (coherent?) expression patterns
across different sets of organs in certain species or lineages.
Information on all the modules in the whole data set and in a primate-specific

data set was made available in a searchable database at http://www.unil.ch/cbg/
ISA/species. We found 33 organ-speci fic modules with conserved expression
levels among species, 145 modules specific to an organ or organ pair with
lineage-specific expression patterns (i.e., only observed in evolutionary closely
related species), and 658 modules that show no clear relation to specific
phylogenetic groups and/or affect multiple organs [47]. The organ-specific
modules were enriched with genes typically involved in processes matching
the function of the respective organs. The organ-specific modules with lineage-
specific expression patterns provided clues to the organ biology of different
mammals. For example, we found 25 nervous tissue modules that evolved
distinct expression levels along the major terminal branches of the mammalian
phylogeny. Notably, CNS-specific modules in the nonprimate mammals often
showed altered expression in both nervous tissues, suggesting a tight functional
and evolutionary link between them in mammals. Interestingly, the only lineage
with brain-specific expression modules in the primate data set was that of
humans. The genes in the largest of the four human-specific brain modules
are involved in various neurologic processes, many of which are related to neuron
insulation probably reflecting the larger proportion of myelinated axons (white
matter) in the human prefrontal cortex compared to that of other primates.

3) Identification of gene–drug links through integrativemodular analysis ofNCI60data sets
As the initial application of our PPA to real data, we performed a comodule

analysis of gene expression and drug–response data from the NCI60 project.
For this study, 60 tumor cell lines had been phenotyped using both microarrays
[31,48,49] and assays monitoring their growth when subjected to a large
number of chemical compounds [50,51]. Thus, each cell line was characterized
by two profiles, one for the expression of each gene, and one for its resistance
to each drug. A simple way to search for gene–drug links would thus be to
connect genes whose expression profile correlates with the response profile of
certain drugs (across cell lines). However, as we showed in our paper [29], this
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approach has very little power to predict true positives (using DrugBank as
reference). Studying different approaches that modularize the two data sets, we
showed that the PPA predicts drug–gene associations significantly better than
other methods (refer to Figure 1a and b of Ref. [29]). In this setting, comodules
contain sets of genes that are coexpressed across some of the cell lines as well
as drugs that affect the growth of exactly these cell lines. Candidates for gene–
drug interactions are scored by how often and how strongly a given gene–drug
pair was attributed to a comodule. For example, if some gene was overex-
pressed only in cell lines derived from one type of tissue and a certain drug
would slow growth only in these cell lines, then this would establish some
evidence for a gene–drug link, which however would only rely on the matched
tissue specificity and not necessarily on any molecular interactions. However,
although some comodules reflected the tissue origin, others grouped cell lines
from different origins, in which case the associated gene sets were more likely
to be markers of the common dysregulated pathways of the underlying cancers.
Clearly, the study could only provide proof of principle for predicting gene–
drug links from large-scale data. Nevertheless, already based on this small
collection of samples, we could provide interesting new insights into possible
mechanisms of action for a wide range of drugs, which in principle suggest
new targets and could eventually lead to novel therapies.
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4) Comparative modular analysis of gene expression in vertebrate organs
The degree of conservation of gene expression between homologous organs

largely remains anopenquestion. Several recent studies reported someevidence in
favor of such conservation based on similarity measures computed across all
orthologous genes. However, expression levels of many genes are not informative
about organ specificity. In order to overcome this limitation, in collaboration with
the Robinson lab we used our PPA for the identification of interspecies comodules
of organs and genes. In fact, there are two possibilities for the dimension shared by
the human and mouse expression data: orthology relations between genes
(Figure 12.6a) or organ homology (Figure 12.6b). First, we ran the PPA on the
data sets matched through one-to-one orthologous gene pairs. Thus, the comod-
ules consisted of orthologous genes and themouse andhumanorganswhere these
genes were expressed. We found that the nervous system (in particular, amygdala,
cerebral cortex, hypothalamus, and spinal cord) formed a distinct module in both
mouse and human.We also observed several other functionally related comodules,
like a comodule containing kidney and liver, a comodule related to the immune
system (including lymph node and thymus), a female reproductive system
comodule (ovary and uterus), and a respiratory system comodule (lung and
trachea). Second, we ran the PPA on the data sets matched through homologous
organ groups (HOGs) [52]. The resulting comodules consisted of sets of homolo-
gous organs and (potentially different) sets of mouse and human genes with
coherent overexpression in these organs, which were enriched in, but not limited
to, orthologous genes. In addition to system-specific comodules, we also found
organ-specific comodules. Each of these comodules contained genes whose
functionwas clearly related to the respective organs, confirming that overexpressed
genes tend to play important roles in a given organ or organ system.
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12.10
Outlook

High-throughput data acquisition technologies have created the potential for new
insights into biological systems. However, the hope to better understand the
regulation of these systems and eventually predict their response will only materi-
alize with adequate computational tools to process and visualize the vast amount of
data these technologies produce. Medical research is rapidly adopting high-through-
put technologies to characterize clinical samples and, therefore, requires appropri-
ate computational tools to interpret the results and use them for diagnostic
purposes.
Modules provide the building blocks of the regulatory network. A systems biology

approach aims at not only identifying (and annotating) these units but also
describing the relationships between them in order to reveal the structure of the
entire network. Module relationships can be defined in many ways: the extent of
common elements or functional categories enriched for these elements describes
static intermodule relations. However, since our (co-)modules typically also include
the samples (conditions) over which coherent patterns are detected, they potentially

Figure 12.6 Scheme for the two possible ways
for the integrative modular analysis of human
(EH) and mouse (EM) expression data. The two
data sets can be matched either by orthology
relations between genes (a), giving rise to
comodules (CM) consisting of mouse (OM) and

human (OH) organs, as well as the one-to-one
orthologous genes (G) or (b) by organ
homology such that the comodules include all
mouse (GM) and human genes (GH), as well as
homologous organ groups (HOGs or O).
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also allow to provide insights into dynamic relationships between modules. For
example, the induction of certain transcription modules may be mutually exclusive.
For example, in yeast, modules pertaining to growth are inversely regulated to
modules related to stress. Similarly, certain metabolite groups may reflect opposing
metabolic states (like hypoxia and hyperoxia).
We believe that a modular approach to large-scale data will be instrumental in

reducing the complexity of large-scale biomedical data and also provide a means for
integrating different types of omics data. For example, future applications of the
Ping-Pong algorithm [29] can extend to the analysis of data sets covering different
types of gene regulation (e.g., posttranscriptional modifications or protein expres-
sion). In this case, comodules would include sets of genes that are coregulated at
multiple instances, as well as subsets of samples where this coregulation occurs.
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13
Systems Biology Approaches for Compound Testing
Alain Sewer, Julia Hoeng, Ren�ee Deehan, Jurjen W. Westra, Florian Martin,
Ty M. Thomson, David A. Drubin, and Manuel C. Peitsch

13.1
Introduction

Industry and academia are faced with the challenge of evaluating the health risks
associated with long-term exposure to drugs and/or consumer products. This
challenge results from the fact that the health risks of new drugs and/or consumer
products are assessed over a short period of time, while their health effects may
become apparent after long-term exposure only. The focus on long-term effects
requires not only the ability to extrapolate the short-term observations to long-term
outcomes but also the ability to translate the potential risks identified from a
combination of in vivo and in vitro experimental systems to human populations.
Over the last decade, it has become apparent, and increasingly accepted, that under-
standing the biologicalmechanismsunderpinning the activity of compounds is key to
explaining toxic effects and adverse events [1], and is also a necessary component of
the knowledge required to predict risk. Rodents are frequently used for in vivo testing,
and while these species often showmajor ADMET (absorption, distribution, metabo-
lism, excretion, and toxicity) differences with humans [2], they remain an important
source of preclinical data that togetherwith human-derived cell and tissue culture data
can facilitate an early assessment of toxicity risk. The challenge formulated above can
therefore be subdivided into two distinct aspects: first, the discovery of the biological
mechanisms (biological network perturbations) that link short-term observations
with long-term outcome(s), and second, the translation of mechanistic observations
derived from experimental systems to humans and their populations. Mechanistic
understanding is the key to addressing both dimensions.
Typically, epidemiological studies are used to correlate biological impact with

long-term outcome, but are not designed to elucidate the causal chain of events that
link the two. Furthermore, the systems-based variations within this causal chain
represent the basis for the translation of model systems data to human relevance.
Systems-based variation includes interspecies and interindividual differences as
well as differences in complexity between in vitro and in vivo systems. Fortunately,
due to recent technological advances in molecular biology and computational
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science, it is becoming much easier to generate, organize, and interpret high-
throughput data and mechanistic information, making it increasingly feasible to
account for the majority of the biological system when measuring the effects of a
substance or product. The resulting perturbations can be observed in the context of
the biological network, thereby allowing a systems-wide understanding of the
mechanisms leading to disease.1) Based on this framework, tools and biomarkers
designed to measure the comparative risk of toxic substances can be developed.
Our objective is to establish a set of novel methods that quantitatively measure

biological impact [designated as the biologic impact factor (BIF)] from systems-wide
data such as transcriptomics and proteomics [3]. These methods use comprehen-
sive, mechanistic causal biological network models as the substrate for quantitative
data analysis to identify mechanism of action and assessment of biological impact at
the pharmacological/toxicological level. The impact of a specific biological network
perturbation caused by a single, or a mixture of, biologically active substance(s) is
determined for every described node (molecular entity) of the network, thereby
identifying causal mechanistic effects induced by the substance(s). Because our
approach is based on the collection and analysis of systems-wide experimental data,
this quantitative method is capable of measuring the activation of multiple biological
networks that are perturbed by the active substance(s). This enables a quantitative
and objective assessment of each molecular entity (or node) in the described
biological network(s) that can serve – alone or as part of a signature – as a molecular
biomarker closely expressing the overall state of perturbation (activation or inhibi-
tion compared to control). Every biological network in the system and its correlation
with events such as disease onset or disease progression can be accounted for.
Furthermore, our approach enables the quantitative comparison of biological
impacts across individuals and species at the mechanistic level representing an
advantage over gene-level comparisons that are confounded by genomic/genetic
variations. This capability provides a means to facilitate the translation of in vivo and
in vitro model system biology to human biology.
This approach provides both potential predictive capabilities and an explicit listing

of all associated assumptions through deterministic scoring algorithms. The algo-
rithms, metrics, and biological network models presented here will be further
developed and published in peer-reviewed sources to enable public access.We believe
the approach enables the application of network pharmacology and systems biology
beyond toxicological assessment [1,4–7] and into areas such as drug development,
consumer product testing, and environmental impact analysis. Here, we outline five
steps of the strategy and the progress made to date (Figure 13.1) [3].

1) These processes embody precisely the “data mining” aspect of the approach described in this
chapter: unstructured high-throughput experimental data are mined using biological network
models to provide interpretable information in the form of perturbed biological mechanisms,
which will be used for compound assessment.
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13.2
Step 1: Design Experiment for Data Production

The first of the five steps of the strategy for compound assessment is focused on the
generation of high-quality systems-wide experimental data. It takes into consideration
a number of components: (i) the experimental system, (ii) the conditions of exposure
to the test substance, (iii) the appropriate assays necessary to monitor the effect of
exposure on the system (perturbations), (iv) the technology platforms used tomeasure
the perturbations, andfinally, (v) the execution of the experiment itself. In this section,
the choicesmade for the above-mentioned components are presented and the reasons
underlying them are explained. While fundamental for the data generation
(Figures 13.3 and 13.4), the technology platforms are only very briefly discussed.
To assess the potential human health risks associated with a compound, data

collected from clinical studies are the most relevant. However, compound-related
diseases may take decades to manifest and it is often difficult or even impossible to
obtain longitudinal human data sets. Therefore, we have to rely heavily on animal
(preclinical) models, as well as onmodels based on cellular and organotypical (3D) in
vitro cultures, to generate data. These experimental systems allow us to gain insights
into the biological perturbations caused by the compound, identify mechanism-
specific biomarkers for use in human studies, and eventually link these mecha-
nisms to the onset of disease for impact assessments. Although the in vitro and
preclinical systems are known to have many shortcomings, we propose that by
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taking a systematic approach to their use we can minimize these issues and begin to
close the gaps in understanding of in vivo human biology.
Our strategy is based on a systematic “cubic” experimental design space, as repre-

sented in Figure 13.2. The three dimensions are (i) the experimental systems, (ii) the
exposure to the compound(s), and (iii) the (perturbed) biological networks, which will
be measured and are often related to particular cellular functions. These three dimen-
sions are discussed here in more detail:

Experimental systems: For optimal utility, the biological experimental systems need
to fulfill two complementary purposes. First, the animal models to be used should
reproduce at least some features of the human disease and be adequate for the
exposure regimens required. Second, the cellular and organotypical systems
should reflect the cell types and tissues involved in the disease etiology. Priority
should be given to primary cells or organ cultures that recapitulate the in vivo
biology as much as possible. Furthermore, it is crucial to match each human
in vitro culture with the equivalent culture derived from the animal models used.
These constitute a “translational parallelogram” from animal model to human
biology using the matched in vitro systems as intermediate hubs [8].
Exposure to the compound: Ideally, the exposure matrix must be well characterized
chemically, even in the case of a complex mixture. The goal is to recreate an
exposure regimen, that is, the dose and duration of exposure thatmost realistically
mimic the human situation. It is therefore imperative to define a set of standard
exposure regimens to be applied systematically to the well-defined experimental
systems. Furthermore, appropriate biological assays should be used to obtain
time- and dose-dependent data to capture both early and late events and ensure
that a representative dose range is covered. If this standardization is fulfilled,
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translatability questions involving a fixed treatment can be more easily addressed
(Figure 13.2, comparability heat maps between two cubes).
Biological networks: Biological networks constitute the only dimension of the
experimental design cube that is not a true experimental factor, but rather a
knowledge-driven filter applied to the measurements made during the experi-
ment. Using biological networks as a translatability factor significantly enhances
the power of the resulting comparisons. It also opens an additional comparability
direction that connects the short-term disease onset manifestations and
the associated long-term disease risk. This aspect will be discussed in Section 13.6.
The use of biological networks to provide context and improve data relevance is
supported by recent advances in the so-called network view of diseases that
describes a biological system in terms of a limited set of networks that are
diversely perturbed in the case of diseases [9–12]. A more detailed discussion
about the particular types of biological networks used in implementing this
strategy and how they are assembled is given in Section 13.4.

Once the experimental system and the compound exposure regimen have been
established, the appropriate technology for measuring the corresponding systems-
wide effects must be selected. Since they simultaneously and rather exhaustively
measure a high number of individual molecular entities (typically several tens of
thousands), high-throughput technologies are clearly preferred. However, high-
throughput approaches yield more noise in the data than the low-throughput
approaches and, therefore, careful implementation of quality controls (QCs)
must accompany all steps of the application, as shown in Figures 13.2 and 13.3.
In principle, high-throughput systems-wide measurements of gene expression,
protein expression, and posttranslational modifications such as phosphorylation can
be generated to assess the effects of the applied treatment on the considered
biological system. In practice, gene expression is currently the most widely used
approach. To complement the high-throughput systems-wide assessment, addi-
tional assays are used to characterize the functional outcomes of the biological
system. An example is presented in Section 13.5 where fluorescence-based tech-
niques were used to quantify in vitro cellular stress and immune responses.
Although animal models and cellular systems do not always directly translate to
human disease, some of the key system elements can be reproduced and these
observations represent a major asset in understanding how biological network
perturbations can lead to disease. Considerations regarding the potential of model
systems to translate to human health benefit are further developed in Section 13.6
constituting the last component of the five-step strategy outlined in Figure 13.1.
The final aspect to be considered concerns the actual execution of data-generating

experiments. Figure 13.3 shows a typical workflow tomeasure in vivo gene expression
in a nonhuman species. Thefigure illustrates the complexity of these experiments that
involve the collection of a variety of samples at multiple time points. The test
compound is subjected to a standardized time- and dose-dependent exposure regimen
for the assessment of the two quantitative measures. Zero dose is used to represent
control conditions. The experiment is performed in multiple replicates to optimize
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statistical power during analysis, and a randomization and blocking strategy is
employed to minimize variability and bias in the data. As shown in Figure 13.3, it
is particularly important to randomize the sample grouping during the intermediate
steps of organ dissection and RNA extraction to avoid batch effects that can mask the
actual treatment-induced signal [13]. When measuring gene expression with wide-
spread DNA microarrays, the single-channel technology (such as Affymetrix
GeneChip1) circumvents the additional complications incurred by having to account
for both channels when using dual-channel arrays. Finally, as indicated on the bottom
of Figure 13.3, each biological sample must be controlled for quality. Once the
experiment has been successfully completed and all quality controls deemed satisfac-
tory, the generated data are ready for input into the next stage of the process where the
calculations of the systems response profiles (SRPs) are made.

13.3
Step 2: Compute Systems Response Profiles

Thequality-controlledmeasurements generated in the experimental stage constitute a
SRP for each exposure in a given experimental system. Systems-wide data generated
by high-throughput technologies are used to elucidate the mechanistic impact of
biological perturbations on the experimental system. The SRP expresses the degree to
which each individualmolecular entity is changed as a consequence of the exposure of
the system to the tested compound and is the result of rigorous quality controls and
statistical analysis. In this way different data types (transcriptomics for messenger
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RNAs and microRNAs, proteomics/phosphoproteomics, metabolomics, etc.) can be
integrated and coanalyzed to provide the most accurate possible quantitative repre-
sentation of the biology. However, several processing steps are necessary in order to
satisfy the various requirements expected from such multidimensional data, such as
the raw data normalization, the choice of appropriate statistical models, and the
acquisition of rich experimental meta-information in a standardized format. The
following section discusses various aspects of the SRP computational workflow.
The primary input of this workflow is a data set obtained from a high-throughput

profiling technology.Gene expressiondata probingmessengerRNAs (mRNAs)will be
used as a concrete example, but these considerations are also valid for data obtained
fromother technologies such as exonor tilingmicroarrays, aswell asRNAsequencing
(RNAseq). The experimental studies used to generate the data are assumed to be
optimized for quality and relevance, while all measuring devices are adjusted and
validated according tomanufacturers’ directions. The goal of the processing workflow
is twofold. First, it transforms the input data (raw data) into the appropriate SRPs,
accompanied bymeasures of their statistical significance. Second, it computes quality
metrics at the various processing stages, in order to confirm the appropriateness of
both data and applied transformation methods. Figure 13.4 gives a schematic view of
the workflow, and its components are explained in the following (more details are
given in Refs [14,15]).

Raw data normalization: The input raw data contain intensity measurements
performed directly on the images of the array (“probe level” for Affymetrix
GeneChip). However, they do not yet provide the intensity values of actual genes
(“probe set level” for Affymetrix GeneChip). In addition, between-array
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Figure 13.4 The pipeline for computing systems response profiles (SRPs).
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comparisons might contain array-specific biases due to independent measure-
ments of each array. The goal of raw data normalization is to generate mRNA-
based intensities that can be compared across all arrays in the experiment. An
efficient method to achieve this task is the RMA (robust multichip average)
algorithm, based on the reasonable assumption that probe intensity distributions
are identical across all arrays [16]. The first step consists of background subtrac-
tion where the effects of parasite hybridization on the microarray probes are
reduced. An improvement of this step has led to the GCRMA (GeneChip robust
multichip average) algorithm, which explicitly takes into account the nucleotide
content of the probes in the evaluation of the background contributions [17]. The
next step is the actual normalization based on the quantile normalization
algorithm that exploits the above assumption of identical probe intensity distri-
butions across all arrays. The last step is the summarization, which computes an
estimate of the actual mRNA abundance based on the intensities of the multiple
matching probes and using the median polish algorithm [18].
Systems response profile calculation: Normalized data constitute the input of the
actual SRP calculation, together with the experimental design details that contain
the relationships between all measured samples. For the sake of clarity, the
simplest case of a pairwise comparison between one group of “treated” samples
and one equally sized group of “control” samples is considered (see Section 13.1).
More complex designs are common and they can be handled in a manner similar
to the pairwise comparison, as long as linear models are used appropriately in the
calculation [19]. In a pairwise comparison context, the SRP measures the effect of
the applied treatment at the gene level by comparing against a group of control
samples that did not undergo the treatment. Specifically for a given gene, the
response consists of the difference between mean log2 intensities of the group of
treated samples and mean log2 intensities of the group of control samples. This
quantity is usually referred to as gene differential expression. The associated
statistical significance is provided by the t-statistic taking into account the
expression variance within each group. In the case of microarray experiments,
the number of samples is often small and so the variances are difficult to be
estimated accurately. A solution to this problem is provided by the moderated
t-statistic, which improves the specificity of the SRP statistical significance by
using empirical Bayes methods [19]. Another solution is the significance analysis
ofmicroarrays (SAM) approach based on bootstrapping computations and shrunk
t-statistic [20]. The SRP specificity is further increased by applying multiple
testing corrections, for example, the Benjamini–Hochberg correction [21], to
account for the fact that thousands of genes are measured on the microarray. At
the end of the process, the SRP is characterized by the differential expression
values of all genes measured on the microarray, complemented by their statistical
significance, usually in terms of p-values or false discovery rates (FDRs).
Quality controls: The data quality is controlled at three different levels and specific
features are examined in each case. At the raw data level, several within-array
metrics are computed, which allow detecting possible hybridization in homogenei-
ties on themicroarray aswell as sensitivity issues in the intensity range.Normalized
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data are used to perform between-array comparisons and thereby identify possible
outlying samples.Multivariate approaches like principal component analysis (PCA)
are used to verify the consistency of the data, typically by showing that in reduced
dimensional space the samples belonging to the same treatment group are closer to
one another than to samples from different treatment groups. Normalized data can
also be corrected for possible (nonconfounding) experimental batch effects, if this
information is available. This operation is important because it reduces the fraction
of data variance that is not due to the test treatment, and therefore increases the
statistical significance of the downstream-calculated SRPs. Several algorithms have
been developed for performing this task such as the Combat method that uses an
empirical Bayes approach [22]. At the SRP level, the assumptions underlying the
statistical models used in calculations must be, at least partly, verified. This
information is derived from so-called diagnostics plots. For the t-test described
above,MA-plots, volcano plots, QQ-plots, histograms of the residuals, and so on are
used to visualize this information.

Several studies have shown that the reproducibility of published gene studies
remains low [23]. In order to ensure optimal acceptance by the both the scientific
community and the regulatory authorities, particular attention must be given to
aspects of the process of computing SRPs that can improve reproducibility. These
are discussed in the following:

Scientific relevance: Recent studies have shown that there are some components of
the pipeline for computing SRPs that could possibly be improved with regard to
both normalization and statistical evaluation [24,25]. However, it has also been
shown that the current version of the pipeline presented above continues to
perform well compared to alternative approaches [26]. In addition, the choice of
pipeline components represents a compromise between confirmed value and top
performance, and the current approach has emerged as a consensus within the
microarray analysis community. While there is improvement for scientific
correctness, this consensus is a strong indicator of its potential to generate
meaningful results that will continue to find acceptance in science and regulatory
communities. An example of compromise is seen with the fact that the assump-
tions underlying the RMA normalization algorithm are not always satisfied [27].
However, this does not put into question the value of RMA itself since this has
been successfully used in a large number of studies with over 3000 citations of the
original article in subsequent papers.
Technical standardization: In order to facilitate the reimplementation of the
processing pipeline, it is prudent to use the free and open-source Bioconductor
software [28]. This software is based on the R programming language used in
statistics, and due to its widespread use and content quality, it has almost become
a standard in computational biology. The algorithms described above are all
available as Bioconductor R packages, thereby enabling the full SRP pipeline to be
run in the R environment. An additional capability of Bioconductor is its software
versioning and archiving policy put in place in the repository [29], which
significantly contributes to the reproducibility of the processing pipeline.
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Experimental reproducibility: Improving the reproducibility of microarray experi-
ments has become an important goal for many years, as illustrated by initiatives
such as the Microarray Quality Control Phase I (MAQC-I) project [30]. Several
components of the data production instruments are not under the direct control of
the experimentalist and as such quality must be guaranteed by themanufacturers.
Technological progress in the field of bioanalytics has led to a fairly robust
protocols that display acceptable reproducibility. In this context, the experimen-
talist focuses on following the established protocols and controlling the quality at
every step. Insufficient quality introduces variability into the data, such that the
extraction of the targeted signal becomesmore difficult due to an increased signal-
to-noise ratio. Another aspect relevant for reproducibility is the availability of
detailed information describing the experiment. A satisfactory solution is pro-
vided by the MIAME-based exchange format MAGE-TAB [31], which has become
the standard for data sets deposited in public microarray databases such as
ArrayExpress [32].

In conclusion, complying with all quality aspects is essential to producing robust
SRPs and to optimal acceptance of resulting compound assessment outcomes.

13.4
Step 3: Identify Perturbed Biological Networks

A substrate of a priori biological knowledge is required in order to evaluate the SRPs
in a causal, mechanistic manner that can facilitate the determination of biological
impact for the compound under assessment. In order to apply the strategy outlined
in Section 13.1, highly comprehensive causal network models of the biological
processes relevant to risk assessment must be constructed. This approach provides a
more detailed molecular understanding of biological network perturbations com-
pared to the gene lists used in more classical toxicogenomics studies [33] and
enables a tighter mechanistic linkage between exposure and disease risk. We have
developed a strategy to build such network models using Biological Expression
Language (BEL), a semantic programming language that allows a flexible represen-
tation of biological processes in a computable format [34]. As shown in Figure 13.5,
the design and construction of causal network models is an iterative, multistep
process. Network construction is explained in this section, aided by two concrete
examples from previously published network models describing cell proliferation
and cellular stress in nondiseased pulmonary tissues [35,36].
In step 1, the “literature model” is constructed (Figure 13.5, upper panel). The

biological boundaries of the network are defined by a team of discipline-specific field
experts, guided by a literature survey of the relevant signaling pathways related to the
process of interest (e.g., cell proliferation in lung). BEL-encoded causal relationships
describing these pathways are extracted from the Selventa Knowledgebase, a com-
prehensive repository containing over 1.5 million nodes (biological concepts and
entities) and over 7.5 million edges (connections between nodes). The Selventa
Knowledgebase is manually curated from peer-reviewed scientific literature as well
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as other public and proprietary databases [37]. These relationships are assembled to
nucleate a network with causal relationships within the boundaries of tissue context
and known biologicalmechanisms. Nodes in the networks are biological entities such
as protein abundances, mRNAexpressions, and protein activities. Network nodes can
also represent biological processes (e.g., apoptosis), as well as chemicals or small
molecules whose transcriptional signatures represent similar signaling to the one
induced by the compound exposure. Edges are relationships between the nodes, and
are categorized as either causal or noncausal. Causal edges are directional cause–effect
relationships between nodes (e.g., catalytic activity ofMYD88directly increases kinase
activity of IRAK4), whereas noncausal edges connect different forms of a biological
entity, such as a particular protein abundance to its phosphorylated form (e.g., TP53
protein abundance to TP53 phosphorylated at serine 15). The literature-based model
constructed in step 1 broadly covers biological signaling within each process of
interest. It utilizes amodular design, where the content of eachmodule is constrained
to discrete areas of signaling. For example, in the network describing cell proliferation,
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a module depicting cell cycle regulation was combined with modules describing the
pathways known to influence cell cycle progression in the lung [e.g., Wnt, Hedgehog,
and prostaglandin E2 (PGE2) signaling] [36].
In step 2, the “integrated model” is constructed (Figure 13.5, middle panel). The

content of the literaturemodel is first verified by performing reverse causal reasoning
(RCR) on relevant high-throughput data sets available frompublic transcriptomic data
repositories such as GEO or ArrayExpress. RCR is a method that takes SRPs obtained
from gene expression profiles as input and uses statistical and biological criteria to
makepredictions about theactivity states of biological entities termedHYPsasoutputs
[37–40]. The abbreviation HYP is derived from the word “hypothesis” and is an
appropriate term to use since RCR determines whichHYPs contained in the Selventa
Knowledgebase can be considered as hypotheses for explaining the observed SRPs.
HYPs are described in greater detail in Section 13.5. By design, a large fraction of the
nodes of the literaturemodel are HYPs and also involve causal relationships extracted
from the Selventa Knowledgebase. Taking advantage of this feature, the verification of
the literature model is performed as follows. First, a suitable data set is chosen for
verification. Ideally, data sets used to verify network content are generated from an
experiment perturbing a biological mechanism captured by the networkmodel under
investigation (e.g., a data set investigating the cellular response to oxidative stress
would be used to verify the cellular stress network model). From the differentially
expressed genes in a data set, RCR predictions are computed for all HYPs in the
Selventa Knowledgebase, including the network nodes that are HYPs. Model HYPs
that are predicted by RCR are mapped to the network model and analyzed for
qualitative pathway activation, including directional consistency with the network
edges. Finally, any additional phenotypic observations performed in parallel with the
transcriptomic data (e.g., nuclear translocation of transcription factors, protein
production/stabilization, or physiological endpoints) are compared with the RCR
predictions to verify that the model is indeed competent to capture the relevant and
expected biology. In addition, HYPs predicted by RCR, which were not already
represented in the literature model, are used to extend the model, provided there
is strong mechanistic connection to the biological processes underlying the network.
Using this approach, a more comprehensive “integrated model” is generated,
including nodes derived from existing literature as well as nodes derived from
experimental data sets. In this way, the combined use of molecular profiling data
and prior biological knowledge of cause–effect relationships is exploited to reinforce
the content of a given network model.
The final network model is generated during step 3 of network construction

(Figure 13.5, lower panel). In this last step, discipline-specific scientific experts
conduct a terminal round of systematical manual review and refine the content and
connectivity of the integrated model. Ultimately, this three-step methodology results
in computationally optimized network models whose nodes (including HYPs) have
inherent causal linkage supported by published literature [35,36,41,42].
Having outlined the three-step process to construct causal network models that

describe relevant biological processes, the following key aspects are worth closer
examination. A network model describing cell proliferation networks has been
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completed and published, and is used here to provide concrete material to illustrate
the process [36].

Applying RCR for verification: During step 2, RCR-derived HYPs from process-
relevant data sets are mapped onto the model scaffold in order to verify the
representation of biologically vetted mechanisms. During the construction of the
cell proliferation network model, RCR analysis was applied to four transcriptomic
profiling data sets characterizing proliferation in tissues and cell types relevant to
the pulmonary system (e.g., fibroblasts in vitro and whole lung in vivo) in order to
derive HYPs related to cell proliferation [43,44]. RCR-derived HYPs verified the
central roles of known cell cycle regulators MYC, RB1, and CDKN1A in control-
ling lung cell proliferation. In addition, because RCR can predict the activity states
of any HYP within the Selventa Knowledgebase, the computational approach
taken in step 2 not only verifies that the initial model draft has the appropriate
content but also serves to identify novel regulatory mechanisms that should be
included in the network model.
Using phenotypic readouts: The data sets used in step 2 are derived from experi-
ments with biological endpoints covering the specific biology represented in the
network: an essential requirement for linking differences in gene expression with
phenotypic outcomes. In the network model characterizing pulmonary cell
proliferation, amolecular profiling data set from the hyperproliferative embryonic
lung of a genetically modified mouse was used [45]. In addition to the tran-
scriptomic data, a time-matchedmeasurement of 5-bromo-2-deoxyuridine (BrdU)
incorporation into DNA provided a well-established phenotypic readout of
increased cell proliferation. Multiple data sets addressing discrete and yet over-
lapping aspects of the biology being modeled are used in step 2, ensuring broad
coverage of the network model through computational analyses. In a recently
published network model describing the cellular response to stress [35], tran-
scriptomic data were obtained from experiments where an oxidative burden was
induced by hyperoxic conditions, hypoxic conditions, and cell culture in the
presence of biological entities known to induce oxidative stress.
Properties of network models: Network models preserve the topology of the network
such that causal relationships (signaling pathways) can be traced from any point
in the network to a measurable entity, enabling mechanistic linkage between
the SRP and the upstream causal network that represents it. Furthermore, the
network models are dynamic and the assumptions used to build them can be
modified or restated as needed. This feature enables adaptability for experiments
performed in different tissue contexts and species, thereby allowing iterative
testing and improvement as new knowledge becomes available. In addition to
published cell proliferation and cellular stress networks, additional network
models are currently in construction. The networks (and the causal relationships
describing their connectivity) will be made freely available to the scientific
community through peer-reviewed publication [35,36,41].

In summary, the three-step process explained in this section enables the con-
struction of causal network models describing biological processes perturbed by
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exposure to the compound under assessment. Essentially, the models constitute
substrates on which SRPs can be imposed and mechanistically interpreted. They
provide the added-value input for the next two steps of the five-arrow strategy: the
network perturbation amplitudes (NPAs) and the biological impact factor (BIF)
calculations (Figure 13.1).

13.5
Step 4: Compute Network Perturbation Amplitudes

By this stage in the overall process, the SRPshave been obtained froman appropriately
designed experiment and the application of high-throughput systems-wide tools to
measure gene expression, protein expression, and posttranslational modifications.
The network model(s) that encode the causal and noncausal relationships have been
constructed fromexternal and internal data sources. The next step combines these two
elements to compute the NPAs. The purpose of this scoring scheme is to derive a
“response profile” at the network level, which then allows a coarse-grained view of the
effects of the applied treatment encompassed by theSRPs.As a consequence, theNPA
scores are expected to correspond to the resulting changes in the activity of the cellular
processes described by thenetworkmodel. For instance, in the case of the proliferation
network (see Section 13.4), a positive NPA score would correspond to an increase in
the cell division rate. Therefore, comparisons of the NPA scores with independent
measurements of the cellular processes described by the network models are neces-
sary in order to validate the NPA approach. Successful validation of NPAs then paves
the way for computing the BIF, which constitutes the last component of the overall
strategy shown inFigure 13.1. In this section, a complete proof-of-principleNPA study
is described [46]. It uses a reasoning process that first applies the NPA approach to a
single network node, designated a HYP, and then extends it to complete network
models. The perspectives opened by the NPA approach are then discussed, both at
conceptual and methodological levels.
The proof-of-principle NPA study was based on a well-understood and controlled

experimental system comprising three components: (i) the actual biological experi-
ment, (ii) the related network models, and (iii) the assay measuring the perturba-
tions in the system. The experiment consisted of cultures of normal human
bronchial epithelial (NHBE) cells treated with the proinflammatory signaling
mediator TNFa. The design of this experiment, its execution, and the subsequent
computation of the SRPs were performed in accordance with the guidelines
described in Sections 13.2 and 13.3. In the context of TNFa-treated NHBE cells,
the stress and immune response transcription factor NF-kB is known to be a major
mediator of the induced signaling response. Three network models describing
NF-kB biology were therefore assembled using the information contained in the
Selventa Knowledgebase, following the process described in Section 13.4. These
three networks have slightly different structures, facilitating the reasoning used to
derive the NPA scoring scheme, as will become clear. The last component of the
NPA study was an assay to measure the perturbations in the network due to the
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biological activity of NF-kB. Since the main activity of NF-kB consists in regulating
the transcription of genes, a quantitative detection of the NF-kB complex trans-
location into the cell nucleus, as measured in situ using fluorescence-based
techniques [47], was deemed the most appropriate measure of biological activity.
The starting point for deriving the NPA scoring scheme is the HYP, which is the

term used to describe the most basic constituent of the causal network models (see
Section 13.4). As shown in Figure 13.6a, a HYP actually captures the causal
regulatory relationships between one upstream controller and its downstream
targets, where a transcription factor like NF-kB can be one such upstream controller.
In this case, the downstream targets are the genes that are either up- or down-
regulated upon activation of NF-kB, as indicated by the two arrow types “!” and
“—j”, respectively. Using “backward” HYPs is advantageous in that, for gene
expression data, the results do not depend on the “forward” assumption that
mRNA expression changes are always directly correlated with protein activity
changes [48–50]. Often, this assumption does not take into account the effects of
translational or posttranslational regulation on protein activity. In the RCR
approach, a statistically significant match between a SRP and a HYP indicates
that the biological processmodeled by theHYP is very likely to have been activated in
the experiment. This conclusion leads to a mechanistic hypothesis about the
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underlying biology. Here, the “NF-kB-direct” HYP is first considered. It contains
N¼ 155 downstream genes known to be directly regulated by NF-kB, that is, genes
whose expression is controlled in an NF-kB-dependent manner and whose pro-
moter sequences are directly bound by NF-kB.
The causal structure of a HYP implies that a perturbation of the upstream

controller propagates to its downstream targets, modulated by the positive or
negative signs si¼�1 associated with each connection i, as indicated by the two
arrow types “!” and “—j” in Figure 13.6a. In the case of TNFa-treated NHBE cells,
the “NF-kB-direct” HYP is expected to provide an adequate description of the
activated biology. Therefore, the sign si of its downstream genes and the signs of
the corresponding differential expressions bi contained in the SRPs are very likely to
be the same. This means that the majority of the products bi�si are positive, so that
their sum over all the HYP’s downstream genes is also positive. This property is
exploited in defining an NPA score called strength by the following expression:

strengthðHYPÞ ¼ 1
N

X

i¼1���N
bi � si:

As suggested by its name, this quantity estimates the strength of the TNFa-
induced NF-kB activation based on the “NF-kB-direct” HYP. In other words, it
measures the amplitude of the TNFa-induced perturbation of the activity of the
“NF-kB-direct” network model. Mathematically, strength is the mean treatment-
induced differential expressions of the HYP’s downstream genes, adjusted for the
sign of their causal connection to the upstream controller of the HYP. It can be
deduced from the general geometric considerations. In essence, strength constitutes
an authentic quantitative measure of the network model perturbation. Indeed, it not
only counts the number of genes whose differential expression agrees with the HYP
signs si but also takes into account their magnitudes bi, without any need of
significance thresholds. In contrast, thresholds are a key requirement for the
previously available measures of HYP significance, “richness” and “concordance,”
as used in the RCR framework [37].
The application of the strengthNPA score to the 16 SRPs obtained from the TNFa-

treated NHBE cells experiment is shown in Figure 13.6b. The strength results
obtained with the “NF-kB-direct” HYP display a monotonically increasing dose
dependency at all time points. This behavior is consistent with the fact that
increasing TNFa dose amplifies the resulting NF-kB activation in the cell culture
experiment. Figure 13.6c shows the results of the fluorescence intensity measure-
ments of the differential nuclear translocation of the NF-kB complex. At 30min,
results confirm the monotonically increasing dose dependence of the NF-kB
responses, attested by a correlation coefficient of 0.98. These results demonstrate
that the NPA strength scores based on the “NF-kB-direct” HYP quantify NF-kB
transcriptional activity. This process is an important component of the perturbations
induced by the TNFa treatment on the NHBE cells. The fluorescence intensity
measurements provide an independent experimental confirmation of the validity of
NPA scoring scheme presented here.
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Having validated the strength scoring scheme for the “NF-kB-direct”HYP, the next
step in the NPA approach consists of improving the network model to more
comprehensively cover the biology of the cellular TNFa response. A second network
model, the “TNF” HYP, was constructed, consisting of 1741 downstream genes, all
of which are known to be modulated in TNFa-treated cells. Even if the “TNF” HYP
includes biological processes that are more distant from the measured NF-kB
process, its strength results remain very similar to the ones obtained with the
“NF-kB-direct”HYP (Figure 13.6b). This suggests that there is not a large difference
between the global behavior of genes that are known to be directly regulated by NF-
kB and the behavior of genes where knowledge of direct regulation is uncertain. In
this situation, the “TNF”HYP can be seen as a “black box”masking the underlying
(unknown) network structure and retaining only the regulatory signs of the down-
stream genes. The next step consists of using the “IKK/NF-kB signaling” network
model, comprising 40 nodes that together regulate a total of 992 downstream genes.
This model describes processes more directly connected to NF-kB than the “TNF”
HYP and ismore representative of the type of networks discussed in Section 13.4. As
represented in Figure 13.6a, the “IKK/NF-kB signaling” network model is first
transformed into a single “aggregated”HYP by collecting all the downstream genes
of its HYP nodes and assigning them the suitable sign. This operation is possible
only when the networks are causally consistent, which is the case for the “IKK/
NF-kB signaling” network model. This condition ensures that no ambiguities about
the signs of regulation appear in the model. The aggregated “IKK/NF-kB signaling”
HYP resembles the “TNF”HYP already discussed, except for the fact that the details
masked by the “black box” are known explicitly in this case. The results of the
strength score computation for the aggregated “IKK/NF-kB signaling” HYP are
shown in Figure 13.6b, displaying very similar patterns of response, which ulti-
mately confirm the validity of strength as a genuine method for computing NPAs.
The proof-of-principle study reports many additional results that support the NPA

approach presented here [46]. Three complementary NPA metrics besides strength
were created and successfully tested, bringing new additional features to the
process. For instance, the geometric perturbation index (GPI) metric was designed
to reduce the noisy contribution of the statistically insignificant genes involved in a
HYP. It reduces the probability of getting arbitrarily biased scores in the case of large
HYPs with more than thousand downstream genes. Two statistics that complement
the NPA scores and allow assessment of their significance were also derived. To
further confirm the validity of the developed NPA methodology, the results from
other data sets and networks were taken into consideration. The proof-of-principle
study also showed that assessing the amplitude of network perturbations with four
complementary NPA methods highlights those conclusions that are robust versus
those that may be specific to a particular NPA method.
From a broader perspective, NPA scoring is an integrated approach that combines

high-throughput experimental data with a knowledge-driven network model to
provide measurable quantities causally affected by a targeted biological process.
This allows the activity changes of that process to be quantified relative to a control
(nonperturbed) state of the system. The utility of the NPAmethod lies in the synergy
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of on-demand HYP generation from an extensive causal knowledgebase, with a
continuous measure of its activity change. Today, four NPA scoring methods have
been developed with complementary strengths and are individually providing
distinct advantages for specific circumstances. When applied to the TNFa-treated
NHBE cells experiment, NPA scores for NF-kB correlated with the expected dose–
response relationships and specific measured pathway outputs. NPA scoring also
suggested possible “cross talk” between NF-kB activation and the cell cycle that
could be investigated experimentally.
With a broad spectrum of biology available to score within the Selventa Knowl-

edgebase, NPA metrics and statistics can be used to assess amplitude of perturba-
tion on many orders – from a single molecule to that of a complex, higher order
causal network model representing complex biological processes. In the case of
larger network models, feedback interactions may lead to inconsistent paths in the
network and these inconsistencies may extend to existing NPA methods. One
possibility would be to directly compute the NPA metrics for the network model
nodes that are HYPs, as depicted in Figure 13.6d, to allow graph theoretic methods
to be applied to the network to derive the response at a global level. This approach
would not only replace the aggregation of a network model with a single HYP
(Figure 13.6a) but also reveal the structure of the perturbation inside the network
(Figure 13.6d) [51]. While the NPA approach has validated utility in its current form,
such considerations show room for further methodological and algorithm
development.
In summary, the NPA approach enables a quantitative, systems-wide under-

standing of the biological mechanisms leading to diseases. The described algo-
rithms are the first step toward the development of computational tools designed to
comparatively assess any perturbation in any biological systems.

13.6
Step 5: Compute the Biological Impact Factor

The final step of the strategy to quantitatively describe the effects of perturbations
within biological networks is the computationof aBIF. This factor represents a holistic
score that describes the systems-wide effect of all the processes captured in the
underlying network models and their associated NPA scores. The compounds’
attributed BIF values can then be quantitatively compared based on a high-level
view of their biological effects. In summary, a well-defined framework (steps 1–4) has
been established that enables transparent information agglomeration such that entire
SRPs can bemathematically transformed into a small set of numbers (NPA scores and
then a BIF value). If the validity requirements of the four steps aremet, theBIFhas the
potential to provide a simple but scientifically soundmeasure of the biological impact
of a compound on a system. The development of the BIF methodology is currently
ongoing [52] and accordingly the content of this section focuses on outlining the
strategic and scientific contexts rather than the actual algorithms. The concept of a BIF
is demonstrated using an example to estimate rat nasal epithelium tumorigenesis in
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response to formaldehyde exposure. The perspectives resulting from the BIF inter-
pretation and utilization are also briefly discussed.
As indicated by its name, the BIF aims to quantify the biological impact resulting

from the exposure of a biological system to one or several compounds. As suggested
by Figure 13.1, its most direct application is in the explicit comparison between
different compounds. The BIF scores provide quantitative measures of the impacts
caused by each compound, which can be compared with each other. This relative
approach is particularly useful in situations where one of the compounds is well
characterized in terms of perturbed biological networks and long-term disease risk,
while the others are much less studied. In this case, the BIF provides an explicit way
of assessing the expected effect of the less-studied compounds, based on the existing
knowledge available for the well-studied, or reference, one. Another appropriate
application is in the situation where a disease phenotype of the exposed organism is
available alongside the measured SRPs. In this case, and in direct line with the
widely used concept of disease association, the BIF can be calibrated with a
quantitative measure of health impact. If the calibration is done in a robust manner,
it opens up broader perspectives in the context of personalized health and safety
assessment. Even in the absence of an explicit disease phenotype, a BIF can still be
amenable to calibration and thus be used to encompass information relevant to
disease risk. This statement is based on the assumption that the mechanistic
characterization of early biological effects, in terms of perturbations of the relevant
biological networks, is strongly indicative of the long-term disease outcome. From
this perspective, the perturbations of the biological networks are expected to
collectively serve as prospective biomarkers for disease risk, similar to compound
metabolites detected in body fluids [53,54]. As such, the BIF enables the identifica-
tion of risk factors and allows the potential for “red flags” to identify their
manifestations in the observations constituted here by the NPA scores and the SRPs.
In light of the initial observation regarding the limited utility of epidemiological

studies to link short-term effects with long-term diseases, the usefulness of the BIF
concept becomes obvious. The short-term quantification of perturbation caused by
interventions such as drugs, diets, or environmental conditions can be linked to
potential longer term risk through the identification of the BIF. As emphasized
throughout this chapter, since the BIF is supported by the mechanistic information
contained in all the underlying networks, it can be viewed as a “quantitative mecha-
nisticmeta-biomarker” of the effects associatedwith exposure to test compound. Since
it aggregates NPA scores that have themselves already filtered a large fraction of the
noise initially contained in the SRPs [45,46], the BIF is expected to produce resultswith
increased robustness against technical and biological sources of variability. Although
this aspect has not yet been concretely tested for theBIF, theMAQC-II studyhas clearly
shown that results based on biomarkers involving multiple genes are much less
sensitive to the variances inherent in the underlying technologies [55].
In Figure 13.1, the BIF is represented as a radar chart in which the multiple axes

contain the NPA scores computed for each of the considered biological network
models. Computing the surface of the polygon formed by the NPA scores obtained
for a given SRP constitutes an intuitive BIF algorithm. Similarly, the fundamental
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idea behind the BIF is to use the amplitudes of the perturbations induced by the
exposure in an appropriate set of biological network models as the input of a simple
scoring scheme, which provides a quantitative measure of their global effect. From
this point of view, the BIF algorithm is first and foremost intended to detect and
display trends in its input data set. As a consequence, the a priori selection of
networks to be included in the BIF calculation, while it must be biologically sound,
does not constitute its most critical aspect, since only the significantly perturbed
ones will contribute to the BIF results. Ideally, even if the chosen networks do not
exhaustively cover the underlying biology, they will still capture a significant portion
of the systems response due to the strategy put in place in step 3 (see Section 13.4).
Having computed the NPA scores for the selected biological networkmodels (step

4), the relative importance of each network model must be determined. While the
BIF deduced from the radar chart in Figure 13.1 weights every axis equally, other
choices are possible. Network preference based on a priori qualitative knowledge is
not easily translatable into objective and reproducible weights. Data-driven weight-
ing schemes, such as multivariate dimension reduction methods may be more
appropriate [56]. The final step of the BIF calculation consists of aggregating the
weighted NPA scores. As illustrated by the surface-based BIF from the radar chart in
Figure 13.1, a simple sum of the weighted NPA scores is not necessarily the most
meaningful solution. Methods based on more advanced geometric considerations
may be more appropriate. The aggregation process is also expected to determine the
contribution to the BIF of nodes belonging simultaneously to several network
models, such as the highly connected NF-kB transcription factor. Additional
methods are being developed to avoid overweighting these contributions.
To illustrate the concept of a BIF, an example showing the estimation of nasal

epithelium tumorigenesis in rats after exposure to formaldehyde is presented [3].
For a simple BIF, the proliferation and the inflammatory networks were identified as
underlying processes relevant for tumorigenesis. Both networks were naively
assumed to contribute equally to tumorigenesis, and thus were weighted equally.
The nasal epithelium tumorigenesis BIF in rats was evaluated using transcriptomic
data following exposure to multiple doses of formaldehyde for 13 weeks [57]. NPA
strength scores were normalized for each network to their highest values across the
different doses. Figure 13.7 shows that significant correlation was observed between
the BIF derived at an early stage following the 13 week exposure to formaldehyde
and the tumorigenesis rates for rats exposed to the same doses of formaldehyde for
2 years [58]. This demonstrates that even a simple BIF, derived from systems-wide
data obtained in short-term experiments, can be a good predictor of long-term
disease outcome. Figure 13.7 also suggests a threshold effect with tumorigenesis
only becoming significant above a BIF of 0.4. This observation can be exploited to
provide a concrete estimate of the tumorigenesis risk, based on the measureable
NPA values and BIF. Even if a BIF is not calibrated, because the long-term disease
outcome data are not available, it can be used to rank biological network perturba-
tions based on their expected biological outcomes.
The calibratedBIFhas been thus presented as ameans to correlate late disease onset

(tumorigenesis rate after a 2 year exposure to formaldehyde in rats) based on early
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perturbations of the proliferation and inflammation networks (due to a 13 week
exposure to formaldehyde in rats). It couldbe alsoused topredict the long-termeffects.
In essence, the BIFoffers the potential to quantitatively describe the long-term impact
of short-term network perturbations. It can be used as a scale for comparison or for
threshold establishment, based on an associated outcome calibrated with the com-
puted BIF values. Furthermore, whereas today it is necessary to correlate defined
exposure modalities (time and dose) of a specified compound with the rate of disease
onset [55,58], such amechanism-based BIFallows the explicit association of biological
network perturbations with disease onset as a function of the exposure regimen. This
would allow themechanism-based estimation of the risks of long-termdisease caused
by compounds for which no long-term epidemiology data are available. In addition,
the process of computing a BIF from systems-wide measurements mapped to
contributing biological networks enables the simultaneous identification of mecha-
nistic biomarkers, which can be used as assessment tools for testing compounds.

13.7
Conclusions

Our systems biology-based approach to quantifying the biological impact caused by
exposure to compounds is based on the five-step strategy illustrated in Figure 13.1. It
consists of systematically exploring the “cubic” design space depicted in Figure 13.2
in order to deduce the biological mechanisms that translate from preclinical
experimental systems to humans and their populations. Steps 1–4 provide a
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well-defined framework for the identification of biological networks that are
perturbed by short-term exposure to compounds. In step 5, these results are
summarized into a BIF that enables the linking of the observations of early effects
with long-term health impacts. An example is shown in Figure 13.7 for the particular
case of formaldehyde exposure and long-term tumorigenesis in rats. Fundamentally,
the computed BIF can be viewed as a prospective biomarker for disease risk,
supplemented by mechanistic attributes that enable its potential translation to
humans.
We thus propose that experiments performed over hours, days, or weeks can be

used to measure the degree of perturbation of individual networks that can then be
aggregated into an estimate of risk for disease onset, or prognosis for disease
progression. Furthermore, time- and exposure-dependent changes of this risk
estimate can be readily derived from appropriate experimental data to further
provide an indication about risk modification as a function of time and exposure.
Applications of this framework include the evaluation of the degree of unwanted
biological impact caused by (i) different manufactured products for safety compari-
sons, (ii) therapeutics (especially those for chronic use), and (iii) environmentally
active substances to predict safety of long-term exposure and the relationship to
adverse effect and onset of disease.
The systems biology approache s t o compound test ing de scribed in this chapter

show novel applications of data mining, which can become pertinent in the
contex t of drug d iscove ry. T hey consist in a fi ve-st ep strate gy using biological
network models to mine unstruct ure d high-throughput data generat ed during
well -d e signe d ex periments. These proce sses involve the cal culat ion of Ne twork
Per turbation Ampl itude s (NP A) and Biological Impact Fac tors (BIF). The se t wo
qu antities provide a quant itative, mechanism-based, and, therefore, interpretable
asse ssment of the s ystems-wide biologic al impact of exposu re s to th e t este d
compounds.
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