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Preface

Our ability to collect data, be it in business, government, science, and perhaps personal life
has been increasing at a dramatic rate. However, our ability to analyze and understand
massive data lags far behind our ability to collect them. The value of data is no longer in
"how much of it we have". Rather, the value is in how quickly and how effectively can the
data be reduced, explored, manipulated and managed.

Knowledge Discovery and Data mining (KDD) is an emerging technique that extracts
implicit, previously unknown, and potentially useful information (or patters) from data.
Recent advancement made through extensive studies and real world applications reveals
that no matter how powerful computers are now or will be in the future, KDD researchers
and practitioners must consider how to manage ever-growing data which is, ironically, due
to the extensive use of computers and ease of data collection, ever-increasing forms of data
which different applications require us to handle, and ever-changing requirements for new
data and mining target as new evidences are collected and new findings are made. In short,
the need for 1) identifying and collecting the relevant data from a huge information search
space, 2) mining useful knowledge from different forms of massive data efficiently and
effectively, and 3) promptly reacting to situation changes and giving necessary feedback to
both data collection and mining steps, is ever increasing in this era of information overload.

Active mining is a collection of activities each solving a part of the above need, but
collectively achieving the various mining objectives. By "collectively achieving" we mean
that the total effect outperforms the simple add-sum effect that each individual effort can
bring. Said differently, a spiral effect of these interleaving three steps is the target to be
pursued. To achieve this goal the initial action is to explore mechanisms of 1) active
information collection where necessary information is effectively searched and pre-
processed, 2) user-centered active mining where various forms of information sources are
effectively mined, and 3) active user reaction where the mined knowledge is easily assessed
and prompt feedback is made possible.

This book is a joint effort from leading and active researchers in Japan with a theme
about active mining. It provides a forum for a wide variety of research work to be presented
ranging from theories, methodologies, algorithms, to their applications. It is a timely report
on the forefront of data mining. It offers a contemporary overview of modern solutions with
real-world applications, shares hard-learned experiences, and sheds light on future
development of active mining.

This collection evolved from a project on active mining and the papers in this
collection were selected from among over 40 submissions.
The book consists of 3 parts. Each part corresponds to one of the three mechanisms
mentioned above. Namely, part I consists of chapters on Data Collection, part II on User-
centered Mining, and part III on User Reaction and Interaction. Some of the chapters
overlap each other but have to be placed in one of these three parts. The topics covered in
27 chapters include online text mining, clustering for information gathering, online
monitoring of Web page updates, technical term classification, active information
gathering, substructure mining from Web and graph structured data, web community
discovery and classification, spatial data mining, automatic configuration of mining tools,
worst case analysis of exceptional rule mining, data squashing applied to boosting, outlier
detection, meta-learning for evidenced based medicine, knowledge acquisition from both



human expert and data, data visualization, active mining in business application world,
meta analysis and many more.

This book is intended for a wide audience, from graduate students who wish to learn
basic concepts and principles of data mining to seasoned practitioners and researchers who
want to take advantage of the state-of-the-art development for active mining. The book can
be used as a reference to find recent techniques and their applications, as a starting point to
find other related research topics on data collection, data mining and user interaction, or as
a stepping stone to develop novel theories and techniques meeting the exciting challenges
ahead of us.

Active mining is a new direction in the knowledge discovery process for real-world
applications handling huge amounts of data with actual user need.

Hiroshi Motoda
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Toward Active Mining from On-line Scientific Text
Abstracts Using Pre-existing Sources

TuanNam Tran and Masayuki Numao
tt-nam@nm.cs.titech.ac.jp, nurnao@cs.titech.ac.jp

Department of Computer Science,
Tokyo Institute of Technology

2-12-1 O-okayama, Meguro-ku, Tokyo 152-8552, JAPAN

Abstract. As biomedical research enters the post-genome era and most
new information relevant to biology research is still recorded as free
text, there is an extensively increasing needs of extracting information
from biological literature databases such as MEDLINE. Different from
other work so far, in this paper we presents a framework for mining
MEDLINE by making use of a pre-existing biological database on a
kind of Yeast called S.cerevisiae. Our framework is based on an active
mining prospect and consists of two tasks: an information retrieval task
of actively selecting articles in accordance with users' interest, and a
text data mining task using association rule mining and term extraction
techniques. The preliminary results indicate that the proposed method
may be useful for consistency checking and error detection in annotation
of MeSH terms in MEDLINE records. It is considered that the proposed
approach of combining information retrieval making use of pre-existing
databases and text data mining could be expanded for other fields such
as Web mining.

1 Introduction

Because of the rapid growth of computer hardwares and network technologies, a vast
amount of information could be accessed through a variety of databases and sources.
Biology research inevitably plays an essential role in this century, producing a large
number of papers and on-line databases on this field. However, even though the number
and the size of sequence databases are growing rapidly, most new information relevant
to biology research is still recorded as free text. As biomedical research enters the post-
genome era, new kinds of databases that contain information beyond simple sequences
are needed, for example, information on protein-protein interactions, gene regulation
etc. Currently, most of early work on literature data mining for biology concentrated on
analytical tasks such as identifying protein names [5], simple techniques such as word
co-occurrence [12], pattern matching [8], or based on more general natural language
parsers that could handle considerably more complex sentences [9], [15].

In this paper, a different approach is proposed for dealing with literature data mining
from MEDLINE, a biomedical literature database which contains a vast amount of
useful information on medicine and bioinformatics. Our approach is based on active
mining, which focuses on active information gathering and data mining in accordance
with the purposes and interests of the users. In detail, our current, system contains two
subtasks: the first task exploits existing databases and machine learning techniques
for selecting useful articles, and the second one using association rule mining and term
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extraction techniques to conduct text data mining from the set of documents obtained
by the first task.

The remainder of this paper is organized as follows. Section 2 gives a brief overview
on literature data mining. Section 3 describes in detail the task of making use of existing
databases to retrieve relevant documents (the information retrieval task). Given the
results obtained from the Section 3. Section 4 introduces the text mining task by using
association rule mining and term extraction. Section 5 describes some directions for
future work. Finally Section 6 presents our conclusions.

2 Overview on literature data mining for biology

In this section we give a brief overview of current work on literature data ming for bi-
ology. As described above, even though the number and the size of sequence databases
are growing rapidly, most new information relevant to biology research is still recorded
as free text. As a result, biologists need information contained in text to integrate
information across articles and update databases. Current automated natural language
systems could be classified as information retrieval systems (which return documents
relevant to a subject), information extraction systems (which identify entities or re-
lations among entities in text) and question answering system (which answer factual
questions using large document collections). However, it should be noted that most of
these systems work on newswire. and text mining for biology is considered to be harder
because the syntax is more complex, new terms are introduced constantly and there is
a confusion between genes and proteins [6].

On the other hand, since natural language processing offers the tools to make infor-
mation in text accessible, there are an increasing numbers of groups working on natural
language processing for biology. Fukuda et. al. [5] attempt to identifying protein
names from biological papers. Andrade and Valencia [2] also concentrate on extraction
of keywords, not mining factual assertions. There have been many approaches to the
extraction of factual assertions using natural language processing techniques such as
syntactic parsing. Sekimizu et. al. [11] attempt to generate automatic database entries
containing relations extracted from MEDLINE abstracts. Their approach is to parse,
determine noun phrases, spot the frequently-occurring verbs and choose the most likely
subject and object from the candidate NPs in the surrounding text. Rindflesch [10]
uses a stochastic part-of-speech tagger to generate an underspecified syntactic parse
and then uses semantic and pragmatic information to construct its assertions. This
system can only extract mentions of well-characterized genes, drugs cell types, not the
interactions among them. Thomas et. al. [13] use an existing information extraction
system called SRI's Highlight for gathering data on protein interactions. Their work
concentrates on finding relations directly between proteins. Blaschke et. al. [3] at-
tempt to generate functional relationship maps from abstracts, however, it requires a
pre-defined list of all named entities and cannot handle syntactically complex sentences.

3 Retrieving relevant documents by making use of existing database

We describe our information retrieval task, which can be considered as a specific task for
retrieving relevant documents from MEDLINE. Current systems for accessing MED-
LINE such as PubMed (1) accept keyword-based queries to text sources and return

1 http://www.ncbi.nlm.nih.gov/PiibMod/
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documents that are hopefully relevant to the query. Since MEDLINE contains an enor-
mous amount of papers and the current MEDLINE search engines is a keyword-base
one, the number of returned documents is often large, and many of them in fact are
non-relevant. The approach to solve this issue is to make use of existing databases of
organisms such as S.cerevisiae using supervised machine learning techniques.

Figure 1 shows the illustration of the information retrieval task. In this Figure, YPD
database (standing for Yeast Protein Database 2) is a biological database which contains
genetic functions and other characteristics of a kind of Yeast called S.cerevisiae. Given
a certain organism X, the goal of this task is to retrieve its relevant documents, i.e.
documents containing useful genetic: information for biological research.

Collection of
S.cerevisiae

(MS)

Negative
Examples
(MS-YS)

Collection of
target organism

(MX)

Figure 1: Outline of the information retrieval task

Let MX, MS be the sets of documents retrieved from MEDLINE by querying for
the target organism X and S.cerevisiae respectively (without any machine learning
filtering) and YS be the set of documents found by querying for the YPD terms for
S.cerevisiae (YS is omitted in Figure 1 for the reason of simplification). The set of
positive and negative examples then are collected as the intersection set and difference
set of MS and YS respectively. Given the training examples. OX is the output set of
documents obtained by applying Naive Bayes classifier on MX.

3.1 Naive Bayes classifier

Naive Bayes classifiers ([7]) are among the most successful known algorithms for learning
to classify text documents. A naive Bayes classifier is constructed by using the training
data to estimate the probability of each category given the document feature values of
a new instance. The probability a instance d belongs to a class Ck is estimates by Bayes
theorem as follows:

Since P(d\C — ck) is often impractical to compute without simplifying assumptions, for
the Naive Bayes classifier, it is assumed that the features X 1 ,X 2 , . . ,Xn are conditionally
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independent, given the category variable C. As a result :

3.2 Experimental results of information retrieval task

Our experiments use YPD as an existing database. From this database we obtain 14572
articles pertaining to S.cerevisiae. For the target organisms, initially we collect 3073
and 8945 articles for two kinds of Yeast called Pombe and Candida respectively. After
conducting experiments as in Figure 1, we obtain the output containing 1764 and 285
articles for Pombe and Candida respectively.

A certain number of documents (50 in this experiment) in each of dataset is taken
randomly, checked by hand whether they are relevant or not. Figure 2 shows the Recall-
Precision curve for Pombe and Candida. It can be seen from this Figure that using
machine learning approaches remarkably improved the precision. The reason the recall
in the case of Candida is rather lower compared to the case of Pombe is that Pombe is
a yeast which has many similar genetic characteristics than Candida.

Figure 2: Recall-Precision curve for Pombe and Candida

4 Mining MEDLINE by combining term extraction and association rule
mining

In this section, we attempt to mine the set of MEDLINE documents obtained in the
previous section by combining term extraction and association rule mining.

The text mining task from the collected dataset consists of two main modules:
the Term Extraction module and the Association-Rule Generation module. The Term
Extraction module itself includes the following stages:

• XML translation: This stage translates the MEDLINE record from HTML form
into a XML-like form, conducting some pre-processing dealing with punctuation.

• Part-of-speech tagging: Here, the rule-based Brill part-of-speech tagger [4] was
used for tagging the title and the abstract part.
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• Term Generation: sequences of tagged words are selected as potential term
candidates on the basis of relevant morpho-syntactic patterns (such as "Noun
Noun", "Noun Adjective Noun", "Adjective Noun", "Noun Preposition Noun"
etc). For example, "in vivo", "saccharomyces cerevisiae" are terms extracted
from this stage.

• Stemming: Stemming algorithm was used to find variations of the same word.
Stemming transforms variations of the same word into a single one, reducing
vocabulary size.

• Term Filtering: In order to decrease the number of "bad terms", in the abstract
part, only sentences containing verbs listed in the "verbs related to biological
events" Table in [14] have been used for Term Generation stage.

After necessary terms have been generated from the Term Extraction module, the
Association-Rule Generation module then applies the Apriori algorithm[1] using the set
of generated terms to produce association rules (each line of the input file of Apriori-
based program consists every terms extracted from a certain MEDLINE record in the
dataset).

Figure 3 and Figure 4 show the list of twenty rules among obtained rules demon-
strating" the relationships among extracted terms for Pornbe and Candida respectively.
For example, the 5th rule in Figure 4 implies that "the rule that in a MEDLINE record
if aspartyl proteinases occurs then this MEDLINE document is published in the Jour-
nal of Bacteriology has the support of 1.3% and the confidence of 100.0%.". It can be
seen that the relation between journal name and terms extracted from the title and the
abstract has been discovered from this example. It can be seen from Figure 3 and 4
that making use of terms can produced interesting rules that cannot be obtained using
only single-words.

5 Future Work

5.1 For the information retrieval task

Although using an existing database of S.cerevisiae is able to obtain a high precision for
other yeasts and organisms, the recall value is still low, especially for the yeasts which
are different remarkably from S.cerevisiae. Since yeasts such as Candida might have
many unique attributes, we may improve the recall by feeding the documents checked
by hand back to the classifier and conduct the learning process again. The negative
training set has still contained many positive examples so we need to reduce this noise
by making use of the learning results.

5.2 For the text mining task

By combining term extraction and association rule mining, it is able to obtain inter-
esting rules such as the relations among journal names and terms, terms and terms.
Particularly, the relations among MeSH terms and "Substances" may be useful for error
detection in annotation of MeSH terms in MEDLINE records. However, the current al-
gorithm treats extracted terms such as "cdc37_caryogamy_defect", "cdc37_injnitosy",
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1: fission_yeast_schizosaccharomyc_pomb <-
transcript_control (0.3%, 80.0%.)

2: cell_cycle <- period (0.6%, 77.87.)
3: mutant <- other_mutant (0.4%, 83.37.)
4: essenty <- gene_disrupt_expery (0.5%, 75.07.)
5: mitosy <- passag_through_start (0.3%, 80.07.)
6: transcript <- mat2-mat3_interval (0.3%, 80.07.)
7: embo_j <- p34cdc2_kinas_activity (0.5%, 75.07.)
8: nucleu <- periphery (0.3%, 80.07.)
9: structur <- function_similar (0.3%, 80.07.)
10: meiosy <- premeiot_dna_synthesy (0.5%, 75.07.)
11: meiosy <- pair (0.3%, 80.07.)
12: s.phase <- complet.of_s_phase (0.4%, 83.37.)
13: amino_acid_sequ <- alignment (0.4%, 83.37.)
14: amino_acid_sequ <- _residu (0.3%, 80.07.)
15: human <- mous_homolog (0.3%, 80.07.)
16: open_read_frame <- uninterrupt (0.4%, 83.37.)
17: subunit <- rpb2 (0.3%, 80.07.)
18: centromer <- central_core (0.4%, 83.37.)
19: centromer <- centromer_function (0.4%, 83.37.)
20: weel <- mikl (0.5%, 85.77.)

Figure 3: First twenty rules obtained for the set of Pombe documents obtained in Section 3
(minimum support = 0.003. minimum confidence = 0.75)

"cdc37_mutat" to be mutually independent. It may be necessary to construct semi-
automatically term taxonomy, for instance users are able to choose only interesting
rules or terms then feedback to the system.

5.3 Mutual benefits between two tasks

Gaining mutual benefits between two tasks is also an important issue for future work.
First, by applying text mining results, it should be noted that we can decrease the
number of documents being "leaked" in the information retrieval task. As a result, it
is possible to improve the recall. Conversely, since the current text mining algorithm
create many unnecessary rules (from the viewpoint of biological research), it is also
possible to apply the information retrieval task first for filtering relevant documents,
then apply to the text mining task to decrease the number of unnecessary rules obtained
and to improve the quality of the text mining task.

6 Conclusions

This paper has introduced a framework for mining MEDLINE by making use of exist-
ing biological databases. Two tasks concerning information extraction from MEDLINE
have been presented. The first task is used for retrieving useful documents for biology
research with high precision. Given the obtained set of documents, the second task
attempts to apply association rule mining and term extraction for mining these docu-
ments. It can be seen from this paper that making use of the obtained results is useful
for consistency checking and error detection in annotation of MeSH terms in MEDLINE
records. In future work, combining these two tasks together may be essential to gain
mutual benefits for both two tasks.
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1: open_read_frame <- molecular_weight (1.8%, 75.0%)
2: open_read_frame <- molecular_mass (1.8%, 75.0%)
3: open_read_frame <- cdna_clone (1.3%, 100.0%)
4: virul <- growth_rate (1.8%, 75.0%)
5: j_bacteriol <- aspartyl_proteinas (1.3%, 100.0%)
6: j_bacteriol <- gene_code (1.3%, 100.0%)
7: j_bacteriol <- sucros (1.3%, 100.0%)
8: organism <- immunoelectron_microscopy

(1.3%, 100.0%)
9: resist <- transport (1.8%, 75.0%)
10: similar <- hyphal_growth (1.8%, 75.0%)
11: clone <- southern_blot (1.3%, 100.0%)
12: white <- opaqu (1.8%, 75.0%)
13: white <- opaqu_phase (1.8%, 75.0%)
14: white <- opaqu_cell (1.8%, 75.0%)
15: amino_acid_sequ <- comparison (2.7%, 83.3%)
16: amino_acid_sequ <- escherichia_coly (1.8%, 75.0%)
17: amino_acid_sequ <- alignment (1.8%, 75.0%)
18: fragment <- molecular_mass (1.8%, 75.0%)
19: cell_wall <- moiety (1.3%, 100.0%)
20: cell_wall <- immunoelectron_microscopy

(1.3%, 100.0%)

Figure 4: First twenty rules obtained for the set of Candida documents obtained in Section 3
(minimum support = 0.01, minimum confidence = 0.75)

[1] R. Agrawal and R. Srikant. Fast algorithms for mining association rules. In Proceedings
of the 20th International Conference on Very Large Databases, 1994.

[2] M.A. Andrade and A. Valencia. Automatic annotation for biological sequences by ex-
traction of keywords from medline abstracts, development of a prototype system. In
Proceedings of the 5th International Conference on Intelligent Systems for Molecular
Biology, 1997.

[3] C. Blaschke, M.A. Andrade, C. Ouzounis, and A. Valencia. Automatic extraction of
biological information from scientific text: protein-protein interactions. In Proceedings
of the 7th International Conference on Intelligent Systems for Molecular Biology, 1999.

[4] E. Brill. A simple rule-based part of speech tagger. In Proceedings of the Third Conference
on Applied Natural Language Processing, 1992.

[5] K. Fukuda, A. Tamura, T. Tsunoda, and T. Takagi. Toward information extraction:
identifying protein names from biological papers. In Proceedings of the Pacific Symposium
on Biocornputing, 1998.

[C] L. Hirschman. Mining the biomedical literature: Creating a challenge evaluation. Tech-
nical report, The MITRE Corporation, 2001.

[7] D.D. Lewis and M. Ringuette. A comparison of two learning algorithms for text catego-
rization. In Third Annual Symposium on Document Analysis and Information Retrieval.
1994.

[8] S. K. Ng and M. Wong. Toward routine automatic pathway discovery from on-line
scientific text abstracts. Genome Informatics, 10:104 11, December 1999.

[9] J. C. Park, H. S. Kim, and J. J. Kim. Bidirectional incremental parsing for automatic
pathway identification with cornbinatory categorial grammar. In Proceedings of the Pa-
cific Symposium on Biocornputing, 2001.

[10] T.C. Rindnesch. Edgar: Extraction of drugs, genes and relations from the biomedical
literature. In Proceedings of the Pacific Symposium, on Biocornputing, 2000.



10 T. Tran and M. Numao / Toward Active Mining

[11] T. Sekimizu, H.S. Park, and J. Tsujii. Identifying the interaction between genes and
gene products based on frequently seen verbs in medline abstracts. Genome Informatics.
pages 62-71, 1998.

[12] B. J. Stapley and G. Benoit. Biobibliometrics: Information retrieval and visualization
from co-occurrences of gene names in medline abstracts. In Proceedings of the Pacific
Symposium on Biocomputing. 2000.

[13] J. Thomas. D. Milward. C. Ouzounis, S. Pulman, and M. Carroll. Automatic extraction
of protein interactions from scientific abstracts. In Proceedings of the Pacific Symposium
on Biocomputing. 2000.

[14] J. Tsujii. Information extraction from scientific texts. In Proceedings of the Pacific
Symposium on Biocomputing, 2001.

[15] A. Yakushiji, Y. Tateisi, Y. Miyao Y., and J. Tsujii. Event extraction from biomedical
papers using a full parser. In Proceedings of the Pacific Symposium on Biocomputing.
2001.



Active Mining
H. Moloda(Ed.)
1OS Press, 2002

Data Mining on the WAVEs —
Word-of-mouth-Assisting Virtual Environments

Masayuki Numao, Masashi Yoshida and Yusuke Ito
numao@cs.titech.ac.jp

http://www.nrn.cs.titech.ac.jp
Department of Computer Science

Tokyo Institute of Technology
2-12-1 O-okayama, Meguro 152-8552, JAPAN

Abstract. Recently, computers play an important role not only in
knowledge processing but also as communication media. However, they
often cause troubles in communication, since it is hard for us to select
only useful pieces of information. To overcome this difficulty, we pro-
pose a new tool, WAVE (Word-of-mouth-Assisting Virtual Environmen-
t), which helps us to communicate and spread information by relaying
a message like Chinese whispers. This paper describes its concept, an
implementation and its preliminary evaluation.

1 Introduction

Chinese whispers a game in which a message is distorted by being passed around in
a whisper (also called Russian scandal).

word of mouth (a) oral communication or publicity; (b) done, given, etc., by speak
ing: oral.

- New Shorter Oxford English Dictionary

WWW and e-mail are very useful tools for communication. However, we sometimes
feel uncomfortable because of flaming or mental barriers to participate in Computer-
Mediated Communication (CMC). There are some important differences between CMC
and direct comrnunication[5].

Another problem is that computer networks deliver too many pieces of information,
by which it is too hard to select useful pieces. Although search engines, such as Yahoo,
Goo and Google, are very useful to find web pages, we need another type of tool without
requiring a keyword for search. Good candidates are a mailing list and a network news
system, where we need a filtering system to select only useful messages. Although
content-based filtering[6] and collaborative filtering[8] are good solutions, the current,
methods have not achieved high precision and recall. This paper presents another
approach by relaying a message like Chinese whispers to gather useful information, to
alleviate mental barriers and to block flames.
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request request

Figure 1: Spread of information

2 Spread of information by Chinese whispers

Fig. 1 shows spread of information by word of mouth, where each person relays a
message like Chinese whispers. Although a message is distorted by being passed around
in the game, in a computer-assisted environment we expect that a delivered message is
the same as its original. In such a process, we even have a merit that, as a result of
evaluation and selection by each person, this process delivers only useful information.
Each person knows whom (s)he should ask on a current topic, and retrieve a small
amount that can be handled, where only interesting information survives.

3 WAVE

To assist spread of information by Chinese whispers, we propose a system WAVE (Word-
of-mouth-Assisting Virtual Environment) for smooth communication and information
gathering. Compared to agent systems proposed to automate word of mouth [1. 9. 2. 7].
WAVE is a simpler tool and works as directed by the user except for a separated
recommendation module. The authors believe that, in most situations, a simple and
intuitive tool is better than an automated complicated tool, since users construct a
model of the tool easily.

Fig. 2 shows a diagram of WAVE. The user's operations are posting, opening and
reviewing an article. In addition, in a recommendation window, the system shows some
good articles based on the user's log.

3.1 Posting an article

The user can post an article as shown in Fig. 3, which may contain a text and URLs
of web pages or photos. (S)he gives evaluation 1-5 (1 for the worst and 5 for the best)
and a category to the article. The posted article is open to others as shown in Fig. 4
and referred by other users like WWW and a mailing list.

The user can browse articles posted by her/his friends. Fig. 5 shows a list of friends.
Each person is identified by an address 'user_namefihost:port'. If an article is interest-
ing. (s)he can post its review, by which (s)he relays the article to his friends as shown
in Fig. 2. Fig. 4 shows a list of articles the user has posted or reviewed.
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Figure 2: Word-of-mouth-Assisting Virtual Environment

Figure 3: Posting an article Figure 4: Articles posted or reviewed
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Figure 5: Your friends Figure 6: Reviews by your friend

3.2 Open articles

Articles posted or reviewed by the user are stored in her/his database. It is open to
people who registered her/him as a friend. The user can register an address of her/his
friends, or notify her/his address to another user. For example, if C registered A and
B to her/his friend's list, C can see the databases of A and B.

Since each user knows her/his friends, (s)he can judge their reliability, which is
very useful to select information from them. In addition, it is comfortable to join the
community because (s)he exchanges messages only with her/his friends.

3.3 Review an article

If C is interested in an article from A in Fig. 2, C can browse its body and give
an evaluation and a comment as shown in Fig. 7. After this operation, the article
is automatically retrieved and stored in C's database, which is open to C's friends.
Chaining the operation propagates an article.

As such, WAVE seamlessly assists opening, browsing, evaluation, retrieve of an
article. This saves us a lot of time and labor of uploading, advertisement, etc. In
BBS and mailing lists, most participants feel mental barriers to post an article. In
contrast, a user first posts an article only to his friends in WAVE. Mental barriers are
alleviated in this fashion. ROMs (Read Only Members) often form a bridge between
two communities. WAVE is useful to activate a bridge.

3.4 Automatic recommendation

When a user has many friends, it might be good to order articles based on her/his
model. Modeling a person is difficult since we cannot directly measure a mental state.
Even if it can by using MRI or other devices, it is still hard to clarify a relation between
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Figure 7: An article

Figure 8: Recommendation

Figure 10: Modeling based on communi-
Figure 9: Modeling cation
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Figure 11: Recommending process

a brain state and its social effects, since a person has many activities and aspects
(Fig. 9). Instead, we propose to model a relation between two persons by logging their
communication.

To model a relation between two persons, we need a log of communications between
all combinations of persons. This causes a trouble in analyzing WWW. a news system
or a mailing list. In contrast, all communications are occurred only among friends in
WAVE. We have no combinatorial problem in analyzing communications and modeling
relations, since the number of friends of one person is not usually large.

Fig. 11 shows a process of ordering articles for recommendation, where C s history
is analyzed based on an evaluation function to order articles in databases of A and B.
and evaluation is based on the following factors:

• Evaluation of the article by the last reviewer.

• Evaluation of the last reviewer by the user.

• The user's preference for the category of article.

• How old is the article?

• How many people relay the article?

3.5 Distributed implementation

The system is implemented on Java servelet and works on a web server as shown in
Fig. 12. The user first registers her/his name and password, and accesses the system
by using a web browser.
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Figure 12: Distributed implementation
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Figure 14: Two example flows of an article

The system is distributed easily to several hosts. In Fig. 12. Mr. A registered on
hostl to use the system. Ms. B registered on host2. Mr. A can see Ms. B's article by
specifying her address. As such, the system is scalable by being distributed over many
hosts.

4 Preliminary evaluation

33 users test the system for 20 days. The result is visualized as shown in Fig. 13. This
map is based on one by KrackPlot[4]. which is a program for network visualization
designed for social network analysts.

Each node denotes a user, whose shape denotes the number of articles (s)he posts.
Here, myoshida. blankey. roy and t-sugie are opinion leaders that post many articles.
A directed arc denotes that articles are retrieved and reviewed in that direction. Its
thickness denotes the number of articles retrieved. In the network, we can see many
triangles, each of which forms triad strongly connecting each other.

Two example flows of an article are shown in Fig. 14. One flow is in thick solid line.
The other is in thick dotted line. S denotes their origin. Each attached number denotes
evaluation by each person. In most cases, the evaluation degrades as people relay an
article.

Each island circled in Fig. 15 shows a community the authors observed, where
people know each other in their real life. An article moves mainly in a community.
Some people appear in multiple communities, and play a role of gatekeeper[3]. who
bridges information between communities.
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Figure 15: Communities in the real life

5 Conclusion

We have proposed a system for information propagation and gathering by relaying a
message like Chinese whispers. The URL of the experimental system is:

http://www.mn.es. titeeh.ac.jp: 12581/worn/

The authors are preparing a distribution package of the system for experiments in the
distributed manner shown in Fig. 12.

References

[1] L. N. Foner. A multi-agent referral system for matchmaking. In Proceedings of the Inter-
national Conference on the Practical Applications of Intelligent Agents and Multi-Agent
Technology, 1996.

[2] L. N. Foner. Yenta: a multi-agent, referral-based matchmaking system. In AA-97. pages
301 307, 1997.

[3] S. Goto and H. Nojima. Analysis of the three-layered structure of information flow in
human societies. Journal of Japanese Society for Artificial Intelligence (in Japanese).
8(3):348 356. 1993. This paper also appears in Artifical Intelligence.

[4] KrackPlot, URL: http://www.contrib.andrew.cmu.edU/~ kraek/.
[5] M. Lea. Contexts of computer-mediated communication. Harvester Wheatsheaf, pages

30 65. 1992.



20 M. Numao et al. / Data Mining on the WAVEs

[6] Pattie Maes. Agents that reduce work and information. CACM. 37(7):30– 40. 1994.
[7] Takeshi Otani and Toshiro Minami. Searching for information resources by word of mouth.

In MACC 97 (In Japanese). 1997. http://www.kecl.ntt.co.jp/csl/msrg/events/macc97-
/ohtani.html.

[8] P. Resnick, N. lacovou. M. Suchak. P. Bergstrom. and J. Riedl. Grouplens: An open
architechture for collaborative filtering of net news. In CSCW '94- pages 175 186. 1994.

[9] U. Shardanand and P. Maes. Social information filtering: Algorithms for automating
"word of mouth". In CHI. pages 210 217. 1997.



Active Mining
H. Motoda (Ed.)
1OS Press, 2002

Immune Network-based Clustering for WWW
Information Gathering/Visualization

Yasufumi Takarna1'2 and Kaoru Hirota1

{takama,hirota}@hrt. dis.titech.ac.jp
1 Tokyo Institute of Technology

4259 Nagatsuta, Midori-ku, Yokohama 226-8502 JAPAN
2PREST, Japan Science and Technology Corporation. JAPAN

Abstract. A clustering method based on the immune network model is
proposed to visualize the topic distribution over the document set that
is found on the WWW. The method extracts the keywords that can
be used as the landmarks of the major topics in a document set, while
the document clustering is performed with the keywords. The proposed
method employs the immune network model to calculate the activation
values of keywords as well as to improve the understandability of the web
information visualization system. The questionnaires are performed to
compare the quality of clusters between the proposed method and k-
nieans clustering method, of which the results show that the proposed
method can get better results in terms of coherence as well as under-
standability than k-means clustering method.

1 Introduction

A WWW information visualization method to find topic distribution from document
sets is proposed. When the WWW is considered as the information resource, it has
several significant characteristics, such as hugeness, dynamic nature, and hyperlinked
structure, among which we focus on the fact that the information on the WWW tends to
be obtained by users as a set of documents. For example, there are so many online-news
sites on the WWW, which constantly release a set of news articles of various topics day
by day. As another example, a series of user's retrieval processes also provides the user
with a sequence of document sets. Although the hugeness of the WWW as well as its
dynamic nature is burden for the users, it will also bring them a chance for business and
research if they can notice the trends or movement of the real world from the WWW,
which cannot be found from a single document but from a set of documents.

Information visualization systems[6, 15, 16, 18] are promising approaches to help the
user notice the trends of topics on the WWW. The Fish View system[15] extracts the
user's viewpoint as a set of concepts, and the extracted concepts are used not only to
construct the vector space that is sensitive to the user's viewpoint, but also to present
the user's current viewpoint in an explicit manner.

In this paper, an information visualization method based on document set-wise
processing is proposed to find the topic distribution over a set of documents. One of
the characteristic features of the proposed method is the generation of keyword map as
well as document clustering. That is, a landmark that is a representative keyword on
a keyword map is found, while the documents containing the same landmark form a
document cluster.
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When landmark keywords are found based on the propagation of keywords" activa-
tion values over the keyword network, the keywords should be activated with related
keywords, while the keywords relating to each other should not be highly activated at
the same time. To achieve this kind of nonlinear activation, the immune network model
[1, 5, 7, 8] is employed to calculate the activation values of keywords.

The understandability of the information visualization system for users can be im-
proved by employing an appropriate metaphor. From this viewpoint, the method based
on the immune network model is expected to improve the understandability of the
keyword map, by incorporating the additional information, such as landmark and its
suppressing keywords, into the ordinary keyword map, on which only the distance be-
tween keywords is a clue to understand the topic distribution over a document set.

The concept of the clustering method based on the immune network model as well
as its algorithm are proposed in Section 2, followed by the experimental results that
compare the quality of the clusters generated by the proposed method and that by
k-means clustering method in Section 3. An application of the proposed method to
information visualization / gathering systems is considered in Section 4.

2 Immune Network-based Clustering Method

2.1 Concept of Immune Network-based Clustering

Generally, the information visualization systems designed for handling documents are
divided into 2 types, an information visualization system based on document clustering,
and a keyword map. In this paper, the information visualization system that arranges
the keywords extracted from documents on (usually) a 2-D space according to their
similarities is called a keyword map [6, 9, 16]. A keyword map is often adopted to
visualize the topic distribution over a document set.

The clustering method[1l, 12, 13, 14] proposed in this paper aims to generate a key-
word map, while performing a document clustering. On a keyword map, the keywords
relating to the same topic are assumed to gather and form a cluster. The proposed
method extracts a representative keyword, called landmark, from each cluster. As the
border of keyword clusters on a keyword map is usually not obvious, another constraint
for extracting a landmark is adopted from the viewpoint of document clustering. That
is, when the documents containing the same landmark are classified into the same clus-
ter, there should not exist overlapping among clusters. From the viewpoint of document
clustering, a landmark is called as a cluster identifier, because it defines the member of
a document cluster.

To extract a landmark (a cluster identifier) from a keyword map. the proposed
method calculates an activation value of each keyword based on the interaction between
the keywords that relate to each other. In this paper, the immune network model is
employed to calculate a keyword's activation value, which is described in Section 2.2.

2.2 Immune Network Model

Th Immune network model has been proposed by Jerne[5] to explain the functionality of
an immune system, such as variety and memory. The model assumes that an antibody
can be active by recognizing the related antibody as well as the antigen of a specific
type. As antibodies form a network by recognizing each other, the antibody that has
once recognized an invading antigen can outlive after the antigen has been removed.
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Concerning the immune network model, several models have been proposed in the
field of computational biology [1, 7, 8]. among which one of the simplest model is em-
ployed in this paper:

3

here Xl and Ai are the concentration (activation) values of antibody i and antigen
i, respectively. The s is a source term modeling a constant cell flux from the bone
marrow and r is a reproduction rate of the antigen, while kb, and kg are the decay terms
of the antibody and antigen, respectively. The and {0, WC, SC}) indicate the
strength of the connectivity between the antibodies i and j, and that between antibody
i and antigen j, respectively. The influence on antibody i by other connected antibodies
and antigens is calculated by the proliferation function (5), which has a log-bell form
with the maximum proliferation rate p.

Using Eq. (5) does not only activate the antibody by recognizing other antibodies
or antigens, but also suppresses the antibody if the influence by other objects is too
strong. The characteristics of immune systems such as immune response and tolerance1

can be explained by the model[l, 7, 10].
The dynamics and the stability of the immune network model have been analyzed

by fixing the structure or the topology of the network[l, 7, 10]. As the structure of
the keyword network that is generated in the proposed method is defined based on
the occurrence of keywords in a set of documents, the analysis noted above cannot be
applicable. However, the consideration about the combination of the activation states
between the connected antibodies leads to the following constraints [13]:

• An antibody can take one of 4 states in terms of activation value; virgin state,
suppressed state, weakly-activated state, and highly- activated state.

• It is unstable that both of the antibodies connected to each other take highly-
activated state at the same time.

• When there are several antibodies that connect to the same antibody of highly-
activated state, the antibodies with strong connection2 are suppressed, while
those with weak connection become weakly- activated.

Applying such a nonlinear activation mechanism of immune network model enables
to satisfy the following contradictory conditions for a landmark.

1A tolerance indicates the fact that the immune system of a body does not attack the cells of
oneself.

"As noted in Section2.3. there are two types of connections in terms of strength.
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• A landmark should form a keyword cluster with a certain number of connected
key words.

• There should not exist any connection between landmarks.

2.3 Algorithm of Immune. Network-based Clustering

In this paper, the immune network model(Eq. (1) (5)) is applied to the calculation of
activation values of keywords, by considering a keyword as an antibody and a document
as an antigen. The algorithm is as follows:

1. Extraction of keywords (nouns) from a document set with using the morphological
analyzer3 and the stopword list. In this paper, only the keywords contained in
more than 2 documents are extracted.

2. Construction of the keyword network by connecting the extracted keywords k, to
other keywords kj or documents dj.

(a) Connection between kj and kj: (Dij indicates the number of documents
containing both keywords.)

Strong connection (SC): Dij >7k..

Weak connection (WC): 0 < Dij < Tk

(b) Connection between k, and dj. ( T F i j indicates the term frequency of k, in

dj.)

SC: TFij > Td

WC: 0 < TFij < Td

3. Calculation of keywords" activation values on the constructed network, based on
the immune network model (Eq. (1) (5)).

4. Extraction of the keywords that activate much higher than others as landmarks
after the convergence.

5. Generation of document clusters according to the landmarks

In Step 4. a convergence means that the same set of keywords always becomes
active. It is observed through most of the experiments that the same set of keywords
have much (about 100 times ) higher activation values than others[l1]. after 1.000 times
calculation.

3As the current system is implemented to handle .Japanese documents. Japanese morphological
analyzer r/in.srn(http://clia.sen.aist-nara.ac.jp/) is used to extract nouns.
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Table 1: Parameter Settings Used in the Experiments
Parameter
Value
Parameter
Value

s
10

Xi(0)
10

r
0.01

Ai(0)
105

kg
10-4

Tk
3

kb

0.4

Td
3

103

SC
1.0

106

WC
10-3

p
1.0

3 Experimental Results

The quality of clusters generated by the proposed clustering method is compared with
that by k-means clustering[3], of which the applicability is widely demonstrated in many
applications.

While k-means generates the clusters so that each data (documents) in a set can be
covered by one of the generated clusters, the proposed method does not intend to cover
all the documents. It is observed through many experiments that 60-80% of a document
set is covered by the generated clusters. Therefore, it is meaningless to compare both
methods in terms of coverage. In this paper, questionnaires are performed to compare
the clusters generated by the proposed method and that by k-means. from the following
viewpoints.

• Coherence: how closely the documents within a cluster relate to each other.

• Understandability: how easily the topic- of a cluster can be understood by users.

The sets of documents used for the experiments are collected from the following
online news sites.

Setl Documents in entertainment category of Yahoo! Japan News site4 . released on
September 18, 2001. The 75 keywords are extracted from 25 documents.

Set2 Documents in entertainment category of Yahoo! Japan News site, released on
September 21, 2001. The 62 keywords are extracted from 24 documents

Set3 Documents in local news category of Lycos Japan5 . released on September 28.
2001. The 22 keywords are extracted from 23 documents.

The parameter values used in the experiments are shown in Table 1. These values are
empirically determined based on the values used in the field of computational biologyf[l.
7,8].

The STATISTICA2000 (Statistica Soft, Inc.) is used to perform k-means clustering.
The number of clusters generated by k-means, which has to be determined in advance,
is specified as much as the number of clusters generated by the proposed clustering
method. The naive k-means clustering tends to generate the clusters of various sizes,
and sometimes the cluster containing only one document is generated, which is removed
from questionnaires.

The questionnaires are answered by 9 subjects, consisting of researchers and stu-
dents. Each subject is asked to evaluate the clustering results of 2 document sets, one
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Table 2: Comparison of Clustering Results between Proposed Method and K-means Clustering
Data | Item Proposed | K-means

Setl

Set2

Set3

Number of clusters
Variance of Cluster Size
Average score

Score<2.5
Number of clusters
Variance of Cluster Size
Average score
Score > 3. 5
2.5<Score<3.5
Score < 2. 5
Number of clusters
Variance of Cluster Size
Average score
Score > 3. 5
2.5<Score<3.5
Score<2.5

5
0.48
4.33

5
0
0
5

0.32
3.82

4
1
0
5

0.48
2.3
1
1
3

4
3.6
3.90

2
1
1
4

4.625
3.13

1
2
1
5

4.25
4.00

4
0
1

generated by the proposed method and another by k-means. Of course, subjects do not
know by which method each result is generated.

In the questionnaires, the documents in a cluster and the related keywords are pre-
sented for each cluster. The related keywords of the proposed method are landmarks as
well as their suppressing keywords. As for the k-means clustering method, the keywords
of which the weight in the cluster center is higher than others are used as the related
keywords. The number of related keywords of the proposed method is not fixed, while
5 related keywords are presented in the case of k-means for each cluster.

Subjects rate the coherence of each cluster with 5 grades, from score 5 as closely
related to 1 as not related. As for the understandability. Subjects are asked to mark
the related keyword that seems to represent the topic of a cluster6 .

Table 2 shows the number of clusters, the variance of cluster size, average score of
clusters, and the score distribution of the clustering results generated by both method
from 3 document sets.

From this table, it is shown that the proposed method (Proposed) can obtain better
results than k-means clustering (K-means) for Setl and Set2. The reason why the
proposed method cannot obtain good result for Set3 seems to relate with the fact that
the number of keywords extracted from Set3 is much leas than those from Setl and
Set2. That is, it seems that there are less topical keywords in the local news category
than in the entertainment category. Extracting not only keywords but also phrases will
be required to handle this problem.

It is observed that some clusters are generated by both of the proposed method
and k-means clustering method. As k-means clustering tends to generate one large
clusters, which leads to large variance of cluster size as shown in Table 2. it is also
observed that some clusters generated by the proposed method are subset of the cluster
generated by k-means. Table 3 and Table 4 shows the distribution of scores of the
clusters, dividing the case when the clusters are generated by both methods (SAME).

6Multiple keyword selection for a cluster is allowed.
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Table 3: Score Distribution of Clusters Generated by Plastic Clustering Method
Type

SAME
SUBSET

DIFFERENT
TOTAL

1
0(0%)
1(8%)

4(22%)
5(11%)

2
2(14%)
2(15%)
1(6%)

5(11%)

3
0(0%)
0(0%)
0(0%)
0(0%)

4
7(50%)
8(62%)
10(55%)
25(56%)

5
5(36%)
2(15%)
3(17%)
10(22%)

Total
14(100%)
13(100%)
18(100%)
45(100%)

Table 4: Score Distribution of Clusters Generated by K-means Clustering Method
Type

SAME
SUBSET

DIFFERENT
TOTAL

1
1(7%)
1(10%)
2(20%)
4(12%)

2
1(7%)

2(20%)
2(20%)
5(15%)

3
0(0%)
0(0%)
0(0%)
0(0%)

4
6(43%)
4(40%)
2(20%)
12(35%)

5
6(43%)
3(30%)
4(40%)
13(38%)

Total
14(100%)
10(100%)
10(100%)
34(100%)

the clusters generated by the proposed method is a subset of a cluster of k-means
(SUBSET), and others (DIFFERENT). From these tables, it can be seen that the
clusters generated by both methods can obtain higher scores than others. Although
the scores of clusters in SUBSET and DIFFERENT are lower than those in SAME, the
proposed method can obtain good score (4 and 5) compared with k-means clustering.

As for the understandability, Table 5 shows the ratio of the related keywords that
are marked by more than one subjects among the related keywords presented to them.
It is shown i Table 5 that the ratio becomes high when the clustering results obtain
high scores in terms of coherence, i.e., the results of Setl and Set2 by the proposed
method, and the results of Setl and Set3 by k-means clustering method. That is, the
cluster with high score relates to a certain, obvious topic, which can be understood by
several subjects from the same viewpoint.

4 WWW Information Visualization System with Immune Network Metaphor

An information visualization system is one of the promising approaches for handling the
growing WWW information resource. The information visualization system that aims
to support browsing process often tries to make it easy to understand a link structure by
using 3D graphics as well as by introducing the interaction with the user[16]. When a
information visualization system is designed to support the information retrieval process
with using WWW search engines, it often employs the document clustering method for
improving the efficiency of browsing retrieval results[4, 18, 19].

On the other hand, a keyword map[6, 9, 12, 16], which has not been so famous in

Table 5: Ratio of Keywords Extracted More Than Once
Document Set

Setl
Set2
Set3

Proposed
0.286
0.368
0.167

K-means
0.304
0.095
0.241
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the field of WWW information visualization, is useful to visualize the topic distribution
over a set of documents. Visualizing topic distribution is expected to be also suitable
for supporting interactive information gathering process.

In the proposed method, as a landmark suppresses the related keywords on the
constructed keyword network, this relationship among keywords is also useful as the
metaphor to improve the understandability of a keyword map. as shown in Fig. 1. While
the ordinary keyword map uses only the distance information, the immune network
metaphor is used to improve the keyword map by emphasizing the keyword cluster
of which the representative is a landmark. In Fig. 1. the immune network metaphor
is incorporated into the spring model[16j. so that the spring constant of the spring
connected to a landmark can be set to be stronger than others, and the length of the
spring between landmarks can be set to be longer than others. A landmark is indicated
in white color, while dark-colored one is the keyword suppressed by a landmark. From
Fig. 1. five distinct topics represented with landmarks and their related keywords can
be shown clearly, while the suppressed keywords "Terrorism" and "Simultaneous" are
arranged near the center of the map. because the topic about N. V. tragedy is contained
in manv documents.

Figure 1: keyword Map Generated from Setl

5 Conclusion

A clustering method based on the immune network model is proposed to visualize the
topic distribution over the document set found on the WWW. The method extracts
the keywords that can be used as the landmarks of the major topics in a document set.
while the document clustering is performed with the keywords. The proposed method
employs the immune network model to calculate the activation values of keywords.

The questionnaires are performed to compare the clusters generated by the proposed
method and those generated by k-means clustering method, of which the results show
that the proposed method can get better results in terms of the coherence than k-means.
in two of three document sets. From the viewpoint of understandability. it is shown
that the landmark and their related keywords can represent the topic of the (luster.
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Furthermore, the immune network metaphor is incorporated into an ordinary key-
word map to improve its imderstandability. As the future work, the ways of incorpo-
rating the immune network model into a keyword map will be considered to further
improve the understandability of a keyword map.
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Abstract. WWW Search Engines usually return a hit-list including
many irrelevant pages because most of the users just input a few words
as a query which is not enough to specify their information needs. In this
paper we propose a system which applies relevance feedback to the inter-
active process between users and Web Search Engines, and accelerates
the effectiveness of the process by using a query specific filter. This filter
is a set of rules which represents the characteristics of Web pages that a
user marked as relevant, and is used to find new relevant Web pages from
unidentified pages in a hit-list. Each of the rules is made of logical and
proximity relationships among keywords which exist in a certain range
of a Web page. That range is one of the areas partitioned by four kinds
of HTML tags. The filter is made by a learning algorithm which adopts
separate-and-conquer strategy and top-down heuristic search with lim-
ited backtracking. In experiments with 20 different kinds of retrieval
tests, we demonstrate that our proposed system makes it possible to get
more relevant pages than the case not using the system as the number
of feedback increases. We also analyze how the filters work.

1 Introduction

With the rapid growth of WWW, there are various information sources on the Internet
today. Search engines are indispensable tools to access useful information which might
exist somewhere on the Internet. While they have been getting higher capability to meet
various information needs and large amounts of transactions, they are still insufficient
in the ability to support the users who want to collect a certain number of Web pages
which are relevant to their requirements.

When a user inputs a query, which is usually composed of a few words [1], search
engines return a "hit-list" in which so many Web pages are presented in a certain order.
However it does not often reflect the user's intent, and thus the user would waste much
time and energy on judging Web pages in the hit-list.

To resolve this problem and to provide efficient retrieval process, we propose a system
which mediates between users and search engines in order to select only relevant Web
pages out of a hit-list through the interactive process called "relevance feedback" [8].
Given some Web pages marked with their relevancy (relevant or rion-relevant) by a user,
this system generates a set of filtering rules, each of which is a rule to decide whether
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Figure 1: Interactive Web search

the user should look a Web page or not. The system constructs filtering rules from the
combinations of keywords, relational operators and tags by a learning algorithm which
is superior to learn structural patterns. We have developed this basic framework in
document retrieval [6] and found our approach was promising. In this paper, we applied
this method to the intelligent interface which coordinates the hit-lists of search engines
in order for individual user to find their wanted information easily.

The remainder of the paper is organized as follows. Section 2 describes the in-
teractive process and the way how to apply filtering rules. Section 3 describes the
representation and the learning algorithm of filtering rules. Section 4 shows the results
of retrieval experiments to evaluate our system.

2 Interactive Web search with relevance feedback

Figure 1 shows the overview of interactive Web search with relevance feedback. In this
section, we explain the procedures of each step in this search process. The number
assigned to them correspond to the numbers in circles of Figure 1.

1. Initial search: A user inputs a query (a set of terms) to our Web search system.
Then the system puts the query through to a search engine and obtains a hit-list.

2. Evaluation of results by a user: After getting a hit-list from a search engine,
the system asks the user to evaluate and mark the relevancy (relevant or non-
relevant) of a small part of Web pages in the hit-list (usually upper 10 pages),
and stores those pages as training pages, especially the relevant pages as positive
training pages and the non-relevant pages as negative training pages.

3. Analyzing training pages: Then the system breaks up each positive training
page into the minimal elements which can be a part of filtering rules. The concrete
procedures are the followings.
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Original hit list

; No.1 pagel
) No.2 page2
5 No.3 pageS
No.4 page4
No.5 pageS

Modified hit list

No.1 page2
No.2 page4
No.3 page5

O : marked as relevant by a set of filtering rules
x : marked as non-relevant by a set of filtering rules

Figure 2: Filtering Web Pages

• Generating candidates for additional keywords: The extended keywords mean
the terms which can be substituted to the arguments of a predicate. It is
often said that users usually input only a few terms which are quite insuf-
ficient not only for specifying Web pages but for making effective filtering
rules, thus this procedures is very important to widen the variations of rule;
representation. Our system uses TFIDF method[4] to extract additional
keywords.

• Generating literals for constructing bodies of filtering rules: Using the ex-
tended keywords, the system generates literals which can be one of the ele-
ments which compose the body of each filtering rule. These literals are called
A condition candidate set and used to construct a body of a filtering rule.

4. Generating filtering rules by learning: Using the condition candidate set.
the system generates filtering rules by relational learning. The detail procedures
will be developed in the next section.

5. Modify a query and re-searching: The system expands the query using terms
which have been extracted through the analysis of training pages. Then the
modified query is inputed into a search engine and the new results are obtained.

6. Select and indicate the Web pages satisfying filtering rules: As shown
in Figure 2, the system selects the Web pages satisfying the filtering rules from
the hit-list returned by search engine, and indicates them to the user. The pages
which the user has already evaluated are eliminated from the indication.

The information retrieval is done using the above procedures, and the steps from 2
to 6 are repeated until the user collects enough relevant pages.

This system provides the two following functions which are used for filtering the
results of simple relevance feedback.

• Modify a query and re-searching, (corresponding to StepS)

• Select and indicate the Web pages satisfying filtering rules, (corresponding to
Step6)

The search engine: usually selects the candidates of relevant Web pages and ranks
them before returning a hit-list. By modifying a query and re-searching, a system is
able to modify the ranking. Also by selecting and indicating the Web pages satisfying
filtering rules, the filter is modified.
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The modification of a query is done by using the query expansion techniques which
have been studied so well in information retrieval[9, 10]. Thus we omit the discussion
on the modification of a query in this paper. We develop representation and generation
of filtering rules using the structure of HTML file in the next section.

3 Filtering rules

This section explains the representation and the generation of filtering rules in detail.
We deal with the construction of filtering rules as inductive learning of machine learn-
ing d, in which relevant and non-relevant pages indicated by the user are used as training
examples.

3.1 Rule representation

We use horn clause to represent filtering rules. The body of a rule consists of the
following predicates standing for relations between terms and tags.

• ap(region-type, word) : This predicate is true iff a word word appears within a
region of region-type in a Web page.

• near (region_type, wordl, word2} : This predicate is true iff both of words wi', and
Wj appear within a sequence of 10 words somewhere in a region of region-type of
a Web page. The ordering of the two words is not considered.

The predicates ap and near represent basic relations between keyword(s) and the
position of the keyword(s). Several types of relations among keywords can be assumed,
however, we use only neighbor relation because it has been proven to be very useful in
several researches. [2. 5].

Furthermore we can easily consider that the importance of words significantly de-
pends on tags of HTML. For example, the words within <TITLE> seem to have sig-
nificant meaning because they indicate the theme of the Web page. Hence we use
the region-type to restrict a tag with which words are surrounded. We prepare the
region-type in the followings.

• title : The region surrounded with title tags <TITLE>.

• anchor : The region surrounded with anchor tags <A>. For example, the <A
HREF=. . . >.

• head : The region surrounded with heading tags <H1~4>.

• para : The region surrounded with paragraph tags <P>. This means the region
of the same paragraph.

We can represent various features of pages by combining these relations. Here is an
example set of rules.

{ relevant :- ap(title, mobile), ap(anchor. PDA).
relevant :- near(para, palm, os).

Filtering rules are interpreted disjunction. Thus if any rule is satisfied in a Web page,
the page will be considered relevant and otherwise non-relevant. The above filtering
rules means that a Web page is relevant if '"mobile" appears in the title and "PDA"
appears in an anchor text, or "palm" and "OS" appear near in the same paragraph.



M. Okabe and S. Yamada/ Interactive Web Page Retrieval 35

Input: E+ : a set of positive training pages, E : a set of negative training pages

C : a condition candidate set, K : a set of extended keywords

Output: R : a set of filtering rules.

Variables: rule. : a filtering rule. .S : a set, of exception literals,

l1 : an exception literal

Initialize: K <— a set of words in a query. R, S, I i <— empty, ride «— relevant:-.

Repeat

1: Investigate the number p of positive training pages satisfying the rule

and the number n of negative training pages satisfying the rv.le.

2: if n = 0 then

3: • Add rule to R.

4: Remove a positive training page satisfying the rule from E +.

5: if E+ is empty then Finish

6: else Initialize rule, S, l1.

7: else

8: • For all literals in C n S, compute the information gain G.

9: if No literal with G > 0 then

10: if the body of the rule is empty then

11: • Add a keyword to K.

12: • Update C.

13: else

14:- Initialize S and rule.

15: • Add l1 to S, and initialize / 1.

16: else

17:- Select lmnx having the maximum G.

18: if the body of the rule is empty, then I 1 := lmax

19: • Add llnal to rule, and S.

Figure 3: Learning Algorithm

3.2 Learning algorithm

Figure 3 shows the learning algorithm for making filtering rules. This algorithm is based
on the first order learning system FOIL [7] which adopts a greedy separate-and-conquer
strategy [3]. This algorithm generates a filtering rule one by one, and adds the generated
rule to R. When a rule is generated, the pages covered with the rule are removed from
the set of positive training pages E+. Thus, as the number of generated filtering rules
increases, E+ decreases, and the algorithm finishes if the E+ becomes empty (step3-5).

In the generation of a single filtering rule, a literal is added into the body one by
one (step!9), and the rule is established if it includes no negative training page (step2).
The added literal is selected from a condition candidate set C. This C consists of the
literals having all of the region-types and keywords in K as its arguments and being
satisfied in training pages. Concretely the following two types of literals are used.

• The ap literals having all of the region Jypes and keywords in K as its arguments
and being satisfied in training pages.
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• The near literals having all of the region Jypcs and keywords in K as its argu
ments and being satisfied in training pages.

The criteria for selecting a literal which should be added to the body is based on
the information <?am(step8). It is computed by the following equations, and popular in
learning of filtering tree.

numbers of positive/negative training pages be-
fore/after the addition of a literal. Using the information gain, a system is able to
select a literal which obtains not only much information for a training page but also
many positive training pages satisfying it (step 17).

This rule construction using information gain is efficient because it is greedy. How-
ever it sometimes selects bad literal and stops before completion. In such a case, if a
current rule has some literals in its body, this algorithm eliminates all the literals in its
body and restarts a rule making process. This backtracking is done for literals in C
except for a literal l\ which was first added to the body (step!4. 15).

If the body of a current rule has no literal, a new keyword is added to A' and C
is updated (stepll.12). The added keyword is selected from terms in positive training
pages E+ by the following procedures.

1. Extract paragraphs from E+ using <P> tags.

2. Investigate a subset of the paragraphs including any word in a query, and the
subset is called T.

3. Compute the importance for every word wi in T by the following equation.

Importance of wi, = (average occurrence i n T ) x ( t h e number of texts in which w, occurs

4. Select the literal which has the maximum importance and is not included in a
query.

Backtracking and iterative literal making process are main difference from the algo-
rithm in FOIL. They are very specific and empirical procedure. Without these exten-
sions. however, many useless rules would be generated.

4 Experiments and Results

To evaluate the effectiveness of filtering rules, we conducted retrieval experiments. The
question here is how many relevant pages we can find more with our proposed system
in the condition we look over a certain number of Web pages.
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Figure 4: An example of topic Figure 5: System Interface

4.1 Settings

We conducted two series of retrieval. The one is a retrieval from an original hit-list
returned by a search engine (retrieval 1). In this retrieval, we judged 50 pages from
the top of the hit-list. The other is a retrieval using our system (retrieval2). In this
retrieval, we made feedbacks every after judging 10 pages according to the procedure
described in Section 2. We made total four feedbacks. 10 pages after each feedback
are collected from the top of the hit-list (excluding the pages we've already judged and
filtering rules don't satisfy). In both retrieval, total 50 pages from the same hit-list
were evaluated.

We used the Google l as a test WWW search engine, which is recognized as one of
the most powerful search engines. For test questions, we used 20 topics (No. 401~-420)
provided by the small web track in TREC-82 . This test collection is often used for
evaluating the performance of retrieval systems in Information Retrieval community.
Figure 4 is an example of topic which is composed of four parts. Title part consists of
1~3 words. We used these title words as a query for search engine. Relevance judgment
of each page is conducted by the same searcher according to the account written in the
description and the narrative part of each topic.

4.2 Interface

Figure 5 shows the system interface which consists of query input, rule view, title view
and several buttons. When users put the make rule button, filtering rules are con-
structed and displayed in rule view. We can see the rules directly, thus we find useful
patterns or keywords to retrieve relevant pages. Once rules are constructed, the system
starts to collect new relevant pages, and display their titles in title view. If the user
clicks a title, a browser rises and shows the clicked page.

4.3 Results

Figure 6 shows the relation between judged pages and relevant pages found in the
judged pages. The number of relevant pages is average value of 20 topics. About first
10 pages, there is no difference because both retrieval returns the same pages. The

1 http://www.google.com
2http://trec.nist.gov
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The number of judged pages

Figure 6: The average number of relevant pages

nil

Figure 7: Difference after the first feedback Figure 8: Difference after the second feedback
(total 20 pages judged) (total 30 pages judged)

Topic number Topk number

Figure 9: Difference after the third feedback Figure 10: Difference after the fourth feedback
(total 40 pages judged) (total 50 pages judged)

difference of the number of relevant pages increases after the first feedback. As a result,
retrieval2 got about 5 relevant pages more than retrieval 1 after four feedbacks. However
the difference varies in each topic.

Figure 7 ~ 10 shows the difference of relevant pages between retrievall and retrieval2
after each feedback. Let A be the number of relevant pages found in retrieval1 and B
be the one in retrieva!2, the difference D is calculated by D = B — A. In Figure 7. there
is little effect of our system because we only judge small number of pages. In Figure 8
and 9, the effect gradually increases. In Figure 10, we can see the effect clearly. Our
system produces good results for most of topics except a few topics such as no.4 and
no.ll.

4-4 Effective and Ineffective filtering rules

As seen in the results, the retrieval which uses our system enhanced the effectiveness
for most topics. We show two types of examples, a good one that our system effectively
worked, and a bad one that our system didn't work well.
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Table 1: Filtering rules generated for topic no. 12
relevant :- ap(anchor,screening).
relevant :- near(para,security,system), ap(title,airport),
relevant :- near(para,security,airports), near(para,security,access).
relevant :- near(para,security,airports), near (para, faa,system).

Table 2: Filtering rules generated for topic no. 11
relevant :- ap(anchor,shipwreck).
relevant :- ap(anchor,shipwreck), ap(anchor,salvaging).

Topic 12 is an example that filtering rules worked most effectively. The objective
of topic 12 is "to identify a specific airport and describe the security measures already
in effect or proposed for use at that airport". Search engine returns many non-relevant
pages which introduce "the security which travelers must prepare". Removing such
pages by filtering rules, our system could provide proper results. Table 1 shows the
filtering rules generated for this topic. These rules represent the pages which introduce
specific security systems by using the words "faa" and "screening".

Topic 11 is an example that filtering rules didn't work well. The objective of this
topic is "To find information on shipwreck salvaging: the recovery or attempted recovery
of treasure from sunken ships". Relevant pages for this topic include various types of
pages such as links, bulletin board, news and individual home pages. The filtering
rules generated for this topic are too general or too specific, thus they could not select
appropriate pages and it leads to the bad results. Table 2 shows the filtering rules
generated for this topic. These rules uses only two keywords and they are insufficient
to restrict relevant pages.

5 Conclusion

We described a system which enhances the effectiveness of WWW Search Engine by
using relevance feedback and relational learning. The main function of our system is
the application of filtering rules which is constructed by relational learning technique.
We presented its representation and learning algorithm. Then we evaluated their effec-
tiveness through retrieval experiments. The results showed that our system enables us
to find more relevant pages though the effect differs in every questions.

Our system need quick response and moderate machine power. Thus it should be
a user side application because search engines cannot afford to attach such a function.
One of the future problem is to reduce the cost which users need to judge pages. We
plan to apply clustering methods for this problem.
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Abstract. This paper describes an automatic monitoring system that
constantly checks partial updates in Web pages and notifies them to a
user. While one of the most important advantages of the WWW is fre-
quent updates of Web pages, we need to constantly check them out and
this task takes much cognitive load. Thus applications to automatically
check updates of Web pages have been developed, however they can not
deal with partial updates like updates in a particular cell in a table in
a Web page. Hence we developed a automatic monitoring system that
checks such partial updates. A user can give a system regions in which
he/she wants to know the updates in a Web page as training examples,
arid it is able to learn rules to identify the partial updates by relational
learning. By this learning, a user do not need to directly describe the
rules. We fully implemented our system and presented executed results.

1 Introduction

We currently obtain various information from the WWW and utilize them for many
purposes like business, education, personal use and so on. Since we can easily make,
delete and modify Web pages, the WWW is growing as a huge and dynamic information
resource. While one of the most important advantages of the WWW is its frequent
updates of Web pages, we needs to constantly check them for acquiring the latest
information and this task obviously forces much cognitive load on us. Thus a number
of applications and services to automatically check and notify updates of Web pages
have been developed[10] [2] [8]. Unfortunately almost all of them notify updates to a
user whenever any part of a Web page is updated, and most of such updates may not
useful to him/her.

For example, see a weather report Web page like Fig. 1. Consider a user who has
a plan to go to a picnic on Sunday and is interested in the Sunday's weather. He/she
needs to frequently check the Sunday's weather in the Web page of Fig. 1 because it-
is updated everyday. If a user employs a Web update checking application, it notifies
him/her all of updates including other day's weather changes except Sunday thought
such notifications are meaningless. Thus a partial update is defined as an update of
a particular region in which a user is interested, not of any part of a Web page. We
consider this partial update monitoring is widely necessary hi a lot of fields like stock
market Web pages, the exchange rate: Web pages and so on. Hence a Web update
checking application should deal with a partial update in a particular region like a cell
in a table. Furthermore a user should be able to easily describe such a particular region
by help of an application.
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Figure 1: A table in a weather report Web page.

We developed an automatic monitoring system PUM(Partial Updates Monitoring)
that constantly checks partial updates in Web pages and notifies them to a user. A user
can give PUM regions in which he/she wants to know the updates in a Web page as
training examples, and it is able to learn rules to identify the partial updates by rela-
tional learning. By this learning, a user do not need to directly describe the rules. Since
describing such rules is significantly hard to a general user, this learning of PUM releases
a user from much cognitive load. We implemented our system and made experiments
to evaluate effectiveness. Finally we discuss on limitation and open problems.

WebBeholder[8] is a pioneer system which checks Web page updates and notifies
only the difference between a old Web page and a new one. WebBeholder evaluates the
differences using HTML tags and notifies important updates. Unfortunately a user can
not indicate a partial update on which he/she wants to know in WebBeholder. The
primary function of our PUM is to deal with such a task.

A lot of studies on information extraction from semi-structured text have been
done[5][l][9] and inductive learning methods were applied to the systems. Another
approach is to extract relational knowledge from Web pages as hyper texts[4]. Several
ways including a traditional statistic method, machine learning were applied to extract
knowledge from Web pages, and the comparison was discussed. However there is few
research on interactive learning system in such a field, and all of them need a large
number of training examples in advance.

A few works on interactive relational learning has been done in information retrieval[7]
Their system can learn rules to distinguish relevant documents from non-relevant ones
by interactive relational learning and relevance feedback. Such an interactive approach
is concerned with our approach, however the purpose is quite different.

2 PUM: partial updates monitoring in a Web page

2.1 System overview

Fig. 2 shows overview of PUM. PUM is a system that identifies a region indicated by a
user in a Web page, checks updates in the region and notifies a user the updates which
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Traning examples

region indentitlcation

Figure 2: System overview.

he/she wants to know. A broken line indicates interaction between a user and PUM.
First PUM extracts training examples for both of region identification and update

check from a region indicated by a user. Then a relational learning system automatically
acquires two kinds of rules for region identification and update check. After such rules
were generated, PUM becomes able to identify partial updates and determine whether
it is one which a user wants to know or not by using two kinds of rules.

If PUM decides an update is useful to a user, it notifies the update to a user. Oth-
erwise PUM indicates the updated Web page to a user and obtains his/her evaluation.
PUM was implemented using Visual C++ and Ruby on Windows2000.

2.2 Region identification and update check

PUM learns update monitoring rules to check partial updates in a Web page. The
update monitoring rules consists of two kinds of rules: region identification rules and
update check rules. Region identification (RI) rules are used to identify and extract a
region in which a user wants to know its updates. Update check (UC) rules are utilized
to determine whether the update is one which a user wants to know or not.

Note that a meaningful update in a region can not be detected by using only RI
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Figure 3: Interface of PUM.

rules. For example. we often wants to know updates only when a numeric value in a
region increased or decreased in Web pages of stock value, exchange rate, temperature
and so on. By using only RI rules. PUM can identify a region, however can not check
such update's property. UC rules are necessary to check the property.

2.3 Procedure to monitor partial updates

In the following, we describe detail procedures of PUM to monitor partial updates. The
number of a procedure corresponds to the number in Fig. 2.

1. Obtaining a monitor region.

(a) A user indicates a region in which he/she wants to know the update by mouse
highlight operation on interface of PUM(Fig. 3).

(b) PUM obtains the region and analyses it.

2. Acquiring updates monitoring rules.

(a) Generating two kinds of training examples.

• Training examples for RI consisting of the following properties are gen-
erated.

— HTML source code of a region indicated by a user.
- A sequence of ancestors of the region in a HTML tree.

— Index of raw and column when the region is a cell of a table.
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• Training examples for UC are generated with the difference between old
values and updated values in an indicated region.

(b) The two kinds of generated examples are independently given to a relational
learning system and it learns RI rules and UC rules.

3. Monitoring a Web page by update monitoring rules.

(a) Monitor an update (not a partial update) in a Web page. If an update? is
detected, go to (b). Otherwise, repeat this monitoring.

(b) Identify a region by R,I rules.

i. If the identification is success, determine whether the update is impor-
tant or not by UC rules.
A. If notification is necessary, indicate a user a Web page in which a

region is highlighted and he/she evaluates it. If the update is correct,
go to 3. Otherwise go to 1.

B. If notification is not necessary, do nothing and go to 1.
ii. If plural regions are matched, indicate a user a Web page in which the

regions are highlighted arid he/she evaluates it. If the update is correct.
go to 2. Otherwise go to 1.

iii. If no matched region, go to 1.

Fig. 3 shows interface of PUM. The window consists of three sub-windows: a Web
browser window, an URL window and a training example window. A Web browser
window (lower right in Fig. 3) shows a Web page in the same way to a Web browser
and a user can easily indicate a region by highlighting it using a mouse. An URL
window(upper in Fig. 3) stands for URLs of updated pages. A training example win-
dow (lower left in Fig. 3) indicates a, table of attribute and value of stored training
examples.

Relational learning[6] is a machine learning method that acquires rule for classify given
examples into classes. Inductive learning approach is utilized to construct rules from a
lot of positive/negative training examples.

PUM utilizes RIPPER[3] as a relational learning system. RIPPER acquires rules
to classify examples into two classes, and the learned rule is described with symbolic
representation, not weight distribution of neurons in neural network learning. Thus a
user can easily understand rules and modify them. The another advantage of RIPPER
is that it efficiently learns rules. For interactive system like PUM, fast learning is
necessary.

RIPPER is given training example's consisting of attributes and their values. It is
able to deal with a nominal value, a set value and a continuous value5 as an attribute
value1.

At step 2a in procedures of the last subseeition, PUM generates twe> kinds of training
examples for learning RI rules and UC rules. In the folk)wing, we explain representation
of such training examples.
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<HTML>

<TABLE>

<TR> <TR>

<TH> <TH> <TH> <TH> <TD> <TD>

location | tomorrow tokyo rainy
today

Figure 4: A HTML tree.

2.5.1 Training examples for region identification

A training example for RI is described with the following attributes.

(tagl,tag2, tag3, • • •, cNo, rNo, data, clndex, rIndex, class)

tagl,tag2,tag3,... are a sequence of ancestors of an indicated region in a HTML
tree (Fig. 4). A value of a tag attribute is order of the tag when the other same tags
are in the same depth, data is a set of <image> tag's src. alt attribute values and
words included in the indicated region, and this attribute data is dealt as a set value
in RIPPER.

When an indicated region is a cell in a table, a column number cNo and a row
number rNo are also described in a training example, clndex and rlndex stand for
indexes for column and row respectively. They are obtained from the values of a cell
with <TH> or the first cell in the same column or row. Last attribute class stands for
whether an example is positive or negative, and has "good" or "nogood" as its value.
An training example obtained from the shadowed region "fine" in Fig. 4 is described
like the following.

html
1

table
1

tr
2

td
2

cNo
2

rNo
1

data
fine

clndex
tomorrow

rlndex
tokyo

class
good

2.5.2 Negative examples for region identification

Since relational learning is a kind of inductive learning, negative examples play a im-
portant role to avoid over-generalization. However, in such an interactive system like
PUM, Obtaining negative many negative examples may force much cognitive load to a
user. Thus PUM automatically generates negative example for region identification to
improve learning efficiency.

We consider the neighborhood of an indicated region was a near miss example.
Hence PUM generates negative examples from four regions: left, right, upper and lower
regions to an indicated region. We experimentally found out this strategy is effective
to make learning more efficient.
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2.5.3 Training examples for update check

Training examples for UC are generated from the last Web page and an updated Web
page, and described with the following attributes.

(dataNew, relation, class)

dataNew means a value in an updated region. The relation means numerical re-
lation between the last value and dataNew, and has <-> (decrease), <+>(increase),
<=>(no change). If no relation between two values, the two values are assigned into
relation, class stands for whether an example is positive or negative, and takes 'good'
or 'nogood'.

3 Executed examples

3.1 Case-1: Weather report Web page

First example is on updates in a weather report Web page shown in Fig. 3. This page
shows weekly weather report and weather report of next seven days is indicated by
scrolling a table vertically.

In this example, a user wants PUM to notify updates when rain probability of Tochigi
on the next Sunday (a highlighted cell on a Web browser window in Fig. 3) decreases
less than 40%. Thus PUM needs to learn RI rules to identify a cell indicating weather
probability of Tochigi on Sunday and UC rules to check that the value of weather
probability is less than 40. Since the Web page is updated everyday, PUM detects an
update once a day and notifies to a user if necessary. When an update is notified to a
user, he/she evaluates it.

3.1.1 Learning RI rules

A part of training examples for RI is shown in Table 1. The first example was gener-
ated from a cell indicated by a user, and the remaining examples were automatically
generated from neighbor cells by a method described in 2.5.2.

Table 2 stands for the number of user's evaluations and learned RI rules at that
time. A RI rule learned from the first evaluation can identify a cell which is in 7th-row
and has '10/28(Sun)' as its column index. This rule succeeded in identifying a region on
the next day, however it failed after two days. Because the two rows of '10/27(Sat)' and
'10/28(Sun)' disappeared by scrolling horizontally the table and a new target region
included 'll/3(Sun)' instead of '10/28(Sun)'. Then PUM requires user's evaluation and
learned the second rule shown in Table 2. This rule identifies a correct cell using a more
general condition 'Sun' as a column index, not '10/28(Sun)'.

3.1.2 Learning UC rules

Table 3 shows examples for update check and Table 4 indicates the number of user's
evaluations and learned RI rules at that time. At seventh evaluation, the negative
examples were given and rules with a nogood class arid conditions '50' E dataNew and

e dataNew. where ' --' means no value. These UC rules is not sufficient because
if rain probability becomes 60~100 they notify the update. As progress of evaluation,
the sufficient number of negative examples are given to PUM and correct conditions are
learned.
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Table 1: Training examples for RI.

html
1

1

1

body
1

1

1

center
1

1

1

table
2

2

2

tr
8

8

8

td
8

/

9

rNo
7

i

7

cNo
3

1

5

data
'30'

'20'

clndex
'10/28(Sun)'
'10' '28' 'Sun'
'10/27(Sat)'
'10' '27' 'Sat'
'10/29(Mon)'
'10' '29' 'Mon'

rlndex
rain

probability'/? '
ram

probabilityc/c'
rain

probability'/?'

class
good.

nogood.

nogood.

Table 2: RI rules.

Eval. No.
1

2

rule
good <—
nogood
good *—
nogood

•10/28(Sun)

'T 6 rNo A

' e clndex

'Sun'

A T <E rNo.

6 clndex.

Table 3: Training examples for UC. Table 4: UC rules.

dataNew
'30'
"20"
'30'
T30"
"20"
—

'50'
'40'

relation
"<->"
'<->'
'<+>'
'<=>'
'<+>'

'20'
'50'

'<->'

class
good
good
good
good
good

nogood
nogood
nogood

Eval. No.
1
2

6

7

rule
good «— .
good «— .

nogood <—
good «— .
nogood <—
nogood —
good — .

' € dataNew.

'50' € dataNew.
€ dataNew.

3.2 Case-2: stock market Web page

Another example is executed in a stock market Web page shown in Fig. 5. In this
example, after several evaluation of a user. PUM became able to correctly notify partial
updates of a cell indicating a stock value of a particular company. Also PUM is available
to more complicated Web page with two tables shown in Fig. 6.

4 Discussion

4.1 Direct modification of miles by a user

Though RIPPER is a fast learning system, the learning is not sufficiently rapid for
an interactive learning system like PUM. A way to improve performance is that a
user directly modifies learned rules. Fortunately symbolic rule representation is far
more suitable for a user to modify learned knowledge directly than weight distribution
learning like neural network learning, regression and so on. Thus we are developing a
human-computer interaction framework to deal with such user's help.
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Figure 5: A stock market Web page

Figure 6: A Web page with two tables.
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4.2 Coverage of POM

In this paper, PUM dealt with a cell in a table as a region and we consider PUM is
applicable to any table in Web pages of any field. However PUM has limitation on its
coverage.

PUM can not deal with a region in plan text surrounded by <PR> tags. We are trying
to utilize neighbor words of a region as context to identify it. however such approach
may not sufficient. Also PUM may not be successfully applied to a list using <UL>.
<OL> tags. Because effective constrains like index, column number are not available.
To cope with this problem, we need to give much background knowledge like additional
attributes to PUM.

There is no guarantee that a user always indicates the correct regions in a Web page
in his/her evaluation. Thus PUM needs to deal with noisy training examples. We need
to investigate the robustness of PUM against noise experimentally.

5 Conclusion

We proposed an automatic monitoring system PUM that constantly checks partial up-
dates in Web pages and notifies them to a user. A user can give a system regions which
he/she wants to know the update in a Web page as training examples, and it is able
to learn rules to identify the partial update by relational learning. By this learning, a
user do not need to describe the rules. We implemented our system and some executed
examples were presented.
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Abstract. We investigate a practical method of classifying technical terms from the
abstracts of medical and biological papers. The main objective is to identify a set of
features relevant to the classification of technical terms. The features considered are:
(1) spelling of a term, (2) words around the occurrence of a term, and (3) syntactic
dependency of a term with surrounding words. We evaluated the effectiveness of these
features in a task of classifying terms in the abstracts from MEDLINE database, in
which target classes were determined in accordance with the first five top-level nodes
of the MeSH tree. We first listed all the terms in the MeSH thesaurus which fall in
exactly one class, and then retrieved MEDLINE abstracts containing the terms. Us-
ing these abstracts as training sets, we applied a support vector learning method to
discriminate each class with various combination of the features. The result proved
the effectiveness of dependency as features for classification, especially when com-
plemented with spelling features.

1 Introduction

The ability to cope with technical terms is essential for natural language processing (NLP)
systems dealing with scientific and technical documents. Since a majority of these terms are
not in general-purpose dictionaries', domain-specific lexicons are often used in combination.
However, it is still unrealistic to expect all technical terms to be enumerated in the lexicons,
because compound terms, which share a high proportion of technical terminology, are quite
productive. Hence, in the active fields of research such as biology and medicine, new terms
are produced on a daily basis; in year 2000 and 2001 versions of NLM Medical Subject Head-
ings (MeSH) [14], the numbers of new concepts introduced were 552 and 184, respectively.
Furthermore, even if such terms are recognized with the help of lexicons, it may still be nec-
essary to identify the meaning of each occurrence of the terms, because technical terms are
often polysemous.

Robust techniques are thus required for (1) recognizing technical terms, and for (2) iden-
tifying the semantic class of those terms. The first task was tackled by several researchers,
and some useful linguistic properties common to technical terminology have been identified.
Moreover, recent advance in statistical NLP techniques allows the extraction of compound

Gouhara et al. [5| reported that more than 15% of the words occurring in MEDLINE [13] abstracts were
not in the Oxford Advanced Learner's Dictionary of Contemporary English [9].
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terms at a practical level of accuracy. By contrast, semantic categorization of technical terms
have attracted less researchers, mainly because the task is more involved and requires exten-
sive expert knowledge to correctly evaluate the results.

As a step towards robust classification of technical terms, we construct a system for identi-
fying semantic class of biological and medical terms using state-of-the-art NLP and machine
learning techniques. Our objective with this system is to examine the effectiveness of new fea-
tures extracted from syntactic dependency structure within sentences. Several other features
are considered as well, such as spelling of the terms and words occurring around the terms.
We also exploit publicly available resources as much as possible to avoid costly annotation
of corpora by human experts.

Specifically, we apply Support Vector Machines (SVMs) [15] for classification of techni-
cal terms occurring in MEDLINE abstracts [13], using features obtained with natural lan-
guage processing of the abstracts. Being a supervised learning method, SVM requires a
volume of labeled examples for training. In our task, however, since MEDLINE holds the
abstracts in plain text format, they first need to be annotated with the labels specifying the
class of each technical terms. We take advantage of the MeSH Tree, also available publicly,
to automatically annotate the abstracts.

The rest of the paper is organized as follows. We first review previous work dealing with
technical terminology (Section 2) and describe the problems in machine learning approach to
classification of terms (Section 3). We then discuss why syntactic dependency information is
useful for the task and how it should be extracted (Section 4), and evaluate the effectiveness of
the feature with some experiments (Section 5). Finally, we summarize the results and discuss
possible future topics (Section 6).

2 Background

In their paper addressing identification of technical terms, Justeson and Katz [6] reported that
92.5-99% of the occurrences of technical terms were noun phrases. They also pointed out that
technical terms share some common linguistic properties regardless of the domain of text,
and presented a terminology identification algorithm motivated by these properties. Other
work in this area includes researches by Su et al. [11] and by Maynard and Ananiadou [8],
both exploiting domain-independent linguistic and statistical properties which discriminate
technical terms from non-technical terms.

Unfortunately, such common properties of technical terms are useless in classifying them.
as its objective is to discriminate among the terms. Classification task is more involved than
identification because the properties that characterize a class is specific to the class; they are
substantially different from one class to the other, and also from one domain of text to the
other.

Approaches to classifying technical terms can be further divided into two. The first relies
on handcrafted patterns. This approach was taken by Fukuda et al. [4], who achieved pre-
cision and recall rates of approximately 95% in identifying protein names, by using regular
expression patterns and a series of heuristic rules created by human experts. A shortcom-
ing of this approach, however, is non-negligible cost of constructing and maintaining such
patterns and rules; because patterns and rules vary among semantic categories, this method
substantially lacks portability.

By contrast, the second approach automatically acquires classification rules from large



annotated corpora using supervised machine learning methods. It assumes that most of the
relevant features are domain-independent, yet class- and domain-specific characteristics can
be automatically extracted from these features. The work along this approach includes Collier
et al. [2], Gouhara el al. [5] and Yamada et al. [16], as well as the present paper.

3 Supervised Learning Approach to Technical Terminology Classification

There are three factors dominating the performance of terminological classifiers in supervised
learning approach: (1) the size and quality of training corpora, (2) the choice of the leaning
algorithm, and (3) the choice of the features used for classification. Below, we review how
these factors have been addressed in the literature, as well as our own approach.

3.1 The Size and the Quality of Training Corpora

Generally speaking, previous work in the area used relatively small number of examples
because of the difficulty in constructing a large corpus of text with high-quality annotations.
For instance, the corpora used by Collier et al. [2], Gouhara et al. [5], and Yamada et al.
[16] consisted merely of 3312 technical terms (in 100 abstracts), 1526 terms (in 35 abstracts)
and 2268 terms (in 77 abstracts), respectively. Moreover, Yamada et al., who employed two
human experts to annotate the same set of abstracts in MEDLINE database, observed about
20% disagreement rate of annotated tags between the two annotators. A similar disagreement
rate was also reported by Tateisi et al. [12]. Part of this disagreement comes from large cross-
over in vocabulary of each semantic classes, yet these facts imply that classification task is
non-trivial even for human experts.

Gouhara et al. utilized co-training technique [ 1 ] to augment small amount of labeled data
with large amount of unlabeled data in order to reduce the cost of corpus annotation (labeling)
by human experts. For that purpose, they used two sources of information, which are arguably
mutually independent; namely, phrase-internal information such as character types and part-
of-speech of words on the one hand, and contextual information such as syntactic dependency
on the other hand. Unfortunately, the effect of co-training on performance was not apparent
in their experiment.

The size and the quality of annotated corpora are thus non-negligible factors for super-
vised learning approach. In the present work, the difficulty of constructing a training corpus
is alleviated by the use of existing thesaurus.

3.2 Learning Algorithms for Terminology Classification

Several machine learning algorithms have been applied for terminology classification. Col-
lier et al. [2] used Hidden Markov Models; Gouhara et al. [5] used decision trees with co-
training; and most recently, Yamada et al. [16] used Support Vector Machines (SVMs) to deal
with high-dimensional feature space incurred by the use of abundant information on spelling,
parts-of-speech, and substrings. Compared with Yamada et al., the former two researchers
used smaller number of features, due to the limited scalability of the learning algorithms
used.

Following Yamada et al., the present paper uses SVMs, which are known to perform well
in the presence of many features as in our formulation of the problem.
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3.3 Choice of Features

Both phrase-internal information and extra-phrase, or contextual, information has been used
for classification of technical terminology. Phrase-internal information includes features such
as character types and parts-of-speech of constituent words. The effectiveness of these fea-
tures has been demonstrated in [2] and [16]. As to the contextual features, use of bigram or
trigram sequence of words surrounding the terms is popular. However, fixed-length sequences
are problematic in that how far we should look beyond its surroundings actually situation de-
pendent. For instance, Sentences (1) and (2) below, both retrieved from MEDLINE database,
are the examples in which the bigram feature fails to capture words that could possibly help
in determining the class of terms.

Both the azide-insensitive and azide-sensitive components of Fl-ATPase activity
are equally inhibited by labelling the enzyme with 7-chloro-4-nitrobenzofurazan, by
binding the natural inhibitor protein, or by cold denaturation of the enzyme.

Results suggest that E. chaffeensis infections are common in free-ranging coyotes
in Oklahoma and that these wild canids could play a role in the epidemiology of
human monocytotropic ehrlichiosis.

(1)

(2)

In Sentence (1), the bigram feature conveys only the information on two words preceding
the term "7-chloro-4-nitrobenzofurazan," namely, "enzyme" and "with." They hardly provide
us with a clue on the relation between the term and "enzyme" because the information on
verb "labeling" is missing. Similarly, in Sentence (2), there are three words between the term
"ehrlichiosis" and the key word "epidemiology" which strongly suggests that the term is the
name of a disease.

Making sequence length larger (e.g., 4) solves the problem in the above examples, but it
does not come without cost; it would indeed provide the classifier with richer information, but
it would also result in data sparseness in a high dimensional feature space, making learning
with a small number of examples extremely difficult It is hence desirable to use a context
feature more adaptive and flexible than fixed-length sequences.

4 Syntactic Dependency Structure as a Feature for Classification

One way to overcome the inflexibility of fixed-length context features, is to utilize the depen-
dency structure of words within a sentence. It allows us to make selective use of information
on distant words, without making the feature space too sparse. Such a structure can be de-
tected in multiple ways, but in this paper we extract it from the parse trees of sentences. We
will sketch how this is done with an illustration in Figure 1, which depicts a partial parse tree
near the occurrence of "7-chloro-4-nitrobenzofurazan" in Sentence (1).

In the parse tree of Figure 1, each parent-child relation signifies an application of a
context-free production rule of the form X —> Y1, Yn, where X is a non-terminal symbol
(denoting its syntactic categories such as NP, VP and PP) of the parent node, and Y1 Yn

are the symbols of the children. A node is labeled not only with a symbol, but also with a head
word. For a terminal node, it is the lexical entry of the node (shown in italics in the figure);
for a non-terminal node, it is inherited from one of its children (shown in parentheses). If a
node X has two or more children Y 1 , . . . ,Y n ,n>2, the so-called "head rule2" associated with

2We used a slightly modified version of the head rules used by Collins [3].
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VP
(labelling)

VBP
... labelling

(7-chloro-4-nitrobenzofurazan)

DT NN IN
the enzyme with 7-chloro-4-nitrobenzofurazan

Figure 1: Parse tree of a verb phrase containing "7-chloro-4-nitrobenzofurazen." Bold arrows signify head word
inheritance, and parenthesized words the inherited head words.

the production rule X —>• Y 1 , , . . . , Yn determines a child (called head constituent) Yt from which
X inherits the head word. In the figure, bold arrows depict how head words are inherited;
e.g., the bold arrow from NN to PP shows that NN is the head constituent3 of production rule
PP-+IN,NN.

When a parse tree is available, dependency structure can be extracted by recursively merg-
ing every head constituent node with its parent (i.e., by merging every parent-child pair con-
nected with bold arrow in the figure), and marking the merged node with the same label as
the head constituent. Then, in the resulting tree, a parent-child pair denotes a dependency of
the head word of the child on that of the parent.

Applying this procedure to the tree in Figure 1, we can see that the preposition "with" de-
pends on "7-chrolo-4-nitrobenzofurazan," the determinant "the" depends on "enzyme," and
both "7-chrolo-4-nitrobenzofurazan" and "enzyme" depend on "labelling." Hence, by col-
lecting the words that depend on and those depended by the term of interest, we can extract
dependency information relevant to the term. This allows us, for instance, to detect a verb that
collocates with a technical term regardless of the numbers of words inserted in between. For
instance, it allows using the verb "labelling" as a feature for "7-chrolo-4-nitrobenzofurazan"
in Sentence (1); and in Sentence (2), since "epimiology" is the head word of the noun phrase
containing the term "ehrlichiosis," the dependency of the term on "epimiology" can be ex-
tracted with this procedure as well.

The experiments in Section 5 use this method of extracting dependency information from
parse trees.

5 Experiments

To evaluate the effectiveness of the dependency information extracted from parse trees, we
constructed a system for identifying the semantic class of technical terms in MEDLINE ab-
stracts. The following assumptions were made in designing the system:

• As described in Section 2, existing NLP systems can extract a high proportion of noun

3This is one of the major modification we made to the head rules found in [3], in which IN instead of NN is
the head consistuent of the production PP —> IN. NN.
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Table 1: Number of examples for each class

Class # of examples
A 4571
B 2811
C 5004
D 7335
E 4101

Total 23822

phrases from texts. Hence, we deal solely with classification of the terms, as opposed to
Yamada et al. [16] who also took identification into account.

• It is not realistic to assume the availability of a large corpus of texts annotated by human
experts. As described in Section 3.1, construction of a corpus is a major problem in the
task. We explore the MeSH thesaurus, publicly available online, to automatically annotate
corpus.

5.1 Experimental Setting

The experimental setting is described below.

Classes The target semantic classes were determined in accordance with the first five top-
level nodes of the 2002 MeSH Tree. They are (A) Anatomy, (B) Organisms, (C) Diseases,
(D) Chemicals and Drugs, and (E) Analytical, Diagnostic and Therapeutic Techniques and
Equipments.

Data Sets A corpus of abstracts was obtained in the following way. First, 15000 terms from
the above classes in the MeSH Tree were randomly sampled. Next, using these terms as query
keywords, we retrieved 216404 abstracts from MEDLINE, and then resampled 1200 abstracts
for each class from the set. Removing duplicates from the resampled collection resulted in a
corpus of 5842 distinct abstracts.

In the corpus, 7531 terms belonging to exactly one of the classes (A) to (E) were identified
and used as the target terms. This yielded a total of 23822 distinct examples. The number of
examples for each class is shown in Table 1.

Features The types of features used by the classifiers were as follows. In addition to the
ones using only one of these feature sets, we constructed the classifiers with various combi-
nations of the feature sets as well.

• Suffix features — the suffix strings of the head words of target terms. A head word of a
target term is determined by the same head rule as described in Section 4 We used the the
suffixes of lengths 3 and 4.

• Bigram features — the surface and the parts-of-speech (POS) of words in the bigram
sequences preceding and succeeding target terms. To obtain the POS, every sentence in
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Table 2: Number of terms and examples in each cross-validation set.

Set ID # of terms
1
2
3
4
5

Mean
Total

1507
1506
1506
1506
1506
1506.2
7531

# of examples
5236
4361
4844
4715
4666

( 22.0%)
( 18.3%)
( 20.3%)
( 19.8%)
( 19.6%)

4764.4 ( 20.0%)
23822 (100.0%)

the corpus containing one or more technical terms was fed to Nakagawa et al.'s POS
tagger [10]4.

• Dependency features — the words on which a target term depends, and the words which
the term is depended on, together with their corresponding POS. To obtain these features,
the output of the POS tagger was further fed to Yamada and Matsumoto's bottom-up
parser [17], under the constraint that technical terms occuring in the sentence should be
labeled as either NN (noun) or NP (noun phrase)5. The output parse trees were then used
for extracting above features with the method of Section 4.

Algorithm Given a set of examples and a combination of features, we constructed an SVMs
for each class (A) to (E). The examples whose target terms fall into other four classes were
used as negative instances. In all cases, the SVMs used a linear kernel with a fixed soft margin
parameter of C = 1.

Evaluation We conducted five-fold cross validation with the data set. The examples were
partitioned into five sets so that no target terms appear in two sets, and so that each set con-
tains a nearly equal number of distinct target terms. This partitioning scheme avoids a term
to appear both in training and test sets during cross validation; since we make use of spelling
(suffix) information as features, simply partitioning examples into five sets of equal size at
random would make the problem much easier. As a result, the number of examples (occur-
rences of terms) in each set is not uniform, because some of these terms occur more than once
in the abstracts. Table 2 shows the numbers of terms in each set.

5.2 Results

Under the setting described above, two experiments were conducted.
The first experiment compares the performance of the types of contextual features. Table 3

shows the performance of two classifiers, each using only one of the dependency or bigram
features. The result clearly shows the superiority of dependency information over bigrams.

In the next experiment, we combined the contextual features with the phrase-internal
suffix features. The performance of classifiers with various feature combinations is listed in

4The POS tagger performs well even in the presence of unknown words, with the accuracy of 87% for
unknown words, and 96% overall in the Penn TreeBank [7]

5This constraint reflects the observation by Justeson and Katz [6] that a vast majority of the occurrences of
technical terms are noun phrases.
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Table 3: Performance with different contextual information. All the numbers are means over five cross validation
trials.

Dependency Digram
Class Precision Recall F-score Precision Recall F-score

0.802 0.464 0.587 0.553 0.088 0.152
0.792 0.324 0.459 0.696 0.197 0.306
0.829 0.522 0.640 0.662 0.199 0.306
0.767 0.456 0.571 0.644 0.253 0.362
0.739 0.369 0.491 0.564 0.165 0.254

Table 4: Performance with various feature combinations. P: precision, R: recall, F: F-score

Dependency
+ Bigram + Suffix

Class
A
B
C
D
E

P
0.914
0.878
0.916
0.857
0.895

R
0.707
0.548
0.841
0.848
0.685

F
0.794
0.674
0.876
0.851
0.771

Dependency + Suffix
P

0.913
0.787
0.920
0.837
0.867

R
0.703
0.546
0.839
0.861
0.693

F
0.791
0.640
0.877
0.848
0.766

Bigram + Suffix
P

0.912
0.842
0.906
0.849
0.887

R

0.703
0.545
0.842
0.850
0.690

F
0.790
0.658
0.872
0.848
0.772

Suffix only
P

0.916
0.792
0.906
0.819
0.853

R
0.693
0.516
0.829
0.838
0.700

F
0.786
0.619
0.864
0.827
0.765

Table 4. As a base line, the performance of the classifier using only the suffix features is also
included in the table.

The classifier using all of the dependency, bigram and suffix features performed best, but
was only slightly ahead of the one with dependency and suffixes. Both of these outperformed
the classifiers not using dependency information in most of the classes. Even in a few cases in
which the latter surpassed the former, the difference was not significant at all. However, the
performance advantage of dependency over bigrams was much smaller than the one observed
in the previous experiment in which these features were used alone.

6 Summary and Future Directions

We have constructed a system for terminological classification in biological and medical pa-
pers. Motivated by practical considerations, the system takes advantage of state-of-the-art
natural language processing and machine learning techniques, as well as publicly available
resources. We have further evaluated the performance of the system over different set of
features. Although more thorough experiments are desirable, the experimental results of Sec-
tion 5 suggest the effectiveness of syntactic dependency information as features for classi-
fication, especially when they are used in combination with information on phrase-internal
information.

Topics for future research include:

• Training of NLP pre-processing tools with a corpus of texts in similar domains. The part-
of-speech tagger and parser programs used in the experiment were themselves based upon
supervised learning techniques. They were trained on the Penn TreeBank [7] corpus con-
sisting of newspaper articles from Wall Street Journal. It is likely that the difference of the
corpora have given ill effects on the accuracy of part-of-speech tags and parse trees. There
should be some room for improvement if we had a tagged corpus of papers available for
training these programs.
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• Evaluation of the robustness of the approach under various scales of training data. The
experiment in this paper used about 6000 terms (and 20000 examples) for training clas-
sifiers. These numbers are much larger than those used in previous work mentioned in
Section 3, but since tagging can be done automatically using the MeSH Tree in our set-
ting, the system should be evaluated with more examples. It is also desirable to evaluate
the generalization performance when the number of example is much smaller, because
not all fields of research have an extensive thesaurus like the MeSH Tree.

• Classification into more detailed sub-categories. We used only the descriptors on the top-
level nodes of the MeSH Tree Structure as semantic categories. It should be necessary to
evaluate the performance of our methods in the tasks of classification into more detailed
sub-categories.

• Measurement of performance in disambiguating multi-class terms. We trained classifiers
only with terms whose class could be uniquely determined according to the MeSH Tree,
and excluded multi-class terms from consideration. It would be interesting to apply the
classifier trained this way to disambiguate the meaning of each occurrence of the multi-
class terms in the corpus.

• Elaboration of the rules for extracting contextual information from parse trees. The cur-
rent scheme for extracting dependency is based on the head rules of [3]. We needed to
make modifictions to some of the rules involved, because the original rules were deter-
mined to be effective with respect to parsing, and not with respect to detecting depen-
dency. For instance, for the production rule PP —»IN, NN, the original head rule specifies
IN (preposition) as the head instead of NN (noun). We therefore modified the head rule
and made NN the head constituent6. This is the only major modification made to the orig-
inal head rule in our experiments, but there may be more rules which are not adequete for
extracting contextual/dependency information from parse trees.

• Utility of information on multiple occurrences of terms. Justeson and Katz argued that
when an entity is referred to by a terminological noun phrase and is rementioned subse-
quently, it is more likely that the full noun phrase is used intact. This property suggests
that when a term is used more than once within an abstract, it is likely that the referent
entity and hence its semantic class is unique in the abstract. It should be worth utilizing
this clue to uniquely determine the semantic class of a technical terms within an abstract,
for instance, by voting. Collier et al. [2] report that an improvement of 2.3% in F-score
was achieved by a similar post-processing.

Acknowledgments. We are grateful to Taku Kudo and Tetsuji Nakagawa for providing us
with their part-of-speech tagger and machine learning programs. This research was supported
by the Ministry of Education, Culture, Sports, Science and Technology of Japan under Grant-
in-Aid for Scientific Research on Priority Areas (B) no. 759.

6See the example in Figure 1.
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Abstract.
An active information gathering system efficiently collects informa-

tion from a number of frequently updating information sources on the
Internet, considering the quality and cost of information gathering, to
meet demands from human users or active mining systems. In this pa-
per, we summarize functions required for active information gathering
systems and show related works. We then propose a system called Intel-
ligent Ticker. Intelligent Ticker consists of multiple information gath-
ering modules and an information integration module. An information
gathering module produces Tickers based on the difference between an
updated Web page and the original one. The information integration
module integrates multiple Tickers by using an ITT (Integration Tem-
plate for Tickers) to assist the user in his decision making or problem
solving.

1 Introduction

The Internet rapidly spreads into our society as one of infrastructures that support
our daily life. Among a number of Internet based information services, the WWW
(World Wide Web) is most popular and widely used for various purposes such as sharing
information among researcher to advance research and development, disseminating sales
information for electronic commerce, creating virtual communities that share a common
interest, and so on. Considering the vast amount of various information stored on the
Web. we may be able to regard the Web as a world wide knowledge base system on the
Internet.

The most important feature of the Web is that it is built up in a bottom up manner,
which is contrasting with conventional distributed database systems. Once an infor-
mation provider connects his/her computer to the Internet and starts a Web server, he
or she can immediately disseminate information toward the world. The Web can be
viewed as a federated system where a huge number of distributed information sources
are running autonomously and cooperating with each other without any centralized
control mechanism.

On the other hand, from a viewpoint of information users, the Web has a drawback
that it is not easy to locate required information in the huge amount of data widely
distributed on the Internet. As remedies to deal with this drawback, various search
engines have been developed. To a query with input keywords, however, a search
engine sometimes just returns thousands of URLs, which often include ones unrelated
to the user's request, and the user has to filter the output.
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To make the Web more useful, we further continue to study technologies for not only
improving outputs of Web search engines, but also developing new systems, which we
call active mining systems, that can automatically discover useful information from a
huge number of Web information sources by employing various techniques such as ma-
chine learning, information agents, information retrieval, database systems, computer
human interaction, and so on.

To develop active mining systems, we need to consider the following features of Web
information.

• Web information is widely distributed over a huge number of Web sites in the
world.

• Web pages are normally described in HTML (Hyper Text Mark-up Language).
HTML is suitable for representing the visual structure of Web page, which dis-
plays on a Web browser, but not for representing the semantic structure. To deal
with this drawback, XML [1], which enables information providers to represent
the semantic structure by inserting semantic tags into Web pages, has been stan-
dardized. Moreover, research on Semantic Web [2] aims at enabling computers
to process the Web information without human interventions based on the XML
standardization.

• The amount of Web information increases very rapidly day by day and a large
number of Web sites are updated frequently. Especially, ones that deal with
stock market or Internet auction are updated almost every minute. Even an
active mining system succeeds to discover some information from such sites, if
the information is obsolete, it is useless for the user. The active mining system
should keep monitoring the Web sites and modify the discovered information
depending on the updates of the original sites.

This paper discusses active mining systems that discover useful information for the
user through gathering information from a number of Web information sources that may
be updated frequently. An active mining system is a data mining system that mainly
mines data gathered through the Internet. The activeness of active mining system
comes from the dynamics of information sources (updates of information sources) and
the user (changes of user's interests or requests), and an active mining system consists
of three modules as shown in Figure 1.

• The active information gathering module monitors a number of Web sites, which
is dynamically updated, on the Internet and gathers Web pages from them to
provide them to the data mining module.

• The data mining module analyzes data gathered by the active information gath-
ering module and discovers information useful to the user.

• The active reaction module plays a role of the user interface. It shows information
discovered by the data mining module. By monitoring the user's response to the
output, this module notifies changes of the user's interest or request to the data
mining module.

The process of active mining is performed by three modules cooperating with each
other. This paper focuses the discussion on the active information gathering module.
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Figure 1: An Overview of Active Mining System

In Section 2, we discuss functionalities required for the active information gathering
module and introduce some related works. In section 3, we propose Intelligent Ticker,
which is an active information gathering system based on Ticker, which is a small piece
of information extracted based on the difference between the updated Web page and
the original one. We conclude this paper in Section 4.

2 Active Information Gathering Systems

Active information gathering system monitors Web information sources that are fre-
quently updated and efficiently gathers information that meets requests given by the
user. The functionalities required for active information gathering systems are summa-
rized as follows.

2.1 Monitoring Information Sources

An important feature of Web information sources is that they are frequently updated.
The frequency of updates depends on the type of information source. For example, top
pages of many university Web sites are updated about once a week. Those of news
sites are updated more frequently at several times an hour. Moreover, Web pages that
carry information about stock market, sports, auction, highway traffic are updated more
frequently at once a few minutes. An active information gathering system is expected
to gather information efficiently from such dynamically updating information sources.

AIDE (AT&T Internet Difference Engine) [3] is a tool, which has been developed at
AT&T, to track changes of Web pages. As a component of the tool, HtmlDiff1 has been
developed as a publicly available software that compares two Web pages and displays

1 http://www.research.att.com/ douglis/aide/
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the differences. It highlights the difference by using deleted text for data struck out
and italic font for data added as shown in Figure 2.

Figure 2: An Output of HtmlDiff

TopBlend [4] is a revision of HtmlDiff and is implemented in Java, though it is not
publicly available when we write this paper.

DataFoundry2 [5, 6] is developed at Lawrence Livermore National Laboratory to
maintain a data warehouse by detecting changes of information sources. In this project,
the database schema of scientific data sources is represented as a graph that can be
used to detect changes of the data and the schema itself. In scientific database systems,
demands of database schema changes occur frequently, and to meet demands by manual
operations costs much. This project aims at updating the schema automatically by
tracking changes of information sources.

INRIA is also developing a data tracking system called Xyleme'5 [7] for maintaining
XML-based data warehouses.

CONQUER [8] at Oregon Graduate Institute and NiagaraCQ [9] at University of
Wisconsin are database approaches for monitoring information sources by formalizing
the task as continuous queries.

2.2 Integrating Information

There are a number of Web information sources that deal with a similar topic. For
example, there are a number of news sites on the Internet. The contents of each site is
slightly different because of the difference of editors and/or news sources. The timing
of updating contents is also different.

On the other hand, some readers may wish to read their favorite articles as soon
as possible as they appear on the site and others may wish to read articles from a
wide range of viewpoints even collecting articles takes time. The preference on reading

2http://www.llnl.gov/casc/datafonndry/index, html
'http://www.xyleine.com/
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news articles depends on the reader. To provide a better service to each reader, the
system needs to appropriately collect articles from multiple news sites considering the
collecting time and the redundancy of articles.

Integrating information sources of different type adds more value to each of the
information sources [10]. For example, there are a number of movie related sites on
the Web. A movie site provides information about directors and actors, a theater
site provides information about movies currently showing, and a critique site provides
information about reviews on movie. By integrating information from these sites, a
system can reply to a query such as "show me a movie directed by Steven Spielberg
with three stars currently showing in Tokyo," which cannot be replied by information
from any sole one of three sites.

To achieve an information integration task like above, we need to consider the qual-
ity and the cost of information gathering [11]. Generally speaking, there is a tradeoff
between the quality of information and the cost of gathering the information. For
example, if we approximate the quality of information by counting the number of in-
formation sources from which the information is gathered, obtaining information with
high quality takes much time.

A planning mechanism would be required to make a good balance between the
quality and the cost. To this end, an information gathering agent called BIG (resource-
Bounded Information Gathering) [12] is developed at University of Massachusetts.

3 Intelligent Tickers: Toward An Active Information Gathering System

When we observe frequently updating information sources, we notice that the updates
occur bit by bit. For example, the top page of some news site may be updated every
ten minutes or so, but the amount of an update is only a few lines in the Web page,
though the total amount of updates becomes quite large because such a small update
occurs many times.

In this paper, we call such an object that carries a small piece of information "a
ticker,'' and propose the Intelligent Ticker system that collects tickers from a number
of Web information sources and integrates them to support the user's decision making
or problem solving.

The Intelligent Ticker consists of an information gathering module and an informa-
tion integration module as shown in Figure 3.

Web site

Web site

Information Gathering
Module 1

Information Gathering
Module 2

Web site
Information Gathering
Module n

Information Integratio
Module

User

Figure 3: Overview of Intelligent Tickers
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An information gathering module monitors a designated Web site and produces a
ticker whenever an update occurs at the site. We assume a ticker is a part of Web page.
and the user can show it directly on a Web browser.

The information integration module selects tickers sent from information gathering
modules and integrates them to support the user's decision making and problem solving.

3.1 Information Gathering Module

Components of an information gathering module are shown in Figure 4. The Web access
submodule fetches a Web page periodically from the designated Web site on the Internet
and stores the sequence of the pages in the WebBase. The difference extraction module
extracts the difference between two continuous pages in the sequence. This module uses
the HtmlDiff mentioned in Section 2. The HtmlDiff shows differences by inserting tags
into the original Web page, and the difference extraction module produces tickers from
the output of HtmlDiff.

Website Diff. extraction
submodulc

Diff display
submodule

Information
Integration
Module

Figure 4: Information Gathering Module

The output of HtmlDiff can be analyzed as a tree structure as shown in Figure 5. for
example, which is extracted from a news page shown in Figure 2. Each node represents
a fragment of Web page consisting of text with the surrounding tags. Tags in a HTML
document can be nested, so the document forms a tree structure. In this figure, a node
depicted as a white thick circle represents a fragment which is actually updated, and
should be left in the ticker. A node depicted as a white thin circle represents a fragment
which is highly related to the updated fragment, such as the context or the category of
updated article. We should leave such fragments also in the ticker to keep the updated
fragment in the context. A node depicted as a gray circle is a fragment which should
be left when the ticker is directly shown on a Web browser. Finally, a node depicted as
a black circle is one which should be deleted.

How to build an analyzer that automatically categorizes the output of HtmlDiff into
above 4 classes is an important and main research issue for developing the information
gathering module.

A ticker, produced by an information gathering module, consists of the following
elements.

• Object: An updated fragment of Web page. It is represented as text with sur-
rounding tags.

• Time stamp: The time of update.

• Location: The URL of updated Web page.

• Context: The context of this ticker object.
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Figure 5: Anali/ing the output, of HtmlDiff.

Each of information gathering modules needs to get access to the designated infor-
mation source considering the frequency of updates. For example, it is useless to get
access to an information source every hour when it is actually updated only once a
day. Hence, we need to develop a Web access submodule with adaptability such that
it learns the frequency of information source and dynamically change the interval of
access.

3.2 Information Integration Module

The information integration module collects tickers produced by information gathering
modules and integrates them to support the user's decision making or problem solving.

As the number of information gathering modules increases, the number of incoming
tickers produced by the modules increases. Without selecting tickers, the information
integration module may be overwhelmed by the incoming tickers, so we need to employ
a ticker selection mechanism.

We use the ITT (Integration Template for Tickers), as shown in Figure 6, to integrate
tickers. In this figure, choices of action that achieves a goal of traveling from Tokyo
to Osaka are shown. We assume these choices are based on the user's preference. The
user's first choice for traveling from Tokyo to Osaka are to take a bullet train or an
airplane. The second choice is to take a night bus, and the last choice is to stay in Tokyo
and to travel on the next day. By using this scheme, we know we need not collect tickers
about the second and the last choices when the the first choice is satisfied.

For example, normally the information integration module collects tickers about
bullet train arid about airplane. We here assume that bullet trains are not available
but airlines are available. Now let us assume that the module receives a ticker that
airlines are not available, then the module begins to collect tickers about night bus.
When it comes to know night buses are not available, the module begins to collect
tickers about hotel and transportation of the next day. During such a process of in-
formation gathering, if it receives a ticker that bullet trains become available again, it
stops collecting tickers about night bus and hotel. The information integration module
dynamically changes the way of information gathering depending on the message of
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incoming tickers.

Ride a bullet train. Ride an airplane. Stay at a hotel

nknownNo Yes

Unknown Unknown

Figure 6: An example of Integration Template for Tickers.

When we consider an information gathering task, we can classify the information
into the static one and the dynamic one. The dynamic information is frequently updated
such as the availability of bullet train or airplane and is the main target of gathering. On
the other hand, the static information is rather stable such as travel planning knowledge
depicted in Figure 6 and is used to gather the dynamic information as mentioned above.
Using the static information improves the performance of information gathering as
discussed in [11].

Generally speaking, it is difficult to clearly define what is the static information
and what is the dynamic information. The static information can be dynamic in a
long run. For example, in the travel plan depicted in Figure 6, a night bus service
may be abandoned or a cruise service between Tokyo and Osaka may start in the
future. If so. the static information needs to be updated. Some static information may
be updated directly by the user and others may be updated automatically by using
collected information from the Web.

4 Conclusion

Active information gathering system gathers pieces of information from frequently up-
dated information sources on the Internet and integrates them to assist the user in
his/her decision making and problem solving task. It also works as an information
gathering module of active mining system.

In this paper, we summarized required functionalities of active information gathering
systems and proposed a new active information gathering system called Intelligent
Tickers. At this moment, the system is still at the initial stage of concept development.
We need to continue to develop the system as a useful system in the real world.

References

[1] M. Klein. XML. RDF. and Relatives. IEEE Intelligent Systems. 16(2):26–28. 2001.
[2] D. Fensel and M.A. Musen. The Semantic Web: A Brain for Humankind. IEEE Infelligent

Systems. 16(2):24-25, 2001.
[3] F. Douglis, T. Ball, Y.-F. Chen and E. Koutsofios. The AT&T Internet Difference Engine:

Tracking and Viewing Changes on the Web. World Wide Web. 1:27 44. 1998.
[4] Y.-F. Chen. F. Douglis. H. Huang and K.-P. Vo. TopBlend: An Efficient Implementation

of HtmlDiff in Java. In WebNet '00. 2000.



Y. Kitamura/ Intelligent Tickers: An Information Integration Scheme

[5] N. Adam. I. Adiwijaya, T. Critchlow and R. Musick. Detecting Data and Schema Changes
in Scientific Documents. In IEEE Advances in Digital Library. 2000.

[6] T. Critchlow, K. Fidelis, M. Ganesh, R. Musick and T. Slezak. DataFoundry: Information
Management for Scientific Data. IEEE Trans Inf Technol Biomed, 4(1) :52–57, 2000.

[7] B. Nguyen, S. Abiteboul. G. Cobena and M. Preda. Monitoring XML Data on the Web.
In ACM SIGMOD. 2001.

[8] L. Liu, C. Pu, W. Tang and W. Han. CONQUER: A Continual Query System for Up-
date Monitoring in the WWW. International Journal of Computer Systems, Science and
Engineering, 14(2):99–112. 1999.

[9] J. Chen, D.J. DeWitt, F. Tiari and Y. Wang. Niagara CQ: A Scalable Continuous Query
System for Internet Database. In SIGMOD Conference, pages 379-390, 2000.

[10] S. Yarnada, T. Murata and Y. Kitamura. Intelligent Web Information System (in
Japanese). Journal of Japanese Society for Artificial Intelligence, 16(4):495-502. 2001.

[11] Y. Kitamura, T. Noda and S. Tatsumi. A Dynamic Access Planning Method for In-
formation Mediator. In Cooperative Information Agents IV. Lecture Notes in Artificial
Intelligence 1860, pages 39-50, Springer, 2000.

[12] V. Lesser, B. Horling, F. Klassner, A. Raja, T. Wagner and S.X. Zhang. BIG: An agent
for resource-bounded information gathering arid decision making. Artificial Intelligence.
118(l-2):197-244. 2000.



This page intentionally left blank



II

USER CENTERED MINING



This page intentionally left blank



Active Mining
H. Motoda(Ed.)
IOS Press. 2002

Discovery of Concept Relation Rules Using an
Incomplete Key Concept Dictionary

Shigeaki Sakurai, Yunii Ichimura, and Akihiro Suyarna
{shigeaki .sakurai ,yumi. ichimura,akihiro. suyama} @toshiba. co.jp

Corporate Research &; Development Center
Toshiba Corporation

Abstract. We have proposed a method that acquires concept relation
rules automatically. The method generates a training example from both
concepts extracted from a report and a text class given by a user. Also,
the method applies a fuzzy inductive learning algorithm, IDF, to gener-
ated training examples. The method regards a report with more than
one concept in a concept class as a contradictory report and excludes a
training example based on the report. If a key concept dictionary, which
extracts key concepts from texts, is ill defined, such report does not al-
ways have contradictory contents and the exclusion of the report leads to
the lack of an important rule. On the other hand, it is difficult to create
a complete key concept dictionary at first. It is necessary to deal with a
report with more than one concept in a concept class. Fortunately, IDF
can process a value set as an attribute value by defining an appropriate
membership function for the set. Thus, the paper proposes a method
that defines the membership function and shows the efficiency of the
method through numerical experiments using daily business reports in
retailing.

1 Introduction

A huge amount of textual information can be stored in a computer. However, the
information is not always used efficiently. Text mining methods [1, 2, 3. 4] have been
proposed to overcome this problem.

The method [1] finds characteristic relations among words by using their hierar-
chical structure given by a human expert and classifies texts. The method deals with
texts written in English and does not deal with texts written in a language without a
space that separates words. It is not possible for the method to analyze texts written in
Japanese. Also, another method [4] deals with texts written in Japanese and extracts
a meaning. The method uses both lexical analysis and structure that represents con-
nection between words. It considers only a concept given by the connection. It is not
possible for the method to analyze meaning that arises due to the combination of more
than one concept. On the other hand, the method [3] visualizes the relationship among
texts by using two-dimensional map. The distance on the map reflects similarity of
texts. The method cannot interpret the meaning of the map. A user has to interpret
the meaning.

The method [2] classifies Japanese texts into some classes and displays their statis-
tical information by using two kinds of knowledge dictionary: a key concept dictionary
and a concept relation dictionary. Then, the former dictionary hierarchically describes
important expressions extracted from texts and the latter one describes the meaning
of a combination of some key concepts. It is possible for the method to find important
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combinations. Also, it is possible to classify a text based on a consideration of the
meaning of expressions, even if the expressions have different descriptions. The effect
of the method depends on both a key concept dictionary and a concept relation dic-
tionary. We have to generate these dictionaries through trial and error. It is difficult
to apply the method to many tasks for the generation. The paper [7] has proposed
a method that acquires a concept relation dictionary inductively. The method uses a
key concept dictionary and generates a concept relation dictionary from texts with text
classes given by a user. The paper also shows the effect of the method by means of
numerical experiments based on daily business reports in retailing. It is possible for
each user to give a different text class to a text. The class represents the intention of
each user. Thus, the method performs an active mining. The method assumes that
the concept relation dictionary is well defined and that the dictionary extracts at most
one key concept corresponding to a concept class from a text. The method regards
a report with multiple key concepts in a concept class as a report with contradiction.
Also, the method excludes an example given by the report. On the other hand, it is
difficult to generate a well-defined key concept dictionary. We have to use an ill-defined
key concept dictionary. The ill-defined dictionary extracts multiple key concepts in a
concept class from a text. The exclusion of the report may lead to a lack of necessary
concept relations.

Thus, the paper proposes a method that processes a text with multiple key concepts
in a concept class. Also, the paper proposes a fuzzy inductive learning method incor-
porating the method. Moreover, the paper shows the effect of the proposed method
by comparing it with an old method through numerical experiments based on daily
business reports in retailing.

2 Acquisition of a concept relation dictionary

In this section, both the learning method and the inference method of a concept relation
dictionary [7] are briefly reviewed.

2.1 Learning method

A relation in a concept relation dictionary is regarded as a kind of rule. The rule is
acquired by using an inductive learning method [5. 6], if training examples are gath-
ered. The paper [7] has proposed a method that gathered the examples. The method
extracts concepts from a report by using lexical analysis and a key concept dictionary.
The method regards a concept class as an attribute, a key concept as an attribute
value, and a text class given by a user as a class of a training example. The method
generates a training example from a report. Also, the method sums up training ex-
amples, applies them to a fuzzy inductive learning algorithm. IDF(Induction Decision
tree with Fuzziness) [6, 7], and acquires a concept relation dictionary described by a
fuzzy decision tree. That is, according to the flow shown in Figure 1. a concept relation
dictionary is acquired from reports and text classes.

2.2 Inference method

When a new report is given, an inference method extracts some concepts from the report
and generates an example that does not have a text class. Also, the method decides
a text class by applying the example to an acquired fuzzy decision tree. The decision
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Figure 1: A learning flow

based on the tree takes into consideration imprecision included in the example. That is,
in an interior node, the inference method transfers an example with degree of certainty
to its lower nodes and performs the inference in the respective nodes even if the interior
node does not have a fuzzy class item that is equal to an attribute value of the example.
In a terminal node, the method multiplies the degree of certainty corresponding to the
transferred example with the one corresponding to each class of the node and sums
up the degree for each class. The method obtains the classes with degree of certainty.
Normally, the method selects a class that has the maximum degree of certainty and
regards the class as a class of the example. So, it is possible for the inference method
to decide a text class even if an example to be evaluated has an attribute value that
does not occur in the learning phase.

3 Dealing with multiple key concepts

This section shows a problem involving multiple key concepts in a concept class. Also,
this section proposes a method that overcomes the problem.

3.1 Disadvantage of the old method

The old method assumes that a well-defined key concept dictionary is given at first.
The well-defined dictionary gives at most a key concept for each concept class to a
report. If two or more concepts with the same concept class are included in a report,
the report is regarded as a report with contradiction. An example generated from the
report is excluded in the learning phase. Also, a text class of the report is not inferred
in the inference phase. However, a key concept dictionary is not always well defined.
It is necessary to spend a lot of time, even if it is possible to generate a well-defined
dictionary. Also, if key concepts that are unlikely to occur simultaneously are described
in different concept class, it is difficult to understand intuitively a key concept dictionary
for a huge number of concept classes. Moreover, a report with multiple key concepts
does not always have contradiction in the case of a report with complex structure. So.
it is not always appropriate to exclude a report with multiple key concepts in a concept
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class as a report with contradiction. The exclusion of the report may lead to a problem
in that necessary concept relations are not acquired.

Thus, it is necessary to deal with both the report and a report with only a single key
concept in a concept class. We propose a method that deals with them in the following
section.

3. 2 Proposed method

The proposed method uses a fuzzy inductive learning algorithm. IDF, in order to acquire
a concept relation dictionary from training examples. The method regards a concept
class as an attribute, a key concept as an attribute value, and a text class as a class
of an example. It is possible for the IDF to process a label set as an attribute value.
if appropriate fuzzy class items are defined for the attribute. Thus, we regard a set of
concepts as an attribute value and define fuzzy class items. Also, we deal with a report
that has multiple key concepts included in a concept class.

The IDF generates a fuzzy class item for an attribute value existing in the learning
phase, when the attribute is discrete. That is. a fuzzy class item is not generated for
an attribute value that is not included in training examples assigned to a processing
interior node. On the other hand, it is necessary for an acquisition method of a concept
relation dictionary to regard an example that has a single key concept in a concept
class as a special example, in order to coordinate the example with an example with
multiple key concepts. So. it is necessary to generate a fuzzy class item for each key
concept existing in the training examples.

Here, we consider a method that defines a membership function representing each
fuzzy class item. It is necessary for the function to consider both the importance
and the similarity of key concepts for its definition. If we know the importance of key
concepts, we evaluate the key concepts by taking into consideration weight based on the
importance. However, we do not always know the importance. It is appropriate to give
equal weight of the importance to each key concept. On the other hand, an example to
be evaluated may have a key concept that is not given in the learning phase. Then. the
key concept does not have a corresponding fuzzy class item. If the key concept shares
similarities with other key concepts existing in a concept class. we transport examples
with weight based on the similarities to their fuzzy class items. However, we do not
always know the similarities. It is appropriate to transport examples with equal weight
to all fuzzy class items. So. we define a membership function of each fuzzy class item
based on these equalities. That is. we give degree of certainty to a fuzzy class item of a
given key concept, when the given key concept corresponds with a key concept of the
fuzzy class item. Also, we give equal decomposed degree of certainty to all fuzzy class
items, when the given key concept does not correspond with any key concepts of the
fuzzy class items. That is. the membership function is defined by Formula (1).

If likr then grade i k r =

p
If likr Vi then gradeikr =

(1)

a =

Here, Vi is a key concept set included in the i-th attribute of an example to be evaluated.
likr is a label corresponding to the r-th fuzzy class item assigned to the th interior
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node in interior nodes with the i-th attribute, and • | is an operation that calculates the
number of elements included in a set. The formula shows a case where interior nodes
with the same attribute do not always have equal label sets.

Figure 2 shows an outline that deals with an example with multiple key concepts.
An interior node Na is the first interior node in interior nodes with the second concept
class "Display". Also, the node has three fuzzy class items, where each item has a key
concept "Stairs", "Basket", and "Indoor" respectively and is the first node in interior
nodes with the concept class. That is, Up (l21p) = {"Stairs", "Basket", "Indoor"}. We
consider a case that a report has 1 degree of certainty, and an example to be evaluated
has two key concepts "Stairs" and "Outdoor" as key concepts in "Display". That is.
Vi — {"Stairs", "Outdoor"}. Each key concept has 1/2 degree of certainty. One concept
"Stairs" is equal to the key concept "Stairs" corresponding to a fuzzy class item. The
method gives degree of certainty to a lower node NbOn the other hand, the other
concept "Outdoor" is not equal to any key concepts corresponding to the fuzzy class

items. The method gives | ( = ) degree of certainty to each lower node Nb, Nc, and
N d . S o , t h e example with | ( ) degree o f certainty transfers t o t h e node N b , a n d
the example with degree of certainty transfers to both the node Nc and the node Nd

.

The evaluation process is continued in all lower nodes.

Na
(Display1

Sales
Good sales'

Display
Stairs+Outdoor

1/2+1/6 1/6 l/6

Stairs Basket Indoor

(Missed opportunity, 1. 0)

Figure 2: An inference for multiple key concepts

4 Numerical experiments

In this section, we show that the proposed method is efficient through numerical exper-
iments based on daily business reports in retailing.

4. 1 Experimental method

A text mining system [2] classifies daily business reports in retailing into three text
classes: "Best practice", "Missed opportunity", and "Other". In this system, a key
concept dictionary given by a human expert is composed of 13 concept classes and 299
key concepts. Each attribute of a training example has either key concepts included in
a concept class or "nothing" as an attribute value, where "nothing" shows a report does
not have a key concept in the concept class. Also, a concept relation dictionary decides
a class corresponding to an example. Here, the dictionary is given by a human expert
and is composed of 349 concept relations with "Best practice" or "Missed opportunity".
If a report does not satisfy the relations, a class "Other" is given to the report.

In the experiments, we use 1, 029 daily business reports in order to generate exam-
ples. 232 reports do not have a key concept extracted by the key concept dictionary
and their attribute values are "nothing". We exclude the examples from 1, 029 examples
and use 797 examples in the experiments, because we consider important information
is not described in the excluded examples. In fact, almost all the 232 reports do not
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describe meaningful contents but only a few reports describe meaningful contents. The
key concept dictionary has to be improved in order to extract the information from the
reports with the meaningful contents. In the future, we are going to consider a method
that improves a key concept dictionary by using the reports that do not have a key
concept.

The proposed method is evaluated using 10-fold cross validation in order to avoid the
bias of the examples. That is, the examples are decomposed into 10 example subsets.
In the learning phase, a concept relation dictionary described by a fuzzy decision tree
is acquired from examples included in 9 subsets. In the inference phase, a text class is
inferred for each example included in the remaining subset. The inferred text class is
compared with the text class pre-assigned to the example. The learning phase and the
inference phase are repeated 10 times by replacing the subset used in the inference phase
with a different subset. Also, we perform experiments that use C4. 5 [5] and the IDF
that does not process multiple key concepts [7]. Here, the experiments use examples
with only a single key concept in the learning phase. The experiments classify examples
with multiple key concepts into "Other" in the inference phase, because "Other" is the
most frequent class.

4. 2 Experimental results

Table 1 shows average size of 10 generated decision trees for IDF and C4. 5. "Interior
node" shows average size of interior nodes included in each tree and "Terminal node"
shows average size of terminal nodes. Also, "IDF_new" shows results in the case of the
IDF that processes multiple key concepts. "IDF_old" shows results in the case of the
IDF that does not process them, and "C4. 5" shows results in the case of C4. 5. In the
following, the former IDF is referred to as the old IDF and the latter is referred to as
the new IDF.

Table 1: Decision tree size
|| IDF_new | IDF. old

Interior node
Terminal node

21. 0
90. 5

Total || 111. 5

10. 9
45. 7
56. 6

C4. 5
10. 9

362. 3
373. 2

Table 2 shows error ratio, defined by Formula (2). "Single key concept" shows error
ratios in the case of evaluating examples with only a single key concept. "Multiple
key concepts" shows error ratios in the case of evaluating examples with multiple key
concepts, "Average" shows error ratios in all examples. But. in the case of both the old
IDF and C4. 5, the most frequent class "Other" is inferred for an example with multiple
key concepts.

Number of misclassified examples Error ratio = — f-— (2)
Number of evaluated examples

On the other hand, Figure 3 shows the trend of error ratios accumulated in 10
experimental sessions. Here, the x-axis gives the number of the experimental session,
the y-axis gives the accumulated error ratios. Bar graphs corresponding to IDF_new.
IDF-old, and C4. 5 show the accumulated error ratios of inductive learning algorithms.
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Table 2: Error ratio
1 IDF new IDF_old

"Single key concept
Multiple key concepts

0. 00594
0. 08065

Average || 0. 01757

0. 00149
(0. 21260)

C4. 5
0. 04012

(0. 21260)
(0. 03513) | (0. 06901)

respectively. Also, each figure shows the trend corresponding to each text class. That
is, Figure 3(a) shows the whole trend regardless of the classes; Figure 3 (b) shows the
trend in the class "Best practice"; Figure 3 (c) shows the class "Missed opportunity";
and Figure 3 (d) shows the class "Other".

a) All classes (b) Best practice

(c) Missed opportunity (d) Other

Figure 3: Accumulated error ratio

4. 3 Discussions

4. 3. 1 Error ratio

In the case of "Single key concept", the old IDF gives lower error ratio than the new
IDF does. The old IDF is apt to acquire fuzzy decision trees dependent on examples
with a single key concept, because the old IDF does not use examples with multiple
key concepts. So, the fuzzy decision trees infer the examples with a single key concept
with lower error ratio.
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In the case of "Multiple key concepts", error ratios in the old IDF and C4. 5 are
lower, because the number of examples with "Other" is much larger than the number
of examples with "Best practice'' or "Missed opportunity". The new IDF gives lower
error ratio than the ratios. In the case of "Average". the new IDF also gives the lowest
error ratio in the ratios. We consider that fuzzy decision trees based on the new IDF
infer all examples with low error ratio.

Figure 3 shows that the new IDF more correctly infers examples with "Best practice"
and "Missed opportunity". In this task, it is appropriate that the examples are classified
more correctly than are examples with "Other", because almost all users are interested
in reports with "Best practice" or "Missed opportunity". The new IDF gives a more
appropriate result.

So. we consider the new IDF acquires a concept relation dictionary with low error
ratio from training examples.

4. 3. 2 Size

C4. 5 generates interior nodes corresponding to all attribute values, even if an attribute
value is not given in the learning phase. On the other hand. IDF generates only interior
nodes corresponding to attribute values given in the learning phase. So. IDF generates
a more compact concept relation dictionary than C4. 5 does. In fact. IDF generates
more compact dictionaries as Table 1 shows.

The old IDF uses training examples with only a single key concept and does not
acquire relations given by training examples with multiple key concepts. The old IDF
may generate a concept relation dictionary lacking some relations. So. we consider that
the size of the old IDF is smaller than that of the new IDF.

4. 3. 3 Selected attribute

The new IDF selects the concept class "Sales" as the top attribute in all generated fuzzy
decision trees. That is, the text classes have a strong relation with "Sales". This result
corresponds to the knowledge of a human expert as "Sales" is the most important
concept class in this task. Thus, we consider that the new IDF acquires a concept
relation dictionary corresponding to the feelings of the expert.

4. 3. 4 Ustable examples

It is possible for the new IDF to use a report with multiple key concepts in both the
learning phase and the inference phase. The method expands the variety of useable
examples. Also, the method allows an ill-defined key concept dictionary that extracts
an example with multiple key concepts in a concept class. Thus, we consider that the
method reduces the burden for generation of a key concept dictionary.

In summary, the new IDF acquires a correct relation dictionary by using training
examples with multiple key concepts. Also, the new IDF acquires a comparatively
compact one by generating only branches corresponding to key concepts given in the
learning phase
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5 Summary and future works

The paper proposed a method that processes a report with multiple key concepts in-
cluded in a concept class. The method regards a set of key concept as an attribute
value by defining appropriately its membership functions. The method deals with the
attribute values by using a fuzzy inductive learning algorithm, IDF. Also, the paper
applied the proposed method to daily business reports in retailing. The paper showed
that the method acquired concept relations corresponding to feelings of a human expert,
and that a key concept dictionary with high precision ratio is acquired.

In the future, we intend to consider a method that acquires a new key concept
and a method that acquires a concept relation dictionary without using a key concept
dictionary. This is because there are cases in which a report exists from which a key
concept is not extracted even if the report is meaningful. Also, we intend to apply the
proposed method to a different task and verify its effect. Now, we are planning to apply
it to the task of classifying electric mail sent to a customer center.
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Abstract. In this paper, we present an efficient pattern mining al-
gorithm FREQT for discovering all frequent tree patterns from a large
collection of semi-structured data, and describe applications of this algo-
rithm to knowledge discovery from Web and XML data on the internet.
Our algorithm is based an efficient enumeration technique particularly
designed for mining long patterns by extending the itemset enumera
tion technique by Bayardo (SIGMOD'98). Experiments on real datasets
show the utility of our algorithm in Web and XML data mining.

1 Introduction

By rapid progress of network and storage technologies, a huge amount of electronic
data such as Web pages and XML data [15] has been available on intra and internet.
These electronic data are heterogeneous collection of ill-structured data that have no
rigid structures, and often called semi-structured data [ 1 ] . Hence, there have been in-
creasing demands for automatic methods for extracting useful information, particularly,
for discovering rules or patterns from large collections of semi-structured data, namely,
semi-structured data mining [5, 7, 11, 12, 14, 17].

In this paper, we model such semi-structured data and patterns by labeled ordered
trees, and study the problem of discovering all frequent tree-like patterns that have at
least a minsup support in a given collection of semi-structured data. We present an
efficient pattern mining algorithm FREQT for discovering all frequent tree patterns from
a large collection of labeled ordered trees, and describe applications of this algorithm
to knowledge discovery from Web and XML data on the internet.

There are a body of researches on semi-structured data mining [7, 8, 11, 12, 16, 17,
18]. Previous algorithms for finding tree-like patterns basically adopted a straightfor-
ward generate-arid-test strategy [12, 16]. In contrast, we devise an efficient enumeration
technique for ordered trees by generalizing the itemset enumeration tree by Bayardo [9]
combined with a incremental computation of their rightmost occurrences similar to
vertical layout technique [13]. By these technique, our algorithm scales well on real
semi-structured datasets such as HTML documents or XML data.

To evaluate the usefulness of our algorithm, we develop a prototype system of the
algorithm and apply it to data mining problems from semi-structured data. The first
application is regularity discovery from CGI-generated Web pages. The second appli-
cation is XML data analysis. These experiments showed the potential capabilities of
the proposed algorithm in Web and XML mining.

The rest of paper is organized as follows. In Section 2, we prepare basic notions
and definitions. In Section 3, we present our algorithm FREQT for solving the frequent
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<people>
<person age="40">

<name>. 4/an</name>
<tel> 7786</tel>
<tel>2133</tel>

</person>
<person height="155">

<name>
<first> Sara</±irst>
<last> Green </last>

</name>
<tel> 6877</tel>

</person>
<person age="33" height="187">

<name> Fred</name>
</person>

</people>

(a) An XML document (b) The DOM tree for the left document

Figure 1: XML data expressions

pattern discovery problem for labeled ordered trees. In Section 4. we report applications
for Web and XML mining. In Section 5. we conclude.

Very recently, Zaki [18] independently proposed efficient algorithms for the frequent
pattern discovery problem for ordered trees, which is essentially same to our rightmost
expansion. Also, he reported that a depth-first search algorithm equipped with his
enumeration technique performs very well.

2 Preliminaries

2. 1 XML and DOM

XML [15] is a textual representation of semi-structured data with hierarchic structure,
where standardized effort is done by the World Wide Web Consortium (W3C). An XML
document is a tagged text such as the text in Fig. l(a). where a string surrounded by
brackets represents a tag and an italic faced text represents a raw text of the document.
In an XML documents, any start-tag (e. g.. <person>) and its corresponding end-tag
(e. g., </person>) have to be properly balanced, thus XML documents are considered as
trees. A subregion of a text between a pair of a start-tag and its corresponding end-tag.
including the tags, is called an element, and the subregion without the tags is called the
content of the element. A content of an element may contain raw texts or subelements
recursively. Each start-tag may have attributes represented by (name. value ) pairs.
For example, the third <person> tag in the document of Fig. l (a) has two attributes
(age, 33) and (height, 187). Note that any attribute name appears at most once in
each tags and attribute-value pairs appearing in any tag are not ordered in the tag.
We also note that the attributes are treated as unordered, while the subeleinents are
ordered.

DOM (Document Object Model) is a standard API for manipulating document trees
of XML data, and it generates a DOM tree by parsing given XML documents. A DOM
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D

Figure 2: A data tree D and a pattern tree T on the set £ — {A, B} of labels

tree mainly consists of two types of nodes, namely an element node and a text node,
which respectively represent an element and a raw text of XML documents. Nodes of
each types are assigned their unique ID and they have three pointers leading to their
parent, leftmost child, and right sibling. An element node has a label that represents a
tag name for the corresponding element, and the table of its attribute-value pairs. On
the other hand, a text node has the corresponding raw text itself as its text value, as well
as the special label #text. In Fig. l(b), we give the DOM tree for the XML document
of Fig. l(a). In the figure, circles and boxes indicate element nodes and text nodes,
where strings in each nodes represent their labels and text values resp.. and integers on
nodes represent their ID. Pairs in rectangles attached to some element nodes represent
their attribute-value pairs.

2. 2 Labeled Ordered Trees

As a model of semi-structured databases and patterns such as XML [15] and OEM
model [2], we adopt the class of labeled ordered trees defined as follows. For a set A,
#A denotes the cardinality of A. Let £ = {l, lo, l 1 , . . . } be a finite alphabet of labels,
which correspond to attributes in semi-structured data or tags in tagged texts.

A labeled ordered tree on £ (an ordered tree, for short) is a 6-tuple T = (V, E, £, L, Vo, ) satisfying the following properties. G = (V, E, V0) is a tree with the root V0 E V.. If

E E then we say that u is a parent of u or that u is a child of u. The mapping
L: V —> £. called a labeling function, assigns a label L ( v ) to each node v € V. The
binary relation V2 represents a sibling relation for the ordered tree T such that
u and v are children of the same parent and u v iff u is an elder brother of v. We
assume that the set V of all the nodes of T is V — {1. . . . , k } where #V = k, and all
elements in V are numbered by the preorder traversal [4] of T. Note that the root is
V0 = 1 and the rightmost leaf is uk-1 = k in T by the assumption. In the above defi-
nition, an ordered tree is not ranked, that is. a node can have arbitrary many children
regardless its label. In what follows, given an ordered tree T (V, E, £, L, v0, ), we
refer to V, E, L, and ^, respectively, as VT, ET, LT, and if it is clear from context.

Let T be a labeled ordered tree. The size of T is defined by the number of its nodes
T = #VT7. The length of a path of T is defined by the number of its nodes. For every

p 0 and a node v, the p-th parent of v, denoted by (V], is the unique ancestor u of
v such that the length of the path from u to v has length exactly p + 1. By definition.
(v) is v itself and (v) is the parent of v. The depth of a node v of, denoted by
depth(v), is defined by the length d of the path X0 = V0,. x xd,... = v from the root
V0 of T to the node v.

In Fig. 2, we show examples of labeled ordered trees, say D and T, on the alphabet
L = {A, B}, where a circle with the number, say v, at its upper right corner indicates
the node v, and the symbol appearing in a circle indicates its label L(v). We also see
that the nodes of these trees are numbered consecutively by the preorder.
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2. 3 Matching of trees

Let T and D be ordered trees on an alphabet £, which are called the pattern tree and
the data tree (or the text tree), respectively. We call such a tree T as a fc-pattern tree
on £ (or fc-pattern. for short), and denote by Tk the sets of all fc-pat terns on C. Then.
we define the set of patterns on £ by T = Uk0 Tk-

First, we define the notion of matching functions as follows. A one-to-one function
(p: VT —> VD from nodes of T to nodes of D is called a matching function of T into D
if it satisfies the following conditions for any v. v1, v2 € V2:

• (p preserves the parent relation, i. e., (v1 v2) G ET iff (^(v1). (u2)) € ED• preserves the sibling relation, i. e., v1 -<T V
2 iff preserves the labels, i. e., LT(V) = L D ( v ) ) .

A pattern tree T matches a data tree D, or T occurs in D, if there exists some
matching function ip of T into D. Then, the root occurrence of T in D w. r. t. is the
node Root() = (1) € VD of D that the root of T maps, where k = \T\. For a pattern
T, we define Occ(T] = {Root() is a matching function of T into D}, that is. the
set of the root-occurrences of T in D. Then, the frequency (or support) of the pattern
T in D, denoted by f r e q D ( T ) , is defined by the fraction of the number of the distinct
root occurrences to the total number of nodes in D. that is. f reqD(T) = #Occ(T)\D\.
For a positive number 0 < a < 1, a pattern T is a-frequent in D if f r e q D ( T ) > a.

For example, consider the previous example in Fig. 2. In this figure, a matching
function, say of the pattern T with three nodes into the data tree D with ten nodes
is indicated by a set of arrows from the nodes of T. The root-occurrences corresponding
to is Root 7. Furthermore, there are two root-occurrences of T in D. namely
2 and 7, while there are five matching functions of T into D. Hence, the support of T
in D is freqD(T) = #Occ(T) \D\ = 2/10.

2. 4 Problem Statement

Now, we state our data mining problem, called the frequent pattern discovery problem,
which is a generalization of the frequent itemset discovery problem in association rule
mining [3], as follows.

Frequent Pattern Discovery Problem

Given a set of labels £, a data tree D on £, and a positive number 0 < a < 1.
called the minimum support (or minsup. for short), find all o-frequent ordered
trees T e T such that freqD(T) > a.

Throughout this paper, we assume the standard leftmost-child and right-sibling rep-
resentation for ordered trees (e. g., [4]), where a node is represented by a pair of pointers
to its first child, child(), and the next sibling, next(), as well as its node label and the
parent pointer, parent(). This is the same representation of ordered trees with DOM
trees.
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Algorithm FREQT

Input: A set £ of labels, a data tree D on £, and a minimum support 0 < a < 1.

Output: The set T of all cr-frequent patterns in D.

1. Compute the set C\: = FI of a-frequent 1-patterns and the set RMO1 of their rightmost
occurrences by scanning D: Set k: = 2;

2. While Fk—k, do:

2 (a) (Ck, RMOk): = Expand-Trees(Fk_i, RMOk—1); Set Fk: = 0.
2 (b) For each pattern T € Ck, do the followings: Compute freqo(T) from RMOk(T),

and then, if freqD(T) > a, then Fk: = Fk U {T}.

3. Return F = f1 U U fk—i-

Figure 3: An algorithm for discovering all frequent ordered tree patterns

2. 5 Translating DOM Trees into Labeled Ordered Trees

In this paper, we translate a DOM tree Dam into a data tree D as follows. Firstly, all
text nodes in Dam are substituted by element nodes as follows. For a text node with the
label #text and the text value t-val, the substitutive node is a such element node whose
label and attribute-value pair are #text and (©text, t-val} respectively, where ©text is
a special attribute name indicating that an element node with the attribute name ©text
is originally a text node. Secondly, if an element node v of Dom has attribute-value
pairs (name, value) then we create a two-node tree consisting of the root and a child
labeled with name and value, respectively. Then, we attach such two-node trees as a
subtree of v in the lexicographic order on attribute names. Thus we obtain the labeled
ordered tree D from the given DOM tree Dom.

3 Mining Algorithms

In this section, we present an efficient algorithm for solving the frequent pattern discov-
ery problem for ordered trees that scales almost linearly in the total size of the maximal
frequent patterns.

3. 1 Overview of the Algorithm

In Fig. 3, we present our algorithm FREQT for discovering all frequent ordered tree
patterns with the frequency at least a given minimum support 0 < a < I in a data tree
D. As the basic design of the algorithm, we adopted the levelwise search strategy as
in [3] and the search space similar to the enumeration tree of [9].

In the first pass, FREQT simply creates the set jF\ of all 1-patterns and stores their
occurrences in RMOi by traversing the data tree D. In the subsequent pass k > 2,
FREQT incrementally computes a set Ck of all candidate /c-patterns and the set RMOk
of the rightmost occurrence lists for the trees in Ck simultaneously from the sets J-k-i
and RMOk-1 computed in the last stage by using the rightmost expansion and the
rightmost occurrence technique using the sub-procedure Expand-Trees. Repeating this
process until no more frequent patterns are generated, the algorithm computes all cr-
frequent patterns in D. In the rest of this section, we will describe the details of the
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(a) A search graph for ordered trees (b) The (p. -expansion of tree 5

Figure 4: The rightmost expansion for ordered trees

algorithm.

3. 2 Efficient Enumeration of Ordered Trees

In this subsection. we present an enumeration technique for generating all ordered trees
of normal form without duplicates by incrementally expanding them from smaller to
larger. This algorithm is a generalization of the itemset enumeration technique of [9].
called the set-enumeration tree.

Rightmost expansion. A basic idea of our enumeration algorithm will be illus-
trated in Fig. 4(a). In the search. starting with the set of trees consisting of single
nodes, for every k > 2 the enumeration algorithm expands a given ordered tree of size
k — 1 by attaching a new node only with a node on the rightmost branch of the tree to
yield a larger tree of size k.

Let k > 2 be an integer and £ be an alphabet. Let S be any (k — l)-pattern over £
and rml(S) be the rightmost leaf of 5. Then, for a nonnegative integer 0 < p < d — 1
and a label C e £ where d is the depth of rrnl(S). the (pA]-expansion of S is the
labeled ordered tree T obtained from S by attaching a new node, namely k. to the node
y — (x) as the rightmost child of y. The label of A- is ( (See Fig. 4(b)). A rightmost
expansion of an ordered tree S is the (p. ()-expansion of S for some integer p > 0 and
some label C e £.

We introduce an empty tree of size 0 and assume that all the single node trees in
T1 are the rightmost expansions of L. Then. all the trees in T are enumerated without
duplicates by repeating a generation of a rightmost expansion. starting from _L [6].

3. 3 Updating Occurrence Lists

The key of our algorithm is how to efficiently store the information of a matching
of each pattern T into the data tree D. Instead of recording the full information

(v?(l) of our algorithm maintains only the partial information on called
the rightmost occurrences defined as follows.

Rightmost occurrences. Let k > 0 be any integer. Let T be any k-pattern and
VT —> VD be any matching function of T into D. Then, the rightmost occurrence of

T in D w. r. t. is the node Rmo() (k) of D that the rightmost leaf k of 7 maps.
For every T. we define RAIO(T) — {Rrno() \ ̂  is a matching function of T into D }.
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Algorithm Update-RMO(RMO, p, f)

1. Set RMOnew to be the empty list e and check: = null.

2. For each element x € RMO, do:

(a) If p = 0, let y be the leftmost child of x.

(b) Otherwise, p > 1. Then, do:

If check — (X) then skip x and go to the beginning of Step 2
(Duplicate-Detection).

Else, let y be the next sibling of Dp—1(x) (the (p— l)st parent of x in D)
and set check: = ni)p(x).

(c) While y 7# null, do the following:

- If LD(y) = l, then RMOnew: = RMOnew • (y); /* Append */
y: = next(y): /* the next sibling */

3. Return RMO n e w .

Figure 5: The incremental algorithm for updating the rightmost occurrence list of the (p. l. )-
expansion of a given pattern T from that of T

the set of the rightmost occurrences of T in D. For example, consider the data tree D
in Fig. 2. Then, the pattern tree T has three rightmost occurrences 4, 6 and 10 in D.
The root-occurrences 2 and 7 of T can he easily computed by taking the parents of 4, 6
and 10 in D.

Now, we give an inductive characterization of the rightmost occurrences [6].

Lemma 1 (Asai et al., 2002) Let S be a (k — 1)-pattern occurring in a data tree D
and ip: Vs —> VD be a matching function of S into D. Let T be a (p, l)-expansion of S
and 0: VT —> VD be any extension of (p, i. e., (i) — (i) holds for every i = 1,..., k — l.
Then, 0 is a matching function of T into D iff iff) satisfies the following (1) and, (2):

Algorithm Update-RMO. Following Lemma 1, the algorithm Update-RMO of
Fig. 5 exactly generates the elements in RMO(T) for the (p, l-expansion T of a pattern
S from the rightmost occurrence list RMO(S).

However, the straightforward implementation of Lemma 1 often scans the same
nodes more than once if p > 1 and then the computed list, of the elements in RMO(T)
may contain some duplicates. By Duplicate-Detection technique [6], we can avoid this
kind of duplicates of the rightmost occurrences x by checking the duplicate of their p-th
p a r e n t ( x ) in the scan.

The following lemma [6] insures the correctness of the algorithm Update-RMO. In
what follows. R. MO(T] means the list of the rightmost occurrences of T hut not the
set.

Lemma 2 (Asai et al., 2002) The algorithm Update-RMO (with the Duplicate-Detection
technique) enumerates all the nodes of any rightmost occurrence list without repetition,
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Algorithm Expand-Trees (RMO)

1. C: =; RMOnew: = 0:

2. For each tree f, do:

• For each (p, i) € {0,.. . , d — 1} x C, do the followings. where d is the depth of
the rightmost leaf of 5:

Compute the (p, l )-expansion T of 5;
- RMOnew(T): = Update-RMO(RMO(S). p. l ):
- C = C(J{T}:

3. Return {C, RMOnew);

Figure 6: The algorithm for computing the set of rightmost expansions and their rightmost
occurrence lists.

if the following two conditions are satisfied: (i) all the elements of RMO (T} are ordered
in the preorder of D for any 1-pattern T, and (ii) the algorithm scans all the nodes of
RMO(T] in the order of RMO (T}.

3. 4 Analysis of the Algorithm

We go back to the computation of the candidate set Ck- In Fig. 6. we present the
algorithm Expand-Trees that computes the set C and the corresponding set RMOk of
the rightmost occurrence lists. The set RMOk is implemented by a hash table such
that for each tree T € C, RAfOk(T) is the list of the rightmost occurrences of T in D.

The correctness of the algorithm FREQT of Fig. 3 have been shown as the following
theorem [6].

Theorem 1 (Asai et al., 2002) Let C be a label set. D be a data tree on C. and
0 < a < 1 be a minimum support. The algorithm FREQT correctly computes all a-
frequent patterns in T without duplicates.

The algorithm FREQT generates at most O(kLM) patterns during the computation,
where M is the sum of the sizes of the maximal cr-frequent patterns, while a straightfor-
ward extension of Apriori [3] to tree patterns may generate exponentially many patterns
in k.

3. 5 An Example

Consider the data tree D in Fig. 2 of size |D| = 10 and assume that the minimum
support is a = 0. 2 and C = {A, B}. Fig. 7 shows the patterns generated by FREQT
during the computation. In this figure, we see that the tree-enumeration graph based
on rightmost expansion is a tree whose root is JL.
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Figure 7: The enumeration tree for patterns on the data tree D in Fig. 2, where the minsup
a — 0.2. The pair (p, l) attached to an arrow from a pattern S to a pattern T indicates
that T is the (p, l)-expansion of S. A white pattern represents a frequent pattern, and a
shadowed pattern represents an infrequent pattern. For each pattern, the number s attached
it represents its frequency.

4 Applications to Real-life Datasets

In this section, we apply our mining algorithm to Web and XML mining.
The task considered here is substructure discovery from HTML/XML pages, which

is to discover a set of frequent substructures as patterns in a large document tree
generated from a collection of Web pages gathered from Internet.

4.1 Implementation and Experimental Setup

We developed a prototype system of our mining algorithm FREQT in Section 3 in
Java (SUN JDK1.3.1 JIT) using a DOM library (OpenXML). All experiments were
run on PC (Pentium III 600MHz) with 512 megabytes of main memory running Linux
2.2.14 or Windows 2000. By experiments, the prototype system discovers around ten
maximal frequent patterns with minimum support a = 3% in 1.57 seconds on a data tree
generated from HTML pages of total size 5.6MB [6]. For the details of the performance
study on our algorithm, see the paper [6].

4.2 Regularity Discovery in CGI-generated Web Pages

We first applied our prototype system to substructure discovery from a collection of
CGI-generated Web pages. We prepared a dataset Citeseers, which was a collection
of a few hundreds of Web pages from an online bibliographic archive Citeseers1. After
collecting pages, the dataset was parsed to create the DOM tree, and then we translate
it into a labeled ordered tree by the method in Subsection 2.5. After preprocessing, the
data tree for Citeseers had 89,128 nodes with 2,313 unique tags.

In Fig. 8, we show some interesting patterns, in HTML format, discovered by the
system with a — 1.17%. These patterns captures a regularity common in those bib-
liographic entries. The first pattern with id 68 and size 6 appears in 1162 nodes and
represents an HTML link with text in dark gray ("#6F6F6F") that appears at the header

http://citeseer.nj.nee.com/
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No. 68, Size 6, Hit 1162. Freq 1.30%
<a href=_> <font color="#6F6F6F"> #text_l </font>

No. 10104. Size 20. Hit 1039. Freq 1.17%
<p> #text_2
<b> #text_3 <! -- CITE -- > <font color="green"> #text_4 </font>
#text_5 </b> #text-6 <br /> <br />
<font color="#999999"> #text_7 <i> #text_8 </i> #text_9 </font>

Figure 8: Examples of discovered frequent patterns

Figure 9: A GUI for the mining system

of a bibliographic entry. The second pattern with id 10104 and of size 20 appears in
1039 nodes and represents a common structure of the body of such an entry that has the
root tag <p> and consists of a text region in bold face containing a citation with green
color (color="green") followed by two newline characters and another text region in
light gray (color="#999999") containing a smaller region in italic face.

It is sometimes hard for a human to capture where frequent patterns appear in the
data tree. We implemented a GUI for the mining system that displays the occurrences
of a chosen frequent pattern by highlighting the corresponding subregion in an HTML
page. Fig 9 shows the GUI where the chosen pattern appears in three places.

4.3 Application to XML Data Analysis

The next application of our frequent pattern discovery algorithm is XML data analysis.
In XML. the semantic structure of a data set is organized by a specific set of tags.
Without knowing the document structure or DTD, it is often hard to see the structure
of an XML archive. The goal of this experiment is to quickly capture an overview of
the structure and the contents of an XML archive without an apriori knowledge on its
tag set and document structure.

We used a small XML data obtained from the Internet Movie Database (IMDb) 2.
The IMDb is an online database of movie information containing more than 300.000
titles. In IMDb all movie entries are organized into HTML documents. HTML files of
Movie entries with associated subentries are translated into XML data by extracting
their contents using a hand-written perl script. Fig. 10 shows the tree structure of an
XML entry, where a tag with + sign indicates that its subtree is not displayed.

First, we used as sample an XML data for the movie titled "God father." of size

2http://www.imdb.com/
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Figure 10: A movie database

No. 3, Size 2, Hit 20 @TEXT ("GODFATHER TRILOGY: 1901-1980, THE . . . " )
No. 7, Size 2, Hit 17 PERSON (NAME)
No. 8, Size 2. Hit 16 PERSON (DATE_OF_BIRTH)
No. 9, Size 2. Hit 17 PERSON(FILMOGRAPHY)
No. 31, Size 2. Hit 15 ACTOR(TITLE)
No. 34, Size 2, Hit 15 ACTOR (PERSON)
No. 17, Size 3, Hit 16 DATE_OF_BIRTH(DAY(#TEXT))
No. 21, Size 3, Hit 16 DATE_OF_BIRTH(YEAR(#TEXT))
No. 24, Size 3, Hit 16 DATE_OF_BIRTH(LOCATE(#TEXT))

Figure 11: Examples of discovered frequent patterns

43KB and the corresponding tree has 7472 nodes with 819 unique labels, where trees
are displayed in prefix notation as in first-order terms. Then, we run the prototype
system on the XML data with minimum support a — 0.3%.

In Fig. 11. we show the frequent patterns discovered. The first six frequent trees,
which are two-nodes trees, told the substructure of some tags that the PERSON and ACTOR
tags are frequent in the XML entry and have {NAME, DATE_OF_BIRTH, FILMOGRAPHY}
and {TITLE, PERSON}, respectively, as their children. The text value "GODFATHER, THE
(1972)", the title of the movie, also occurs 20 times in the filmographies of its actors.
Also, the last three frequent trees told that the DATE_OF_BIRTH entry below PERSON has
subentries DAY, YEAR, LOCATE. As summary, we had a quick overview of a given XML
data by applying frequent substructure discovery.

5 Conclusion

In this paper, we studied a data mining problem for semi-structured data by modeling
semi-structured data as labeled ordered trees. We presented an efficient algorithm for
finding all frequent ordered tree patterns from a collection of semi-structured data,
which scales almost, linearly in the total size of maximal patterns. From the experiment
on \Veb data, our algorithm is useful to extract regular substructures in a large collection
of Web pages, and thus, may have applications in information extraction from Web and
query modification in semi-structured database languages [10, 14].

In some applications, it is desirable to quickly reach some of maximal frequent
patterns in short time by giving up the exhaustiveness of the search. Hence, introduc-
tion of stochastic search or beam search into our algorithm would be interesting. Our
frequent pattern mining algorithm produces a large amount of frequent patterns with
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given minimum support thresholds. Thus, it is a future research to develop methods for
aggregating these discovered patterns so that it is easy for a human user to understand
and evaluate them.
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Abstract. It is often observed that information needs for new event
cause the increase of queries about it on a search engine. Since the phe-
nomena in cyberspace are closely related with those in human world,
detecting dynamic changes in Web communities is expected to clarify
what is going on in human communities. This paper discusses a method
for discovering emerging Web communities by using input keywords to
a search engine. In order to detect the topics of emerging Web com-
munities, some of the online resources are available for acquiring input
keywords to a search engine. Keyword data acquired from such resources
can be collected and used as the input to a discovery system for Web
communities that the author has developed previously. By combining
the mechanisms of detecting new keywords and discovering Web com-
munities, emerging Web communities are expected to be discovered.

1 Introduction

In order to discover useful knowledge from huge Web network, several attempts have
been made for the research of Web mining. There are three main approaches for Web
mining: Web content mining, Web structure mining, and Web usage mining [8]. Web
structure mining, whose goals are to discover or to rank useful Web pages based on hy-
perlink graph structure, is very important for engineering such as information retrieval
or Web crawling, and also for sociology such as the estimation of Web development or
the trends in real world.

According to the previous research of Web structure mining, macroscopic Web struc-
ture is like a bow tie [2], and microscopic Web structure is a bipartite core graph [9].
In the research of Web communities, which are composed of related Web pages shar-
ing common interests, modeling their structure and clarifying the mechanisms of their
dynamic changes are important for making good use of Web information and for un-
derstanding of human communities that correspond to Web communities.

Since the Web is huge and is growing every moment, Web communities are also
changing dynamically. In the process of birth, growth and death, Web communities may
be merged or divided. We can assume that such dynamic changes of Web communities
correspond to the changes of human communities, such as the growing needs for new
information and the increase of the people having concern with new event. Therefore.
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detecting such dynamic changes of Web communities is important as well as modeling
static graph structure of Web communities.

As an approach of Web structure mining, the author has developed a system [11] that
has abilities of discovering Web communities by using online resources such as search
engines. The system discovers Web communities that share common interests with
input URLs. In order to evaluate the power of the system, experiments are performed by
using top URLs of each topic which are listed in 100hot. com (http: //www. 100hot. com/)
as the inputs to the system. From the input, the system succeeds in discovering 19. 8
correct (listed in 100. com ranking) URLs on average.

Since the Web communities that are discovered by the above system are relevant
to the contents of input URLs, different inputs will cause different outputs. If a dis-
covery system is really intellectual, it is desirable that the system itself has abilities
of acquiring data autonomously for achieving discovery. As an attempt to actualize
such discovery, the author has developed a discovery system for plane geometry [13].
The system draws diagrams by itself in order to acquire data that are needed for the
discovery of geometrical theorems. In the case of Web community discovery system,
autonomous data acquisition is important as well. Observing dynamic changes of Web
data and performing experiments for data acquisition enables the system to discover
Web communities that meet the needs of real human world.

The most popular online resources that reflect humans' information needs are search
engines. After smashing news or terrible accidents, more searches are performed about
the news or accidents. For example, the number of search about keywords "World
Trade Center" and "Nostradamus" increase rapidly after the terror on September 11 in
the United States [1]. And it is also reported that the accesses to washingtonpost. com
increases rapidly after the terror, and the accesses to the sites for preventing computer
viruses increases rapidly after the prevalence of Nimda viruses.

It is appropriate to consider that dynamic changes in Web communities are closely
related to those in human communities. Increase of the number of search about specific-
keywords corresponds to the increase of people that need the information about the
keywords. In such situations, it is expected that more Web pages are created about the
keywords and corresponding Web community will grow. By detecting the changes of in-
put keywords to a search engine, dynamic changes of Web communities can be detected.
And it also enables better understanding of dynamic changes of human communities.
In this paper, a method for discovering method for emerging Web communities are pro-
posed. By providing input URLs to the above Web community discovery system from
input keywords to a search engine, discovery of Web communities that meets human's
information needs is enabled.

2 Related Work

As mentioned above. Web mining research can be divided into three approaches: Web
content mining, Web structure mining, and Web usage mining [8]. The goal of this paper
is the combination of Web structure mining and Web usage mining since the discovery
is based on both graph structure of hyperlinks and input keywords to a search engine.
Related work about Web structure mining is explained first in this section.

Broder's work [2] is one of the famous examples of macroscopic approach for Web
structure mining. This work concluded that the structure of the Web is a bow tie from
the analysis of the dimensions and connectivities of Web snapshot data as of 1999 (270
million URLs and 2. 1 billion hyperlinks). As a microscopic approach. Kumar's Web
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Trawling [9] searches bipartite core graph from Web snapshot data. However, attempts
for middle approach are not enough. Discovery of Web communities can be regarded
as the middle of both macroscopic and microscopic approaches.

Most of these Web structure mining researches regard each Web page as a node and
each hyperlink as an edge of graph structure. Chakrabarti. on the other hand, intro-
duces DOM (Document Object Model) structure [3] to the collection of links contained
in a hub in order to improve the performance of HITS algorithm [7]. The reasons for
taking such approach are as follows:

• Increase of noise in links such as those only for navigational purpose or advertise-
ment: such links are not intended to give authorities to pointed pages.

• Mixture of hubs: in the cases that only a part of link collections in a hub point
to the pages related to specific topic, irrelevant Web pages pointed by the links
of other parts of the hub may be regarded as authorities of the topic as the result
of the HITS algorithm.

It is often pointed out that inappropriate Web pages may be regarded as authorities
by HITS algorithm. These are called topic generalization [5] or topic drift [4]. As an
approach for Web structure mining, changing the granularity of Web graph is important
for avoiding these phenomena.

Li's work [10] is just on the contrary to the above approach. He introduces new
concept "information unit" for generating a set of Web pages that cover answers to
given question for a question-answering system. This approach is the same as that
of Chakrabarti in that both change the granularity of Web graph in order to solve
problems that are caused by the gap between physical unit of Web contents (HTML
file) and logical unit of Web contents.

Although these attempts are for analyzing Web graph structure statically, there can
be another direction of Web mining: by using data about users' Web browsing behav-
iors, useful information from the Web can be acquired. Web usage mining, which is
based on the data of users' Web browsing behaviors, can be divided into the follow-
ing two approaches: learning user profiles and learning users' browsing patterns [8].
Another classification of Web usage mining is to divide it into the following five: per-
sonalization, system improvement, site modification, business intelligence, and usage
characterization [14].

In order to perform Web usage mining, there are some available data about We-
b users' behavior, such as Web audience measurement or input keywords to a search
engine. The former is the data about Web users that are randomly sampled just like the
analysis of TV audience measurement. Netratings (http: //www. nielsen-netratings. com/),
ACNielsen eRatings. com (http: //eratings. com/), Video Research Netcom (http: //www.
videor. co. jp/), and Netratings (http: //www. netratings. co. jp/) are famous examples of
the companies collecting such data. Since most of the data from these companies are
summed up per week, it is not easy to use them for detecting dynamic changes of Web
usage.

As the latter type of available data (input keywords to a search engine), weekly data
in Infoseek (http: //www. infoseek. co. jp/) is one of the examples. Although dynamic
changes of input keywords for the latest one or two weeks are shown, the data are
classified into several predefined genres so they cannot be used for the purpose that we
are aiming at in this paper.
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As an example of a site that provide real-time input keywords to a search engine,
metaspy.com (http://www.metaspy.com/) is a simple and powerful site [6]. In the site,
a part of real-time input keywords given to metacrawler.com are shown (figure 1). The
page will automatically refresh every 15 seconds. The author observed that the number
of keywords regarding "World Trade Center" had increased very rapidly after the terror
on September 11, 2001. By using the real-time input keyword data that are open to
public at this site, we expect that clues for discovering emerging Web communities can
be detected.

Figure 1: metaspy.com

3 Toward the Discovery of Emerging Web Communities

The steps for discovering emerging Web communities that we are aiming at are described
in the following subsections.

• Detecting characteristic keywords from metaspy.com

• Acquisition of URLs about the input keywords

• Discovery of Web communities from the acquired URLs

3.1 Detecting characteristic keywords from metaspy. com

Properties of the keyword data shown in metaspy.com are as follows:

• No information about users is given.

• Not all input keyword data are shown.

• The number of words for a search is mostly from one to three.

• There are many keywords about free music, pictures and services.

We will discuss the strategies for treating such keywords. There are two ways for
finding characteristic ones from input keywords to metaspy.com:

• collecting input keywords by accessing metaspy.com with certain time interval
and comparing acquired keyword sets in order to detect changes
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• collecting input keywords by accessing inetaspy. com and compare them with fre-
quent words in the pages of news sites

The former strategy is based on the assumption that comparing keyword sets will
clarify dynamic changes of the frequency of keywords rather than analyzing only one
keyword set. The latter strategy is based on the assumption that most of the frequent-
keywords that appear in news sites are about the words of events that occur recently
in real world. Therefore, if frequent keywords in metaspy. com also appear frequently in
news sites, many users must have interests to the new keywords.

3. 2 Acquisition of URLs about the input keywords

After acquiring characteristic keywords from metaspy. com by the above method, URLs
about the keywords can be acquired by performing search on a search engine. The
URLs are then used as the input URLs of Web community discovery system described
below.

3. 3 Discovery of Web communities from the acquired URLs

A method for discovering Web communities that the author has proposed previously is
explained in this subsection. The goal of this method is to discover a complete bipartite
graph containing input URLs that are given from a user as the member of initial Web
community. Such complete bipartite graph can be discovered by applying the following
two steps iteratively, as shown in Fig. 2:

• searching fans that point all of the centers

• finding a new center which is pointed by most of the fans

The former step is to search Web pages that contain hyperlinks to all the members
of centers in order to discover a complete bipartite graph containing all input URLs.
With this backlink search, hyperlinks can be followed backward. Acquired URLs that
contain hyperlinks to all the members of centers are used as fans.

In the latter step, all the HTML files of the URLs of fans are acquired and all the
hyperlinks contained in the HTML files are extracted. The most frequent hyperlink of
the extracted hyperlinks point to a URL that is likely to be closely related with the
contents of centers. Therefore, the URL is added as a new member of centers, and the
above two steps are iteratively repeated in order to discover a Web community that can
be represented as a complete bipartite graph.

The above method for discovering Web communities and a method for refining Web
communities [12] also proposed by the author are based on the assumption that there
are many Web pages sharing common interests with input URLs. However, since such
assumption is not always true for Web communities of newly generated topics, it is
necessary to discover the central part of Web communities. Keyword acquisition from
a search engine enables the discovery of such central part of Web communities, and it
also facilitates the characterization of discovered Web communities.
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(3) repeat (1) and (2)
Figure 2: An outline of Web community discovery method

4 Concluding Remark

As an attempt for knowledge discovery from online resources, this paper discusses a
method for discovering emerging Web communities based on input keywords to a search
engine. We are going to examine each step of the method in more detail in order to
develop a discovery system. In addition to search engines and metaspy. com, there
are other online resources that enable data acquisition for discovery. By using such
resources effectively, systems that have abilities of discovering advanced knowledge are
expected to be developed.
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Abstract. Technologies of GIS and location service are becoming pop-
ular, and huge volume of spatial and geographic data are stored into
the clearing houses. We focus on the data from positioning systems,
which affect the quality and quantity of traffic management system. For
traffic planning, marketing and so on, new advanced spatial queries are
required, we try to analyze the actual data in a traffic data warehouse
effectively. In this paper, we discuss some basic problems in order to
construct actual spatial information systems. Moreover, from the view
point of traffic engineering, we present our proposed route estimation
method and advanced spatial queries based on the techniques of tempo-
ral spatial indices.

1 Introduction

At present, technologies of GIS (Geographic Information System) and spatial databases
are growing rapidly[1], and location services by GPS(Global Positioning System) and
PHS(Personal Handy-phone System) are becoming popular. Moreover, various kinds
of geographic data, numerical map data and the query results provided by many kinds
of location services, have been stored into the various kinds of spatial data warehouses.

Furthermore, in the research fields of data mining, a lot of algorithms to discover
knowledge in the huge volume of databases are proposed. Many spatial data mining
algorithms[8, 6, 2, 9] have been also proposed, these algorithms derive useful and mean-
ingful patterns, trends, rules and knowledge from spatial and geographical data. For
example, in order to make clusters effectively, clustering algorithms make full use of
the spatial characteristics, such as density, continuity and so on. We also focused on
effective clustering algorithms based on the spatial index technologies]11, 12], such as
R-Tree, R*-Tree, PR-Quadtree and others[4].

In this paper, in order to analyze the characteristics of traffic flows with some
non-spatial attributes, and make city planning and marketing, we discuss fundamental
problems in traffic data warehouse and person trip database. By using our previous
research results of spatial indexing techniques[4], we can derive trip routes from actual
positioning data effectively. This route estimation algorithm[5] plays important roles
in our traffic . Furthermore, we also discuss the architecture of location monitoring
systems and the temporal spatial queries[7] in order to analyze the database by real-
time operations.

In Section 2, we show some basic problems which must be solved before constructing
the traffic data warehouse. In Section 3, from the view points of temporal spatial
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characteristics, we introduce typical spatial and temporal spatial indices in order to
store person trip data into traffic data warehouse. In Section 4. we propose the route
estimation method shortly, and we discuss typical OLAP queries in our traffic data
warehouse. We also evaluate the performance of our proposed method by using actual
positioning data provided by PHS location service in Osaka city. Finally, we present
some results and future problems in Section 5.

2 Fundamental problems of GIS and a location service

In order to construct traffic data warehouse systems, firstly we have to integrate the
technologies of GIS, spatial database and location service effectively. Therefore, in this
section, we point out several fundamental problems of geographical information systems
and a location service.

• The purpose of GIS is wide and spread.

There are so many geographic information systems which are composed of spatial
databases and advanced analytical tools. However, it is not so easy to inte-
grate different information systems in order to develop our proposed traffic data
warehouse. Because we need various attributes with detail descriptions of road,
transportation and building, which are not described in the present geographic
information systems.

• We don't have adequate clearing warehouses of map data.

Clearing warehouses and common spatial data formats, which are sometimes de-
scribed in XML, are becoming very useful in order to exchange different type of
spatial and non-spatial attribute values.

However, at present, it is very hard to integrate schemata, attributes, accuracy
and many other characteristics. For example, even in order to display the location
(P) in Fig. 1, we need several conversion programs1 to transform the positioning
data to a point in a different numerical map. Because we have several differ-
ent spatial coodinates such as WGS-84. ITRF(International Terrestrial Reference
Frame) and others.

b 1-b

Figure 1: Conversion of a point on different maps

Furthermore, in typical numerical maps, road models are presented by simple
attribute values, such as ID. tags, official 4 digits code, latitude, longitude, number

1 http://vldb.gsi-mc.go.jp/sokuchi/program_s.html
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of connecting edges and so on. However, in order to develop our traffic data
warehouse, we need much more detail attributes, such as the width of roads,
location of signals, regulations regarding types of transportations, the structures
and building codes of intersections and sidewalks, and many others.

In addition to these attributes, we need on-site investigation to verify the con-
sistency of some kinds of attribute values. For example, as shown in Fig. 2. we
need to store the attribute of road connections. This attribute value frequently
changes according to time and a mean of of transportation, such as car, bus,
train, bicycle, wheelchair and walking. Therefore, we have to consider the way to
present different transportation transparently in our map.

(a) Simple cross- (b) No right
road turn

Figure 2: Expression of road connection at crossroads

We need more adequate traffic monitoring systems.

In Table 1, we cite the results of measurement errors in Osaka city by mobile
GPS type terminals[3], and Fig. 3 shows the characteristics of measuring errors
by PHS type location service 2 .

Table 1: Characteristics of devices: error of measurement (m)

devices
PHS
GPS

DGPS

error
188.7
24.4
16.8

median
187.2
20.9
17.8

standard deviation
41.7
10.5
5.7

samples
71
29
29

The major error factor of this PHS type location service seems to be caused by the
reflection of buildings and constructions. It may be possible to estimate the correct
location by using detail building maps and additional attributes provided by PHS
location service. Furthermore, for estimating the person trip route correctly, we
need portable devices in order to record the location continuously. Therefore, in
our first experiment, we adopted the PHS location service. Of course, in recent
years, the error is becoming smaller by GPS and pseudolites. Moreover, we have
to pay attention to other location services3

2The original graph in Fig. 3 was drawn by Urban Transport Planning Co., Ltd.
3One of important, URLs is http://www.fcc.gov/e911/.
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Figure 3: Actual positioning data by PHS in the center of Osaka (m)

3 Spatial and temporal spatial indices for traffic data warehouse

After developing the numerical map, various geographical and spatial attributes, such
as nodes of crossroads, road arcs, directions and so on, are stored into our traffic data
warehouse. We also accumulate many sequences of location data by using PHS location
service.

Therefore, in this section, we reconsider the characteristics of spatial and temporal
spatial indices for handling huge volume of moving objects, in order to reduce the
execution cost of analytical queries in traffic data warehouse effectively.

3.1 Spatial indices in traffic data warehouse

In our previous researches[4, 5], we focused on the spatial indexing techniques[11, 12]
for the effectiveness of execution of complex spatial queries. We discussed the appli-
cability of data mining techniques to a spatial information systems, and we compared
the characteristics of spatial indices, such as R-Tree (Fig.4), R*-Tree and Quad-tree
(Fig.5).

mam memory

secondary memory

(a) Objects in the region (b) Objects in the R-tree.

Figure 4: R-tree type index structure
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condary memory

(a) Objects in the region (b) Objects in the Quad-tree.

Figure 5: Quad-tree type index structure

Figures 4 and 5 show the the depth of index and objects that are stored in the
spatial database. Generally speaking, the distribution of nodes in the R-tree type
index structures is well-balanced and the average depth is less than that of the Quad-
tree type index structures, so it is more effective to search a target object by using the
R-tree type index structures.

However, there are some exceptional cases where this kind of typical situations does
not apply. In the traffic data warehouse, we have to search nearest objects within a
circle, oval or rectangular region, furthermore the distribution of objects is sometimes
strongly biased. In this case, by using the Quad-tree type index, it is effective to reduce
the execution cost in order to discover the rational person trip routes.

3.2 Temporal spatial indices in traffic data warehouse

Furthermore, we have to consider temporal spatial index such as TPR,-tree (Time Pa-
rameterized R-tree) [10] in order to handle moving objects dynamically[7]. TPR-tree
is extension of the structure of R-tree, moving nodes are stored in nodes of TPR-tree
index by using the time function. But the characteristic of grouping objects is also
different.

For example, when the location of one object is xref at time t = tref , by using the
speed (v), the location x(t) is presented by the following equation 1 at time t(t > tref).

X(t) = Xref + V(t - tref) (1)

Then, neighboring objects are stored into same node in the space of (x, v). Thus, we
can reduce the temporal spatial computing cost of moving objects, which are stored in
the data structure. In Fig.6(a), seven objects (A, B, . . ., G) are moving in the different
directions, we can make (A,B,C), (D,E) and (F,G) clusters of neighboring objects in
Fig.6(b). When we use R-tree type index, the distance of objects is becoming large
fast in Fig.6(c). For moving objects, we have to use temporal spatial index shown in
Fig.6(d).
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(a) (b)

(c) ( d ) .

Figure 6: Moving objects in (c) R-tree and (d) TPR-tree

4 Analytical operations in traffic data warehouse

In this section, we consider the problems of OLAP (On-Line Analytical Processing) in a
traffic data warehouse. Firstly, we execute the route discovery query after constructing
numerical map and sequences of location data indexed by Quad-tree. In order to execute
queries effectively, we have to reduce the search region and the number of objects.
Secondly, we try to derive characteristics of moving objects in the data warehouse
repeatedly. We discuss important analytical queries from the view point of traffic
engineering. Thirdly, we try to have simple evaluation of our proposed indices by using
actual location data.

4.1 From positioning data to map data

The original location data in Table 2 have several spatial and non-spatial attributes,
such as ID. day. time, the number of antennas, flags and others, and the size of one
record is 80 byte. Considering the problems discussed in Section 2. we can convert from
spatial attributes to a point in our data warehouse in Table 3.
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Table 2: Sample data of PHS location service
Latitude
34.680616
34.680661
34.681065
34.681939
34.681310

Longitude
135.506702
135.506702
135.506425
135.506843
135.506096

ID
1
2
3
4
5

Date and Time
1999/09/13 14:32:16
1999/09/13 14:32:33
1999/09/13 14:32:52
1999/09/13 14:33:10
1999/09/13 14:33:33

Table 3: Conversion of raw positioning data to map data
X
7593
7643
8092
9060
8366

Y
8031
8031
7780
8168
7480

ID
1
2
3
4
5

Date and Time
1999/09/13 14:32:16
1999/09/13 14:32:33
1999/09/13 14:32:52
1999/09/13 14:33:10
1999/09/13 14:33:33

Figure 7: Objects indexed by Quad-tree
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4.2 Estimation of person trip route

In this subsection, we consider the architecture of traffic data warehouse for traffic
management, traffic forecast, person trip analysis and advanced search processings.
Firstly, in order to handle location data and numerical map data in spatial database
systems effectively, the data of moving objects is stored by using a spatial index.

For example, when we execute the route estimation query in traffic data warehouse,
we have to search for neighboring arcs or nodes. In Fig. 7, the region of positioning
data provided by PHS location service is presented by a stripe circle. By drawing the
MBR of this circle and using Quad-tree index, we can reduce search space to three
middle and two small squares. The objects, 4, 8, 9 nodes and 6. 9, 10. 11. 13 paths are
within these squares. If we use R-tree index, the number of search regions increases.

Succeedingly, we calculate the distance between the center of the stripe circle and
objects in MBR, and we can estimate the rational locations, node 8 and path 13.
Depending on the conditions, the paths of 9 and 10 may be candidates. Step-by-step,
we decide the sequence of candidate locations and estimate the rational person trip
routes, which satisfy the traffic regulations. Finally, our proposed algorithm derive a few
candidate of person trip routes according to the minimum length and the characteristics
of person trip routes.

4.3 OLAP queries in the traffic data warehouse

After we store a huge number of trips into traffic data warehouse, we need typical
temporal spatial queries[10] in order to analyze characteristics of traffic flows from the
view point of traffic management and analysis. Here, we use definitions of time series.
t1, t 2 ( t 1 < t2), and regions, R1, R2, and we discuss three following typical temporal
spatial queries.

1. timeslice query Qts = (R 1 , t1): At time point t, objects are searched for in a
region R1.

(ex.) Based on the results of a query, we can calculate typical traffic flow param-
eters, such as traffic density, average traffic velocity and others.

Figure 8: timeslice query
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2. window query QWin = (R1 , t1, t2): Fig. 9 shows that moving objects are searched
for in the region R1 from t1 to t2.

(ex.) By using the results of window queries, we can calculate time average
velocity which has rather stable property in traffic analysis.

Figure 9: window query

3. moving query Qmov = (R1 , R2 , t1, t2): In Fig. 10, we search the objects in a
moving region, which is covered by a connecting trapezoid of (R 1 , t1) and (R 1 , t2).

(ex.) Traffic density of moving objects on an expressways is calculated, then the
traffic congestion is forecasted by using the density and other specific values.

Figure 10: moving query

4.4 Performance evaluation

We examine the accuracy and validity of our proposed algorithm based on simulations
and examinations using actual PHS location service. In this section, we show one
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experiment of route estimation based on actual location data provided by PHS location
service.

In this experiment, we stored the sequences of positioning data collected during
about 30 minutes, and the interval time of positioning detection was 15 seconds. By
using conversion programs and Quad-tree index described in Section 2 and 3. we con-
structed our numerical map of a restricted area in city center. The primary elements
of numerical map were extracted from the numerical map on a scale 1 to 2500. and we
added several extra attributes in our numerical map.

Furthermore, we assume that the measuring error of PHS location service is within
100m. Fig. 11 (a) and (b) show the comparison with the actual sequences of PHS
positioning data and the rational trip route that is derived by our algorithm using
Quad-tree index.

In Fig. 11 (a), the numbers show the sequences of location data provided by PHS.
pale lines show the roads that should be searched, and the black line with points shows
the correct person trip route. In Fig. 11 (b). a pale line with points shows the primary
rational person trip route that is estimated, and pale lines mean alternative rational
route. In this case, the primary route is entirely consistent with the correct route. But
the both of estimated routes are also rational, which satisfy traffic legal restrictions.
The alternative route is also the rational person trip route within the range of PHS
location service.

(b) Primary estimated route and alternative
(a) Positioning sequences and correct route

Figure 11: Comparison between estimated route and correct route
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In several experiments, almost of all routes could be specified fast and correctly.
However, near the interchange of expressways, the estimated route was mistaken since
a measuring error was sometimes so large. We may need to develop the error reduction
method for the positioning compensation by obstacles. Of course, from the view point of
total cost of location service systems, we consider the integration of different positioning
devices, such as GPS cellular phone. This kind of devices will become widespread within
a few years.

Furthermore, by integrating several positioning systems, we have other kind of ad-
vantages to protect privacy of location by ourself. Then we choose suitable methods,
such as an active method (phone) or a passive method (GPS), depending on the public
or private situations, and huge volume of our trip data will be stored into traffic data
warehouse in order to analyze the traffic congestions and patterns in a statistical level.

5 Results and future problems

In this paper, we proposed the typical queries in traffic data warehouse by using Quad-
tree and TPR-tree indices. Then we discuss how to derive characteristics of person
trip route correctly and effectively. In near future, we try to apply this analytical and
spatial mining techniques in actual traffic data warehouse in order to discover complex
patterns.
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Abstract. A machine learning technique called Graph-Based Induc-
tion (GBI) extracts typical patterns from graph data by stepwise pair
expansion (pairwise chunking). Because of its greedy search strategy, it
is very efficient but suffers from incompleteness of search. We improved
its search capability without imposing much computational complexity
by incorporating the idea of beam search. Additional improvement is
made to extract patterns that are more discriminative than those sim-
ply occurring frequently, and to enumerate identical patterns accurately
based on the notion of canonical labeling. This new algorithm was imple-
mented (now called Beam-wise GBI, B-GBI for short) and tested against
a DNA data set from UCI repository. Since DNA data is a sequence of
symbols, representing each sequence by attribute-value pairs by simply
assigning these symbols to the values of ordered attributes does not
make sense. By transforming the sequence into a graph structure and
running B-GBI it is possible to extract discriminative substructures.
These can be new attributes for a classification problem. Effect of beam
width on the number of discovered attributes and predictive accuracy
was evaluated, together with extracted characteristic subsequences, and
the results indicate the effectiveness of B-GBI.

1 Introduction

There have been quite a number of research work on data mining in seeking for bet-
ter performance over the last few years. Better performance includes mining from
structured data, which is a new challenge, and there have only been a few work on
this subject. Since structure is represented by proper relations and a graph can easily
represent relations, knowledge discovery from graph structured data poses a general
problem for mining from structured data. Some examples amenable to a graph mining
are finding typical web browsing patterns, identifying typical substructure of chemical
compounds, finding typical subsequences of DNA and discovering diagnostic rules from
patient history records.

Majority of the data mining methods widely used are for data that do not have struc-
ture and are represented by attribute-value pairs. Decision tree[10, 11], and induction
rules[8, 3] relate attribute values to target classes. Association rules often used in data
mining also uses this attribute-value pair representation. However, the attribute-value
pair representation is not suitable to represent a more general data structure, and there
are problems that need a more powerful representation. Most powerful representation
that can handle relation and thus, structure, would be inductive logic programming
(ILP) [9] which uses the first-order predicate logic. It can represent general relationship
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embedded in data, and has a merit that domain knowledge and acquired knowledge can
be utilized as background knowledge. However, its state of the art is not so matured
that anyone can use the technique easily (e.g. it requires heuristic to make the search
efficient.).

AGM (Apriori-based Graph Mining)[6] is one of the representative recent work that
can mine the association rules among the frequently appearing substructures in a given
graph data set. A graph transaction is represented by an adjacency matrix, and the
frequent patterns appearing in the matrices are mined by an extended Apriori algorithm
of the basket analysis. This algorithm can extract all connected/disconnected induced
subgraphs by complete non-exhaustive search. However, its computation time increases
exponentially with input graph size and support threshold. AGM can use only frequency
for the evaluation function. SUBDUE[4] is also well known. It extracts a subgraph which
can best compress an input graph based on MDL principle. The found substructure
can be considered a concept. This algorithm is based on a computationally-constrained
beam search. It begins with a substructure comprising only a single vertex in the input
graph, and grows it incrementally expanding a node in it. At each expansion it evaluates
the total description length (DL) of the input graph, and stops when the substructure
that minimizes the total description length is found. After the optimal substructure is
found and the input graph is rewritten, next iteration starts using the rewritten graph
as a new input. This way, SUBDUE finds a more abstract concept at each round of
iteration. As is clear, the algorithm can find only one substructure at each iteration.

Graph-Based Induction (GBI) [13. 7] is a technique which was devised for the pur-
pose of discovering typical patterns in a general graph data by recursively chunking two
adjoining nodes. It can handle a graph data having loops (including self-loops) with
colored/uncolored nodes and links. There can be more than one link between any two
nodes. GBI's expressiveness lies in between the attribute-value pair representation and
the first-order logic. The computation time for GBI is very short because of its greedy
search, yet it does not lose any information of graph structure after chunking. GBI
can use various evaluation functions based on frequency. It is not. however, suitable
for pattern extraction from a graph structured data where many nodes share the same
label because of its greedy recursive chunking without backtracking. However, it is still
effective in extracting patterns from such graph structured data where each node has a
distinct label (e.g.. World Wide Web browsing data) or where some typical structures
exist even if some nodes share the same labels (e.g.. chemical structure data containing
benzene rings etc).

Efficiency of GBI comes from its greedy search in exchange of search incompleteness.
There is no guarantee that it can find all the important typical patterns although our
past application to various domains produced acceptable results [7]. In this paper
we report how we attacked this problem. We improved its search capability without
imposing much computational complexity by incorporating the idea of beam search.
Furthermore, two other improvements are made: one for criterion to define typical
patterns in a more natural way and the other for accurate enumeration of typical
patterns based on the notion of canonical labeling. This new algorithm was implemented
(now called Beam-wise GBI, B-GBI for short) and tested against a DNA data set
from UCI repository and its results were evaluated in terms of predictive accuracy and
discovered typical subsequences, showing the effectiveness of the improvement.

The paper is organized as follows. In section 2. we briefly describe the framework
of GBI and its improvement made to extracting discriminative patterns. In section 3,
we describe B-GBI, which is the main contribution over the existing GBI, followed by
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canonical labeling treatment. In section 4, we show the experimental results of B-GBI.
In section 6 we conclude the paper by summarizing the results and the future work.

2 Graph-Based Induction

2.1 GBI revisited

GBI employs the idea of extracting typical patterns by stepwise pair expansion as shown
in Fig. 1. In the original GBI an assumption is made that typical patterns represent
some concepts/substructure and "typicality" is characterized by the pattern's frequency
or the value of some evaluation function of its frequency. We can use statistical indices as
an evaluation function, such as frequency itself, Information Gain [10], Gain Ratio [11]
and Gini Index [2], all of which are based on frequency.

Figure 1: The basic idea of the GBI method

The stepwise pair expansion (pairwise chunking) repeats the following three steps
until no more typical patterns are found.

Step 1 Extract all the pairs consisting of connected two nodes in the graph.

Step 2 Select the most typical pair based on the criterion from among the pairs ex-
tracted in Step 1 and register it as the pattern to chunk. If either or both nodes
of the selected pair have already been rewritten (chunked), they are restored to the
original patterns before registration. Stop when there is no more pattern to chunk.

Step 3 Replace the selected pair in Step 2 with one node and assign a new label to it.
Rewrite the graph by replacing all the occurrence of the selected pair with a node
with the newly assigned label. Go back to Step 1.

It is possible to extract typical patterns of various sizes by repeating the above three
steps. Note that the search is greedy. No backtracking is made. This means that in
enumerating pairs no pattern which has been chunked into one node is restored to the
original pattern. Because of this, all the "typical patterns" that exist in the input graph
are not necessarily extracted. The problem of extracting all the isomorphic subgraphs
is known to be NP-complete. Thus, GBI aims at extracting only meaningful typical
patterns of a certain size. Its objective is not finding all the typical patterns nor finding
all frequent patterns.
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2.2 Extracting Discriminative Patterns

GBI can use any criterion that is based on the frequency of paired nodes. However, in
order to find a pattern that is of interest, any of its subpatterns must be of interest be-
cause of the nature of repeated chunking. Frequency measure satisfies this monotonicity.
However, if the criterion chosen does not satisfy this monotonicity, repeated chunking
may not find good patterns even though the best pair based on the criterion is selected
at each iteration. This motivated us to improve GBI allowing to use two criteria, one
for frequency measure for chunking and the other for finding discriminative patterns
after chunking. The latter criterion does not necessarily hold monotonicity property.
Any function that is discriminative can be used, such as Information Gain [10], Gain
Ratio [11] and Gini Index [2], and some others (e.g. the one used in 4).

The improved stepwise pair expansion repeats the following four steps until chunking
threshold is reached (normally minimum support value is used as the stopping criterion).

Step 1 Extract all the pairs consisting of connected two nodes in the graph.

Step 2a Select all the typical pairs based on the criterion from among the pairs ex-
tracted in Step 1, rank them according to the criterion and register them as typical
patterns. If either or both nodes of the selected pairs have already been rewritten
(chunked), they are restored to the original patterns before registration.

Step 2b Select the most frequent pair from among the pairs extracted in Step 1 and
register it as the pattern to chunk. If either or both nodes of the selected pair have
already been rewritten (chunked), they are restored to the original patterns before
registration. Stop when there is no more pattern to chunk.

Step 3 Replace the selected pair in Step 2b with one node and assign a new label to it.
Rewrite the graph by replacing all the occurrence of the selected pair with a node
with the newly assigned label. Go back to Step 1.

The output of the improved GBI is a set of ranked typical patterns extracted at
Step 2a. These patterns are typical in the sense that they are more discriminative than
non-selected patterns in terms of the criterion used.

3 Beam-wise Graph-Based Induction

3.1 Algorithm of B-GBI

The improved GBI still has disadvantages. When each node has a distinct label in the
input graph, no ambiguity arises in selecting a pair to be chunked and GBI performs
well. However, since the search in GBI is greedy, when the same label is shared by plural
nodes in the input graph, there arises ambiguity when there are ties in the frequency
or there is a chain of nodes of the same label. For example, in the case of the structure
like a —> a —» a, we don't know which a —» a is best to chunk. Further, as chunked
nodes are never restored to its original patterns for succeeding pair evaluation process,
search is incomplete anyway even if there is no such ambiguity.

To relax this ambiguity and seach incompletness problem, a beam search is incor-
porated to GBI within the framework of greedy search. A certain fixed number of pairs
ranked from the top are allowed to be chunked in parallel. To prevent each branch
from growing exponentially, the total number of pairs to chunk is fixed at each level of
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branch. Thus, at any iteration step, there is always a fixed number of chunking that is
performed in parallel.

The new stepwise pair expansion repeats the following four steps.

Step 1 Extract all the pairs consisting of connected two nodes in all the graphs.

Step 2a Select all the typical pairs based on the criterion from among the pairs ex-
tracted in Step 1, rank them according to the criterion and register them as typical
patterns. If either or both nodes of the selected pairs have already been rewritten
(chunked), they are restored to the original patterns before registration.

Step 2b Select, from among the pairs extracted in Step 1, a fixed number of frequent
pairs from the top and register them as the patterns to chunk. If either or both
nodes of the selected pairs have already been rewritten (chunked), they are restored
to the original patterns before registration. Stop when there is no more pattern to
chunk.

Step 3 Replace each of the selected pairs in Step 2b with one node and assign a new
label to it. Delete a graph for which no pair is selected and branch (copy) a graph for
which more than one pair are selected. Rewrite each remaining graph by replacing
all the occurrence of the selected pair in the graph with a node with the newly
assigned label. Go back to Step 1.

An example of state transition of B-GBI is shown in Fig.2 in case that the beam
width is 5. The initial condition is the single state cs. All the pairs in cs are enumerated
and ranked according to both the frequency measure and the typicality measure. Top
5 pairs according to the frequency measure are selected, and each of them is used as
a pattern to chunk, branching into 5 children c11, c12, . . . , c15, each rewritten by the
chunked pair. All the pairs within these 5 states are enumerated and ranked according
to the two measures, and again the top 5 ranked pairs according to the frequency
measure are selected. The state c\\ is split into two states c21 and c22 because two pairs
are selected, but the state c12 is deleted because no pair is selected. This is repeated
until the stopping condition is satisfied. This increase in the search space improves the
pattern extraction capability of GBI.

3.2 Canonical Labeling

Another improvement made in conjunction with B-GBI is canonical labeling. GBI
assigns a new label for each newly chunked pair. Because it recursively chunks pairs, it
happens that the new pairs that have different labels happen to be the same pattern
(subgraph). A simple example is shown in Fig. 3.

To identify whether the two pairs represent the same pattern or not, each pair is
represented by canonical label[12, 5] and only when the label is the same, they are
regarded as identical. The basic procedure of canonical labelling is as follows. Nodes
in the graph are grouped according to their labels (node colors) and the degrees of
node (number of links attached to the node) and ordered lexicographically. Then an
adjacency matrix is created using this node ordering. When the graph is symmetric, the
upper triangular elements are concatenated scanning either horizontally or vertically to
codify the graph. When the graph is asymmetric, all the elements in both triangles are
used to codify the graph in a similar way. If there are more than one node that have
identical node label and the degrees of node, the ordering which results in the maximum
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Figure 2: An Example of State Transition of B-GBI when the beam width = 5

Figure 3: Two Different Pairs Representing Identical Pattern

(or minimum) value of the code is searched. The corresponding code is the canonical
label. Let M be the number of nodes in a graph. N be the number of groups of the
nodes, and pi(i = 1, 2, . . . , N) be the number of the nodes within group i. The search
space can be reduced to HN

i=1(pi!) from M! by using canonical labeling. The code of
an adjacency matrix for the case in which elements in the upper triangle are vertically
concatenated is defined as

f o n a 1 2 • • • a 1 n

a22

A —

\ ann

code(A) = a11a12a22a13a23 . . . ann

n j

(1)
(2)

It is possible to further prune the search space. We choose the option of vertical
concatenation. Elements of the adjacency matrix of higher ranked nodes form higher
bits of the code. Thus, once the locations of higher ranked nodes in the adjacency matrix
are fixed, corresponding higher bits of the code are also fixed and are not affected by
the order of elements of lower ranks. For example, in Eq. 1 elements that the first two
ranked nodes can decide are the first 3 bits in the code(A) and no bits corresponding
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to the nodes of the lower ranks are included. This reduces the search space of n^Life(pi!)

to ELf(pi!).
However, there is still a problem of combinatorial explosion for a case where there

are many nodes of the same labels and the same degrees of node such as the case of
chemical compounds because the value of pi becomes large. What we can do is to
make the best of already determined nodes of higher ranks. Assume that the nodes
vi e V(G)(i = 1, 2, . . . , N) are already determined in a graph G. Consider finding the
order of the nodes ui € V(G)(i = 1, 2, . . . , k) of the same group that gives the maximum
code value. The node that comes to vN+1 is the one in u i(i = 1, . . . , k) that has a link
to the node v\ because the highest bit that vN+1 can make is a1N + 1 and the node that
makes this bit 1, that is, the node that is linked to v1 gives the maximum code. If
there are more than one node or no node at all that has a link to to vN+1, the one that
has a link to v2 comes to vN+1. Repeating this process determines which node comes
to vN+1. If no node can't be determined after the last comparison at vN, permutation
within the group is needed.

This is explained using an example in Fig. 4. Assume that nodes 1, 2 and 8 have
already been determined. Nodes 4, 5 and 6 are in the same group. The fourth node is
the node that has a link to the highest ranked node 1. which is the node 4. Likewise,
the fifth and the sixth nodes are the nodes 5 and 6 respectively. In this case, node
ordering is uniquely determined. If l nodes can be determined by this procedure, the
search space can be reduced from k! to (k — l)!.

a(1) b(2) c(3) d
•4

1_ — 0-
1

_L_

i

d d

1 T

1r

code = 1 0 1 ? ? ? ? ? ? ? ? ? ? ? ?

Figure 4: Determination of Node Ordering within a Group

4 Experimental Evaluation of B-GBI

The proposed method is implemented as B-GBI and tested against the promoter dataset
in UCI Machine Learning Repository [1]. A promoter is a genetic region which initiates
the first step in the expression of an adjacent gene (transcription). The promoter
dataset consists of strings that represent nucleotides (one of A, G, T or C). The input
features are 57 sequential DNA nucleotides and the total number of instances is 106
including 53 positive instances (sample promoter sequences) and 53 negative instances
(non-promoter sequence). Direct encoding of this data to the standard attribute-value
format assigning the n-th attribute to the n-th nucleotide in the sequence does not
make sense. Encoding the data this way and running C4.5[11] gives a predictive error
of 16.0% by leaving one out cross validation. Randomly shifting the sequence by 3
elements gives 21.7% and by 5 elements 44.3%. Graph representation resolves this
problem. Since it is not known in advance how strong the interaction among the
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elements are for determining the class label, it is assumed that an element interacts up
to 10 elements on both sides (See Fig. 5.). Each sequence results in a graph with 57
nodes and 515 links.

Figure 5: Conversion of DNA Sequence Data to a graph

The minimum support for chunking is set at 20%. The normalized class probability
of Eq. 3 is used as a criterion to select typical patterns. Here, p and n indicate respec-
tively the number of positive and negative instances that have a typical pattern and P
and N the total number of positive and negative instances (i.e., P = N = 53).

11
_" • £ 4- — IA' P ~ .V )

(3)

Three threshold values are used: 0.6, 0.7 and 0.8. The beam width is set at 1. 5. 10.
, 50. The number of typical patterns and their sizes (nodes) are listed in Table 1.

Table 1: Number of Typical Patterns and Average Sizes

Beam width
Thres.

0.6
Thres.

0.7
Thres.

0.8

Pattern
Size

Pattern
Size

Pattern
Size

Beam width
Thres.

0.6
Thres.

0.7
Thres.

0.8

Pattern
size

Pattern
size

Pattern
size

1
355
3.8
81

3.9
16

4.1
45

6780
3.9

1162
4.1
161
4.2

5
1442

3.9
282
4.1
41

4.3
50

7342
3.9

1249
4.1
178
4.3

10
2125

3.8
399
4.0
38

4.0

15
3174

3.8
590
4.0
72

4.1

20
3688

3.9
645
4.1
73

4.1

25
4733

3.9
896
4.0
117
4.2

30
4697

3.8
815
4.0
115
4.2

35
5604

3.9
992
4.1
145
4.3

40
6293

3.9
1136

4.0
163
4.2

To evaluate these patterns, they are used as binary attributes of each sequence to
build a classifier by C4.5[11]. Predictive error rate is evaluated by leaving one out.
Results are shown in Fig. 6.



T. Matsuda et al. / Knowledge Discovery from Structured Data 123

2 20

-*— Error rate for Th.=0.6
-»- Error rate for Th.=0.7
-*- Error rate for Th.=0.8
• o- • No. of attr. for Th.=0.6
o- • No. of attr. for Th.=0.7
*>- No. of attr. for Th.=0.8

..-B -G-"

) 5 10 15 20 25 30 35 40 45 50

Beam width

Figure 6: Effect of Beam Width for the Final Decision Tree

It is noted that the error reduces as the beam width is increased from 1 to 10, levels
off to 25 and then increases. Number of extracted patterns increases monotonically with
the beam width. Too many beams affect adversely due to overfitting/oversearching.
Sharp reduction of the error up to beam width of 10 indicates that important typical
patterns that contribute to discriminative power Are indeed extracted.

The induced decision tree for which the error is minimum (11.3%) is shown in Fig. 7.
The threshold of Eq. 3 is 0.8 and the beam width is = 10. There are 38 typical patterns
in this case and C4.5 chooses 6 patterns from among them. These are shown in the
nodes of the tree. The tree shown in Fig. 8 is for the case where the threshold of Eq. 3
is 0.6 and the beam width is = 10. The error of this tree is 20.8%. There are 2125
typical patterns but C4.5 chooses only 7 patterns, out of which 4 patterns also appear
in the first tree. These 4 are the most discriminative patterns. Graph representation is
not affected by random shifting of sequences.

5 Conclusion

Finding typical patterns in a graph structured data set lend itself to an important class
of data mining problems. Graph based induction GBI is meant to searve as a practical
tool for this kind of probem. In this paper some drawbacks of GBI is discussed and a
solution is reproted, GBI is improved in three aspects by incorporating: 1) two criteria,
one for chunking and the other for task specific criterion to extract more discriminative
patterns, 2) beam search to enhance search capability and 3) canonical labeling to
accurately count identical patterns. The improved B-GBI is applied to a classification
problem of DNA promoter sequence and the results indicate that it is possible to extract
discriminative patterns which otherwise are hard to extract.

Immediate future work includes to use feature selection method to filter out less
useful patterns.
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Figure 7: Decision Tree (Threshold value of Eq. 3 = 0.8 and Beam width = 10)

Figure 8: Decision Tree (Threshold value of Eq. 3 = 0.6 and Beam width = 10)
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Abstract. In this paper, we perform a worst-case analysis of rule discov-
ery. A rule is defined as a probabilistic constraint of true assignment to
the class attribute of corresponding examples. In data mining, a rule can
be considered as representing an important class of discovered patterns.
We accomplish the aforementioned objective by extending a fundamen-
tal version of PAC (Probably Approximately Correct) learning, which
represents a worst-case analysis for classification. Our analysis consists
of two cases: the case in which we try to avoid finding a bad rule, and
the case in which we try to avoid overlooking a good rule. Discussions
on related works are also provided for PAC learning, multiple compar-
ison, analysis of association rule discovery, and simultaneous reliability
evaluation of a discovered rule. We also present how our results can be
applied to rule discovery in the context of active mining.

1 Introduction

Data mining [4] can be defined as extraction of useful knowledge from massive data, and
is gaining increasing attention due to advancement of various information technologies.
Data mining can be regarded as advanced data analysis, and a typical process of analysis
consists of several steps [4]. Pattern extraction represents an important step in such
a process. A rule is defined as a probabilistic constraint inherent in a data set, and is
widely recognized as representing one of the most important patterns in data mining.

Although rule discovery has been extensively studied in data mining, its theoretical
analyses are surprisingly rare. Several exceptions include Agrawal et al.'s analysis of
association rule discovery [1] and our analysis of a discovered rule based on simultane-
ous reliability evaluation [13]. However, these studies ignore the total number of rules
that can be discovered from a data set. This fact represents that these studies fail to
relate the size of a discovery problem to the number of examples needed for successful
discovery, and suggests that a more solid foundation of data mining should be estab-
lished. Moreover, clarifying the sample complexity of rule discovery would be useful for
active mining, which roughly represents an active process in data mining.

As a first step toward this objective, we e-xtend a fundamental version of PAC
(Probably Approximately Correct) learning [10], which represents a worst-case analysis
of classification [15]. Our analysis consists of two cases: the case in which we try to
avoid finding a bad rule, and the case in which we try to avoid overlooking a good rule.
We also discuss about related works including PAC learning [7, 10], Jensen and Cohen's
multiple comparison [6], Agrawal et al.'s analysis of association rule discovery [1], and
our previous analysis of a discovered rule based on simultaneous reliability evaluation
[13]. Application of our results in active mining will be also provided.
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2 Rule Discovery Problem

2.1 Rule

Let a data set contain m examples each of which is expressed by 6 discrete attributes
and a class attribute. Typically rule discovery assumes no specific class attribute unlike
classification. However, for the sake of formalization. we consider a rule which predicts
a specific class attribute to be true.

Let a value V assignment A — V to an attribute A be an atom. In this paper, we
regard a given data set as a result of sampling with replacement from a true data set.
We call the probability of occurrence of examples each of which satisfies a propositional
logical formula / the true probability Pr(f) of f. Similarly, an estimated probability
which is obtained from a given data set for Pr(f) is represented by Pr(f). Note that
Pr(f) can be calculated by the Laplace estimate or simply by the ratio of examples
which satisfy / in the data set. We employ the latter method in this paper.

A rule r is represented as follows with a premise y which is represented by a prepo-
sitional formula of atoms, and a conclusion x which is represented by a true assignment
to the class attribute.

r : y —> x

An intuitive interpretation of r is that many examples satisfy y and those examples are
likely to satisfy x with high probability. We define Pr(y) and Pr(x|y) as the generality
and the accuracy of r respectively. Similarly, we call Pr(y) and Pr(.r|y) the estimated
generality and the estimated accuracy of r respectively.

2.2 Related Classes of Rules

This section presents several classes of rules which are related to ours. A probabilistic
if-then rule [12] is defined as follows, where yi represents a single atom.

In [13], a probabilistic if-then rule is called a conjunction rule, and this paper follows
this paraphrasing. A conjunction rule can be regarded as a special case of our rule: the
premise is restricted to either a single atom or a conjunction of atoms.

Since a premise of a conjunction rule is represented by a combination of atoms, the
number \R\ of possible conjunction rules is typically huge. The following gives \R\.
where a data set contains 6 attributes and each of these attributes can have one of a
values.

\R\ = (a + l ) b – l (1)

This formula can be explained by the fact that each of b attributes can either have
one of a values or be excluded from the premise. A typical value for \R\ is huge: for
example, \R\ — 3.486,784,400 for a data set of 20 binary attributes. A realistic measure
would be to restrict the number of atoms allowed in the premise to at most K. The
possible number |RK|. in this case, is given as follows.
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Note that (1) can be also derived by settling K — b in (2) and considering the binary
coefficients.

In association rule discovery [1], a data set is restricted to a transactional data
set which consists of binary attributes. A true assignment to a binary attribute is
called an item. Let an itemset be either a single item or a conjunction of items. An
association rule, in its original form, consists of a premise and a conclusion each of
which is represented by an itemset. In our framework of subsection 2.1, an association
rule can be regarded as a special case of our conjunction rule: only the value "true"
is allowed. The cases of \R\ and \RK\ for association rule discovery are obtained by
settling a = 1 in (1) and (2).

2.3 Discovery Problem

In this paper, the objective of a user is to obtain, with high probability 1 — , a rule
of which generality and accuracy are no smaller than 1 — and 1 — respectively.
Typically multiple rules are obtained in rule discovery, but we restrict ourselves to
single-rule discovery for the sake of analysis.

Objective : Find y — > x which satisfies

Pr [ P r ( y ) > 1 - C, P r ( x \ y )

where

A discovery algorithm to be analyzed obtains a rule of which generality and accuracy
are no smaller than user-given thresholds and respectively. As stated in subsection
2.1. since a given data set is a result of sampling with replacement from a true data
set, the user employs thresholds 0S in applying the algorithm.

Algorithm : Find y — > x which satisfies

(4)

An interesting problem here is to obtain the required number of examples (i.e.
the sample complexity [3]) to accomplish (3) under (4). This problem can be named as
PAGA (Probably Approximately General and Accurate) discovery after the well-known
PAC learning [7, 10], and can be regarded as a foundation of active mining, discovery
science, and data mining.

3 Case 1: Exclusion of a Bad Rule

In this section, we obtain a sample complexity for the problem denned in the previous
section. An assumed condition is to avoid finding a bad rule. This condition can
be considered as important in several domains where reliability represents a crucial
concern.

3. 1 Preliminaries

First we introduce preliminaries which are needed in subsequent analyses. If the domain
of a probabilistic variable X is {0, 1, . . . ,V /} and the probability distribution of the
variable is represented as follows, X is said to follow a binary distribution [5]
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where p represents a constant 0 < p < 1 and k = 0, 1,.. ,v. The Chernoff bound states
that the following holds for an arbitrary constant q > p [1].

Pr(X > vq) < exp[-2j/(g - p)2] (6)

3.2 Theoretical Analysis

From (3). a bad rule rb> : y —> x satisfies

Pr(y) < 1 - C or Pr(x\y) < 1 - e. (7)

Since we assume, in this section, that we avoid finding a bad rule, the employed thresh-
olds for generality and accuracy are relatively large. This assumption together with (3)
and (4) necessitate the following.

0S > 1 - C and 0F > 1 - 6 (8)

From (7) and (8),

0s > Pr(y) or 0F > Pr(x|y). (9)

Since rb> : y — > x is discovered,

Pr(y) > 0S and Pr(x\y) > 0F. (10)

Let the number of examples in the given data set be m. If and only if y and xy are
satisfied by at least [m0s] and [mPr(y)0F] examples respectively in the data set. rb
happens to be discovered. Since each of the numbers of examples which satisfy y and
xy follows a binary distribution,

Pr (rb discovered)

<MAX
mPr(y)

B(A;m.Pr(y)) , B(k:mPr(y).Pr(z|t/))
k=[mPr(y)0F

(11)

m

exp -

< MAX {exp [-2m(0s - 1 + C)2] -exp [-2m0s(0f - 1 + e)2]} . (13)

Note that, in (11), we consider separately the case in which a bad rule rb1 in terms of
generality is discovered and the case in which a bad rule Tb2 in terms of accuracy is
discovered. The first and second terms correspond to the left inequality and the right
inequality of (7) respectively. Since Pr(rb1) and Pr(rb2) are unknown, we upper-bound
Pr(rb discovered) by MAX[Pr(rb1 discovered). Pr(rb2 discovered)]. In (12). the Chernoff
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hound (6) is employed from (9). Finally in (13), we employ (7) and the left inequality
of (10).

Let the set of all rules and the set of all bad rules be R and Rb respectively, and let
the cardinality of a set S be \S . The probability of discovering a bad rule satisfies the
following inequalities.

Pr (Rb contains a discovered rule)

< RbMAX {exp [-2m(0s - 1 + C)2] , exp [-2m0s(0F - 1 + e ) 2 } } (14)

< |R|MAX {exp [-2m(0s - 1 + C)2] > exp [-2m0s(0F - 1 + e)2]} (15)

Note that we allow to count multiple times the cases in which several bad rules satisfy
the discovery condition in (14), and (15) uses \R\ > |Rb| . In order to avoid finding a
bad rule, we require the following with respect to a sufficiently small 6.

|R |MAX {exp [-2m(0s - 1 + C)2] , exp [-2m0s(0F - 1 + e)2]} (16)

We obtain a sample complexity for rule discovery in which finding a bad rule is avoided
with a high probability.

m > — (17)
2MIN

The above inequality describes influence of each parameter to the sample complexity
quantitatively. As we have seen in subsection 2.2, \R is typically large and is thus
important even if its influence is tolerated by a logarithmic function. The second most
important factors are Since they influence the required number of
examples by the inverse of their squares, they can be problematic when they are small.
Since each of these terms represents the difference of a threshold and the user-expected
value, 0s — 1 + C and can be named as the margin of generality and the margin
of accuracy respectively. In a typical setting of rule discovery, we can assume 0s = 0.1,
and (0s - 1 + C) = 10-1 or 10-2 We can also assume that (0p - 1 + e) = 10-1 or 10-2.
Under these assumptions, the denominator is either 2 * 10-3 or 2 * 10-5. Finally, S can
be considered as a moderately important factor in a typical situation = 0.01 - 0.05
since it appears only as a denominator of |R|.

3.3 Application to Conjunction Rule Discovery

From (1) and (17), the sample complexity is given as follows if we restrict the discovered
rule to a conjunction rule.

In [(a + 1)b - l + In

2MIN

Note that settling a — 1 gives the case of association rule discovery.
Firstly, ln can be typically ignored when S = 0.01 - 0.05 from ln[(a +1)b — 1] 3>>

ln(l/<5), thus the sample complexity is approximately proportional to b. Secondly, since
the number a of possible values for an attribute only affects the right-hand side through
a logarithmic function, a is typically not so important as b and margins of generality
and accuracy. We show, in figure 1, a plot of the required number of examples against
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M I N . where w e settled a = 2 a n d
6 = 0.05. Note that each of the x axis and the y axis is represented by a logarithmic
scale.
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Figure 1: Required number of examples needed for conjunction rule discovery without finding
a bad rule. In the figure. MIN represents MIN

We discuss about the required number of examples for a typical setting with figure 1.

The examples described in subsection 3.2 state MIN or 10-5. For these cases, the sample complexity is approximately 5.6* 104 - 5.6* 106 or
5.6 * 106 - 5.6 * 108 for b = 102 - 104. These results indicate that the required number
of examples for successful discovery can be prohibitively large for small margins. Note
that large margins represent large thresholds, and no rules are usually discovered for
large thresholds. A realistic and effective measure to this problem would be to adjust
thresholds according to a discovery process such as [14]. It should be anyway noted that
our analysis in this paper corresponds to the worst case, and the required number of
examples in a real discovery problem can be much smaller than those mentioned above.

From (2) and (17). the sample complexity is given as follows if we restrict the
discovered rule to a conjunction rule with at most K atoms in its premise.

In [ZE, „ ' ( » ) ] + to (J)
m > L 1 LJ (19)

~ 2MIN [(0S - 1 + C)2 - <?s (0F - 1 + *)2]

Note that settling a = 1 gives the case of association rule discovery.
Similarly as we did in figure 1. we show, in figure 2. two plots of the sample com-

plexity for a = 2 and 6 = 0.05. The left plot represents a case in which we varied
b = 102. 103, 104 under K = 2. and in the right plot we varied K = 1. 2. 3. 4. 100 (= b)
under b = 102.

From the left plot of figure 2, we see that the influence of b is relatively small
for K = 2. On the other hand, the right plot shows that, for K < 4. the required
number of examples is smaller by approximately an order of magnitude than the case
of considering all conjunction rules (K = b = 100). It is widely accepted that a rule
with a short premise exhibits high readability, and the above results suggest that they
are also attractive in terms of the required number of examples.

4 Case 2: Inclusion of a Good Rule

In this section, we derive another sample complexity for the problem defined in subsec-
tion 2.3. An assumed condition is to avoid overlooking a good rule. This condition can
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Figure 2: Required number of examples needed for conjunction rule discovery without finding
a bad rule, where at most K atoms are allowed in the premise. The left and right plots assume
K = 2 and ft = 100 respectively.

be considered as important in several domains where possibility is considered as highly
important.

From (3), a good rule rg : y — x satisfies

Pr(y) > 1 - C and Pr(:r|y) > 1 - (20)

Since we assume, in this section, that we avoid overlooking a good rule, the employed
thresholds for generality and accuracy are relatively small. This assumption together
with (3) and (4) necessitate the following.

From (20) and (21),

0s < 1 - C and 0F < 1

9S < Pr(t/) and (22)

Let the number of examples in the given data set be m. If and only if y is satisfied
by at most [m0s] — 1 examples or xy is satisfied by at most [mPr(y)0F ]–1 examples
in the data set, rg happens to be undiscovered. Since each of the numbers of examples
which satisfy y and xy follows a binary distribution,

(23)

= MAX

B ( k ; m , P r ( y ) ) ,
k=0

< MAX {exp

exp

-2m

(25)
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Note that we consider separately the cases in which the generality and the accuracy of
a good rule are below the respective thresholds in (23). We represent such rules as rg1

and rg2 respectively. Since Pr(rg1) and Pr(rg2) are unknown, we use the same technique
as in subsection 3.2. Note that (24) corresponds to replacement of p by 1 — p in (5).
In (25), the Chernoff bound (6) is employed from (22). Finally in (26). we employ
(20) and Pr(y) > Os. Note that the last inequality holds in the second term since rg is
undiscovered due to apparently low accuracy.

Similarly to subsection 3.2, the following can be obtained as a sample complexity
for rule discovery in which overlooking a good rule is avoided with a high probability.

m > ( 2 7 )
2MIN [(-Os + 1 - C) . 9s (-Of + 1 - e) J

Note that (27) is equivalent to (17), and similar discussions as subsections 3.2 and
3.3 hold. Note that large margins (1 — £ — Os and 1 — e — Of in this case) represent
small thresholds in this case, and small thresholds typically result in a large number
of candidates of the discovered rule to be inspected. The automatic adjustment of
thresholds [14] can be also a realistic measure for this problem.

5 Discussions on Related Topics

5.1 PA C Learning

PAC learning represents a worst-case analysis for classification, and has numerous excel-
lent results. Our results in section 3 can be considered as an extension to a fundamental
version of PAC learning [10]. First, a classifier ignores generality since it predicts the
class attribute for all examples. This is the reason Pr(y), Pr(y), Os are not considered
in [10]. Actually, the objective of learning in [10] is represented as a simplification of
(3) as follows.

Objective : Find a classifier h which satisfies
Pr [Pr(h correctly predicts r ) > l - e ] > l - < J (28)
where e. 6 > 0

Next, [10] assumes that a classification algorithm returns a classifier which is consistent
to all training examples. This corresponds to assuming Of = 1.

To sum up, compared to our study. [10] ignores the case of learning a classifier with
low generality and the case of learning a classifier which is inconsistent to the training
examples. In this case, application of the Chernoff bound can be skipped, and for a
bad classifier hb, we obtain Pr(hb learned) = (1 — e)m. In [10], the sample complexity
is given by the following, where H represents a set of all classifiers.

m (29)
e

Note that (29) resembles to (17): it only ignores generality (0s = 1 and no £)• assumes
Of = 1, and omits the squares in e2 and 2 in the denominator. The last two omissions
are due to skipping the application of the Chernoff bound.

Although [3] analyzes the case with low accuracy, it ignores the case with low gen-
erality unlike our study. Studies for the PAC learnability of functional dependencies
[2, 8] are related to ours, but they deal with a different discovery problem.
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5.2 Jensen and Cohen's Multiple Comparison

Jensen and Cohen's multiple comparison [6] proposes a prudent view of classification.
Its essential point can be stated as a probabilistic explanation that the more candidates
of classifiers are inspected in a learning algorithm, the smaller accuracy is exhibited by
the obtained classifier. The multiple comparison provides a comprehensive unified view
of several previous studies including overfitting [11] and oversearching [9], and [6] also
proposes several realistic measures.

Since this study deals with classification as PAC learning, it ignores generality. This
corresponds to considering only the second term in (11). Since [6] considers the case
of , it provides a more realistic framework to learning than [10]. The multiple
comparison differs from our study in that it directly calculates, based on a binary
distribution without using the Chernoff bound, the probability for a bad classifier to
satisfy at least [m0F] examples. Moreover, they calculate exactly the probability that
no bad classifier is learned while we, in (14), allow counting multiples times the cases
in which more than one bad rules satisfy the discovery condition. Let the set of all bad
classifiers be Hb ,then the probability in [6] is given by the following.

Pr(Hb, contains a learned classifier) = 1 - [1 - Pr(hb learned)]H (30)

Pursuing strictness in calculation can be compared to a double-edged sword. Jensen
and Cohen give no analytical solutions to the required number of examples for success-
ful learning. We attribute this reason to the fact that resolving (30) for m is relatively
difficult. We have employed several approximations in our theoretical analyses since we
believe that they are necessary to bound m analytically. Another difference between [6]
and our analyses is rather philosophical: while they are pessimistic about classification.
we are realistic about rule discovery. The study in [6] emphasizes that \H\ is huge, and
demonstrates various examples in which it is difficult to avoid learning a bad classi-
fier. We also recognize that |R| is huge, but obtain the required number of examples
analytically with respect to \R .

5.3 Theoretical Analysis of Association Rule Discovery

Analyses of association rule discovery [1] are threefold: a lower bound of the number
of queries under the use of a database system, the expected number of itemsets each
of which is satisfied by at least a required number of examples in a random data set,
and the number of examples satisfied by an itemset in a sampled data set. The third
analysis is highly related to our study in that both of the two deal with the case of
sampling v examples with replacement from a true data set in rule discovery.

The analysis provides a specification of the Chernoff bound (6), where X is regarded
as vPr(f) for an itemset /. It first regards the right-hand side exp[—2v(q — p)2] as
the upper bound of the probability for Pr(f) to deviate at least q — p from its value
p (= Pr(f)) in the true data set. Next, it gives several examples of values for q — p and
5 in exp[—2v(q — p)2} = 6, and shows the corresponding values of v in a table.

The discovery algorithm employed in [1] first obtains, by an algorithm called Apriori,
a set of all imtemsets / each of which satisfies Pr(f) . Then, it generates a set of
association rules from this set. One of the motivations of the above analysis is to reduce
the run-time of Apriori by the use of a sampled data set. Due to this motivation, [1]
ignores accuracy unlike our study. Moreover, since it ignores total number of association
rules, the study fails to relate the size of a discovery problem (e.g. the number of
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attributes in the data set, the representation of a discovered rule) to the number of
examples needed for successful discovery.

5.4 Simultaneous Reliability Evaluation of a Discovered Rule

Simultaneous reliability evaluation of a discovered rule [13] also deals with the case of
sampling m examples with replacement from a true data set in rule discovery as in
subsection 5.3 and our study. Unlike the analysis in subsection 5.3. this study considers
both generality and accuracy.

The objective considered in [13] is identical to ours, and is represented by (3).
However, the analysis fixes m and employs neither #s nor #F- Let x represent the
negation of x. It assumes that (m Pr(x, y). m Pr(x. y)) follows a. two-dimensional normal
distribution, and obtains the necessary and sufficient condition for accomplishing the
objective analytically. This is a different framework from ours: we use a discovery
algorithm with fixed thresholds , Of in (4) and bound the number m of sampled
examples. The problem dealt in [13] can be reduced to the problem of deriving and
analyzing two tangent lines of an ellipse, and applying Lagrange's multiplier method
gives the following analytical solutions.

mPr(y)
(31)

1 -

Here /3(6) represents a positive constant which defines the size of a 1 — 6 confidence
region i.e. the ellipse for (mPr(z,y),mPr(z. y)). and can be obtained by a simple nu-
merical integration [13]. Note that (31) and (32) represent conditions for generality and
accuracy respectively. Each of them states that the corresponding estimated probabil-
ity multiplied by a coefficient which is related to the size of the confidence region is no
smaller than the corresponding user-expected value (1 — £ or 1 — e).

Since the study [13] assumes a specific distribution to the simultaneous occurrence
of random variables, it does not fall in the category of worst-case analysis. Similarly to
the analysis in subsection 5.3, the study fails to relate the size of a discovery problem
to the number of examples needed for successful discovery since it ignore total number
of rules.

6 Application to Active Mining

Our results (17). (18), (19), and (27) are useful in active mining, which roughly repre-
sents an active process in data mining. They provide guidelines for the required number
of examples; selection of attributes: representation of discovered rules: required level

of discovery: and application #s- #F of the algorithm.
For instance, in a situation described in the right plot of figure 2. suppose we have

MIN = 0.1. K = 1, and m = 100. The plot certificates successful discovery in this
case. Here, assume we obtain 1000 new examples, and wish to settle our requirement
to MIN = 0.001 and K = 2. From the plot, we see that successful discovery is not
guaranteed in this case, but we can settle K = 4 if we accept MIX — 0.01. Such
judgments would be necessary especially when the conditions of discovery are related
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to costs. Judging from these discussions, we can safely conclude that our results in this
paper suggest various useful policies in active mining.

7 Conclusions

The main contribution of this paper is threefold. 1) We formalized a worst-case analysis
of rule discovery. The proposed framework employs thresholds 9$, OF for generality
and accuracy which are different from user-expected values 1 — C> 1 — e respectively.
We considered the case in which we try to avoid finding a bad rule, and the case in
which we try to avoid overlooking a good rule. 2) We derived sample complexities
for the problems by using probabilistic formalization and appropriate approximations.
Quantitative analysis of a sample complexity revealed that the total number |R| of
rules, the margin $s — 1 + C for generality, and the margin Of — 1 + e for accuracy
are important. 3) We analyzed the sample complexity for a set of specific problems of
conjunction rule discovery. Various useful insights are obtained by inspecting sample
complexities for a set of typical settings.

The contribution of 1) represents that this paper has provided, in rule discovery.
a framework which corresponds to PAC learning. This framework has been named as
PAGA (Probably Approximately General and Accurate) discovery. PAGA discovery
can be regarded as promising as a theoretical foundation of active mining, which can
request new examples in a discovery process. As we described in section 6, the contri-
butions of 2) and 3) suggest various useful policies in applying various rule algorithms
in practice. Such policies also include sampling/extending a data set and modification
of the class of discovered rules. We can safely conclude that our comprehension to rule
discovery has deepened with these contributions and discussions in section 5. Ongoing
work focuses on analyses of more realistic algorithms, especially an algorithm which
discovers multiple rules with various conclusions.
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Abstract. Here is presented CAMLET that is a platform for automatic
composition of inductive applications with method repositories that or-
ganize many inductive learning methods. After having implemented
CAMLET on UNIX platforms with Perl and C languages,we have done
the case studies of constructing inductive applications for eight different
data sets from the StatLog repository and have compared the accuracies
of the inductive applications composed by CAMLET with all the accura-
cies from popular inductive learning algorithms. The results have shown
us that the inductive applications composed by CAMLET take the best
accuracy on the average. Furthermore, we have analyzed how the spec-
ification for inductive applications changed for better performance and
proposed several heuristics to refine them.

1 Introduction

In recent years, end-users of inductive applications are faced with a major problem:
model selection, i.e., selecting the best model to a given data set. Conventionally,
this problem is resolved by trial-and-error or heuristics such as selection-table for ML
algorithms. This solution sometimes takes much time. So automatic and systematic
guidance for constructing inductive applications is really required.

From the above background, it is the time to decompose inductive learning algo-
rithms and organize inductive learning methods (ILMs) for reconstructing inductive
learning systems. Given such ILMs, we may construct a new inductive application that
works well to a given data set by re-interconnecting ILMs. The issue is to meta-learn
an inductive application that works well on a given data set. This paper focuses on
specifying ILMs into a method repository and how to compose inductive applications
with ILMs. Thus we design a computer aided machine (inductive) learning environment
called CAMLET and evaluate the competence of CAMLET using some data sets from
the Statlog project[2], held by LIACC. Furthermore, we examine about efficient search
for better meta-learning.

2 Repository for Inductive Learning

Considerable time and efforts have been devoted to analyzing the following popular
inductive learning algorithms: Version Space [5], AQ15, ID3 [6], C4.5 [7], Classifier
Systems [1], Back Propagation Neural Networks, Bagged C4.5 and Boosted C4.5 [8].
The analysis results first came up with just unstructured documents to articulate what
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inductive learning methods are in the above popular inductive learning algorithms. We
did it under the condition of that the inputs and outputs of inductive learning methods
are data sets or rule sets. When just a datum or rule is input or output of processes,
they were too fine to be methods. Here in this paper, a method repository is an
explicit specification of a conceptualization about ILMs and a data type hierarchy is the
organization of objects manipulated by ILMs. In structuring many inductive learning
methods into a method repository, we have identified the following generic methods:
"generating training and validation data sets", "generating a classifier set", "evaluating
data and classifier sets".''modifying a training data set"."modifying a classifier set" and
"selecting and evaluating / evaluating classifier sets" that compose the top-level control
structure of inductive applications, as shown in Fig. 1.

aluating dala& selecling and evalualing/
s • chssita «, j=* classifier «s =p evaluanng dassiOcr «*

_ modifying I
— a classifier set *

Figure 1: Top-level Control Structure of Inductive Applications

Thus these six generic methods have been placed on the upper part in the hierarchy
structure of the method repository, as shown in Fig. 2.

2.1 Method Repository

In order to specify the hierarchy structure of a method repository, it is important
how to branch down methods. Because the upper part is related with the generic
methods included in the top-level control structure of inductive applications and the
lower part with specific methods included in inductive applications, it is necessary to
set up different ways to make up the hierarchy structure, depending on the hierarchy
level.

In specifying the lower part down from the upper part of the hierarchy, the generic-
methods have been divided down by the characteristics with each method. Thus we can
construct the hierarchy structure of the method repository, as shown in Fig. 2. In Fig.
2, leaf nodes get into the library of executable program codes that have been written
in C language.

On the other hand, in order to specify the method scheme, we have identified the
method scheme including the following roles: " input . "output" and "reference" from
the point of objects manipulated by the methods, and then "pre-method" just before
the defined method and "post-method" just after the defined method.

2.2 Data Type Hierarchy

In order to specify the hierarchy structure of data type, we use the way to branch down
the data structures manipulated by the methods. The leaf nodes with the data type
hierarchy get into the following method scheme roles: input, output and reference.
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Figure 2: Hierarchy of Method Repository

3 Basic Design of CAMLET

Fig. 3 shows us the basic activities CAMLET, bases on constructing knowledge systems
with problem solving methods (PSMs) [9]. In this section, we apply the activities to
constructing inductive applications with inductive learning methods.

At the construction activity, CAMLET takes a top-level control structure randomly
by selecting any path from ''start" to "end" in Fig. 1 and constructs an initial spec-
ification to a given data set. At the instantiation activity, CAMLET gets down from
the generic methods included in the initial specification into the leaf-level methods, and
instantiates the initial specification, getting the data types from a given data set into
input and output roles of the leaf-level methods. The values of other roles, such as
reference, pre-method and post-method, have not been instantiated but come directly
from the method schemes. Thus CAMLET can make up the instantiated specification.
At the compilation activity, CAMLET transforms the instantiated specification into
executable codes with the library for ILMs. When the method is connected to another
method at the level of implementation details, the specification for I/O data types must
be unified. To do so. the compilation activity has such a data conversion facility that
converts a decision tree into a rule set. The test activity tests if the executable codes
goes beyond the goal accuracy from a user. If not so, the refinement activity comes up,
changing the initial specification into another one.

Furthermore, in order to deduce the time to execute many inductive applications,
we have implemented a distributed CAMLET that takes one processing element to
just compose specifications of inductive applications and other processing elements to
execute them.
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Training Data Set. Test Data Set. Goal Accuracy
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Figure 3: Basic Activities for Constructing Inductive Applications

4 Case Studies Using Statlog Data Sets

We have implemented CAMLET with Perl language, including twenty components in
the method repository implemented with C language. We have done two different case
studies in oder to evaluate CAMLET. One case study is to compare all the accuracies
of inductive applications composed by CAMLET with those of popular inductive and
statistical algorithms, using eight different data sets from the Statlog project1 . The
other is for looking for how to search the specification space efficiently, taking meta
rules to change the specifications better (The meta rules are called 'spec refinement
rules' later).

4-1 Evaluating the Automatic Compositions of Inductive Applications

The goal of meta-learning by CAMLET is to compose inductive applications that go
beyond the accuracy of the best learning algorithms from the Statlog project. How-
ever, taking time into consideration, in the case of that the CAMLET does not get to
the goal after having composed inductive applications one hundred times. CAMLET
chooses the inductive application with the highest accuracy among all the composed
inductive applications. Furthermore, in the case of getting two or more inductive ap-
plications with the highest accuracy, CAMLET chooses one with the least learning
cost. As we can take just one personal computer with dual processors and fifty four
engineering workstations as hardware resources in our laboratory, we have set up the
following environment to do case studies: assigning the personal computer to compose
the specifications of inductive applications and engineering workstations to execute all
the composed inductive applications. Table 1 shows how to use data sets from the Stat-
Log project while evaluating inductive and statistical algorithms. We take the same
way as Table 1 while evaluating CAMLET.

Table 2 shows us all the results about accuracy comparison between the inductive
applications composed by CAMLET and the best learning algorithms from the StatLog

'The StatLog project has taken twenty four popular learning algorithms and statistical systems
with ten common data sets. However, we have not taken two data sets because of having cost matrix
evaluation. Refer to the URL of http://borba.ncc.up.pt/niaad/statlog/



H. Abe and T. Yamaguchi/ Evaluating the Automatic Composition 143

Table 1: Data Set Description in the StatLog Project
Data Set Name
Credit Research for
Credit Cards in Australia
Diabetes of Pima-Indians
Splice-junction Recognition of
DNA Sequence
Letter Recognition
LANDSAT Satellite Image Recognition
Image Segmentation
Shuttle Control
Vehicle Recognition
Using Silhouettes

Training Data Set Test Data Set

10-fold cross validation
12-fold cross validation

assigned
assigned
assigned

assigned
assigned
assigned

10-fold cross validation
assigned assigned

9-fold cross validation

project. The inductive applications composed by CAMLET take the first best accuracy
on the average, taking the first to tenth best accuracy to each data set. CAMLET goes
beyond given goal accuracy to the following two data sets: Australian and Shuttle. To
the other six data sets, CAMLET composes inductive application one hundred times
and chooses the best one from them.

Table 2: Accuracy Comparison between Inductive Applications Composed by CAM-
LET and the best Learning Algorithm from the StatLog Project, and Search Times
(Ace.:accucacy,Gen.:number of generation,Time:search time)

Data Set

Australian
Diabetes
DNA
Letter
Satimage
Segment
Shuttle
Vehicle
Average

CAMLET
the best

Acc.(%) Gen. Time(sec)
87.3 77 17,700
76.4 21 2,031
95.0 20 19,569
82.0 53 151,444
88.3 13 214,208
96.1 41 71,250
99.8 2 3,893
79.2 23 4,034

search
Gen. Time(sec)

77 17,700
100 20,551
100 381,689
100 174,106
100 423,704
100 108,608

2 3,893
100 41,451

StatLog

Acc.(%) Algorithm
86.9 Cal5
77.7 LogDisc
95.9 Radial
93.6 Alloc80
90.6 KNN
97.0 Alloc80
99.0 Newld
85.0 QuaDisc

88.0 |

C4.5
Acc.(%)

84.5
73.0
92.4
86.8
85.0
96.0
90.0
73.4
85.1

Fig. 4 to 11 show us all the best specifications of the inductive applications composed
by CAMLET. Looking at the control structure of them, they take the control structure
to handle multiple classifier sets with one or more feedback loops, except the data set
of Shuttle control. Furthermore, they take the method of "selecting the best classifier
set"2 as P6 generic method (in Fig. 2), except the data set of Image segmentation.
It is an issue to make sure why "selecting the best classifier set" works better than
"voting"3 . However, in this case study, generating different types of training data
sets with "bootstrap", it makes learned classifier sets smaller models and so avoids
over-fitting problems. Thus they seems to work better to given test data set.

2selecting just one classifier set from generated classifier sets using their accuracies to each validation
data set generated from given data set.

3'the method from Boosted C4.5
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Figure 6: The inductive application composed by CAMLET with Splice-junction Recognition
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Figure 7: The inductive application composed by CAMLET with Letter Recognition
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4.2 Specification Refinement Rules Learning for Meta-Learning

While the specifications of inductive applications have been changed at random in the
above case study, some method needed to efficiently search for the best specification to
given data set. This has led us to assemble data relating to generated the specification
and the accuracy, and construct a data set pairing spec data prior to changing and spec
data after changing. We have attempted to learn spec refinement rules from the data
set.

Specifically, CAMLET has executed one thousand different generated inductive ap-
plications to the data set of "Credit Research for Credit Cards in Australia". We have
set up training data sets pairing the pre-refinement and post-refinement information
regarding the specifications and the accuracy, and made Apriori algorithm learn associ-
ation rules. We have applied the association rules to the other data sets, and evaluated
how they work. In the rest of this section we will examine this idea in details.

4.2.1 Generating Training Data Sets for Specification Refinement Rules Learning

To generate training data sets for spec refinement rules learning, we have derived two
specs at random from among one thousand generated specs, and treat them as pre-
refinement spec Sped and post-refinement spec Spec2. As shown in Fig. 12. each spec
is represented as a list. The first element is the control structure type number, while
the second through eighth elements are allocated to method numbers included in the
control structure (If an element doesn't have a method, then zero is allocated). Next,
we have generated a new list by combining corresponding elements from these two lists,
and this becomes our training data for learning spec refinement rules (in terms of actual
implementation, each element have been regarded as an attribute, the data record has
been set up as attribute-value).

Spec 1:1,15,24,31,0.0.0,52 — 80.3%

Spec2: 4.13,26.31,0,0,49,54 — 84.6%

Instance : 1->4,15->13,24->26,31->31,0->0,0->0,0->49,52->54

Goal accuracy : 86.9%
— classed "small rise", into Data Set(Step I)

Figure 12: Detail of Training Data Set for Learning of Spec Refinement Rules

However, since our objective is to increase the accuracy, we have generated training
data sets that limited to spec pairs in which Spec2 has a higher accuracy than Sped.
Thus although one thousand specifications with accuracies have been generated, the
total number of instances for training data sets have been less than 1000C2- We also
assume that a stepwise procedure is required since it is generally rare to go from a low
accuracy to high goal accuracy in a single step. As shown in Fig. 13. we have set the
number of steps for applying the spec refinement rules based on the accuracy in Sped.
then have allocated the training data sets to the steps based on the accuracy of the
pre-refinement specs. In addition, class values have been assigned based on the three
levels of increase in percentage correct shown below. The class distribution and scale
of training data sets generated by the above procedures are summarized in Table 3.

• Rise of less than half a step (small rise).
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• Rise of more than half a step (moderate rise).

• Rise of more than the other two classes (large rise).

Figure 13: Step Allocation with Accuracy of Sped, and Classes

Table 3: Size of Training Data Sets

Step I
Step II
Step III
Step IV

large rise
—

1,530
80,963
40,919

moderate rise
23,537
94,212
21,294
2,014

small rise
70,737

145,109
11,035
2,722

Total instances
94,274

240,852
113,293
45,656

4.2.2 Specification Refinement Rules Learning

We have taken Apriori algorithm to learn the spec refinement rules. The minimum
supports have been set as shown in Table 4 as a percent of the total number of instances
for each step. They have been varied in this way to minimize the effects of the class
distribution, and have been set to 1.0% for number of instances with the small rise per
step class, and have been set to ratios of the number of instances for the other classes.
Note that the small rise minimum support value has been an adjusted figure determined
after running the trial a number of times. The minimum confidence has been set at
75% for all the data sets.

The number of rules learned under these conditions is shown in Table 5.
Fig. 14 shows us how a spec refinement rule works. The square area marked off by

the dotted line is the part where a spec refinement rule is not included in the control
structure that is referred to, while the asterisk (*) signifies parts that can be applied to
any element and/or control structure.
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Table 4: Minimum support Ratio of Data Sets of Each Step to Learn Each Class(Consequence)
large rise(%) [ moderate rise(%) | small rise(%)

Step I
Step 11
Step III
Step IV

—
0.65
7.34

15.03

0.33
0.65
1.93
0.73

1.00
1.00
1.00
1.00

Table 5: Number of Learned Rules
large rise | moderate rise | small rise

Step I
Step II
Step III
Step IV

_
0

12
8

9
3
0
0

416
49

2
0

4.2.3 Evaluation of the Specification Refinement Rules

We have attempted to apply the spec refinement rules learned by Apriori to the other
data sets from the StatLog project, and have evaluated the results. We solve any
conflicts among rules by adopting the rule with the highest accuracy. As with the
case study described earlier, here the goal accuracies have been the highest accuracies
stipulated for each data set provided by the StatLog project. Typical results are shown
in Fig. 15 and Fig. 16 (the left figure shows us the change in accuracy for random
changing, while the right figure shows us the change in accuracy using spec refinement
rules).

We can see in Fig. 15 that using the spec refinement rules has done a better job of
reducing the separation between the maximum accuracy and the minimum accuracy of
generated specs than the random changing. Yet it is also clear that the spec refinement
rules have not always increased the accuracy, and indeed we have not been able to find
any specs that exceeded the goal accuracy even after updating the spec- 50 times. How-

ever turning t o Fig. 1 6 . here w e have achieved t h e goal accuracy (97.0%) after r e f i n i n g t h e spec thirty t w o 1411168(97.1%). Y e t w e must note again that t h e spec refinement

rules have done not always raise the accuracy: indeed, about half the spec changes have
failed to raise the accuracy.

From the above results we can conclude that, at this point, a spec refinement rule-
based mechanism for refining specifications have a not very large effect. To make this
approach more effective, we are going to extend and improve the representation for the
spec refinement rules. More specifically, we are pursuing an extended approach that
would apply not just the current spec but also more background of changes leading up
to the current specification when a specification refinement is executed.

5 Conclusions

Taking eight kinds of data sets from the StatLog project, we have succeeded in gener-
ating the inductive applications with higher average accuracy by CAMLET, compared
with twenty four representative inductive and statistical algorithms surveyed by the
StatLog project. We have also implemented a spec refinement rules based on associa-
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Figure 14: Applying a Specification Refinement Rule

tion rules as a way to achieve efficient specification refinements. While we have achieved
more stable spec changes than could be achieved by random searching with this ap-
proach, we need to extend the representation for spec refinement rules in order to get
to better refinement. Although the parameters with control structure and ILMs have
a major effect on performance, CAMLET doesn't search for these parameters. So we
will put how to search for the parameters in the framework of a distributed CAMLET.

Figure 15: Comparison between Random Search and Using Spec Refinement Rules Search to
Diabetes of Pima-Indians
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Figure 16: Comparison between Random Search and Using Spec Refinement Rules Search to
Image Segmentation
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Abstract. This paper proposes a fast boosting method which employs
iterative data squashing. Boosting represents a learning method which
constructs a highly accurate classification model by combining multiple
classification models. Boosting requires long computational time since it
constructs multiple classification models. Data squashing, which speeds-
up a learning method by abstracting the training data set to a smaller
data set, typically lowers accuracy. Our SB (Squashing-Boosting) loop,
based on a series of data squashing and boosting, iteratively refines an
SF (Squashed-Feature) tree, which provides an appropriately squashed
data set. Experimental evaluation with artificial data sets and the KDD
Cup 1999 data set clearly shows superiority of our method compared
with conventional methods. We have also empirically evaluated our
distance measure, and found it superior to alternatives.

1 Introduction

Boosting represents a learning method which constructs a highly accurate classification
model by combining multiple classification models, each of which is called a weak learner
[5]. Since boosting constructs multiple classification models, it requires long computa-
tional time. It is possible to reduce computational time by using data squashing [4] to
decrease the number of examples in the data set. Since data squashing typically lowers
accuracy, we propose to apply data squashing iteratively based on example weights of
boosting. Moreover, we consider distribution of examples in the process by using our
projected SVD distance as the distance measure for data squashing. Effects of the
iterative data squashing and the distance measure are empirically evaluated through
experiments with artificial and real-world data sets.

This paper is structured as follows. In section 2, we review boosting especially
AdaBoost.M2 [5], which we employ throughout this paper. Section 3 explains previous
research for fast learning based on data squashing. In section 4, we propose our SB
(Squashing-Boosting) loop, and evaluate it through experiments in section 5. Section
6 describes concluding remarks.

2 Boosting

Boosting constructs a "strong learner" which demonstrates high accuracy by combining
a sequence of "weak learners" each of which has accuracy slightly higher than random
learning. AdaBoost.M2 deals with a classification problem with no less than 3 classes,
and constructs each weak learner by transforming the original classification problem
to a binary classification problem in terms of an original class. AdaBoost.M2 assumes
an example weight for each example and a model weight for each weak learner. An
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example weight represents the degree of importance for the example in constructing
a weak learner, and is initialized uniformly before learning the first weak learner. An
example weight is increased when the obtained weak learner misclassifies the example,
and vice versa. A model weight represents the degree of correctness of the corresponding
weak learner, and a weak learner with a high model weight is regarded as important
in the final classification model. AdaBoost.M2 iterates construction of a weak learner
and update of example weights T rounds, and thus constructs T weak learners. \Ye
describe its brief outline below.

A training data set (X1 , y1). (x2, y2), . . . (xm, ym) consists of m examples, where the
domain of a class yi, is described as {1, 2. • • •. c}. and xi, is a vector in an n-dimensional
space. An example weight of (xi, yi,) is represented as Dt(i. y). where t is the number of
rounds and t = 1. 2. • • •. T. An initial value for an example weight D\(i. y) is given by

mc

An example weight is updated based on a weak learner ht (x, y) which is obtained by a
weak learning algorithm. A weak learner ht (x, y) outputs 1 or -1 as a predicted class.
In this paper, we employ a decision stump which represents a decision tree of depth
one as a weak learner. In boosting, a pseudo-loss ft of a weak learner ht is obtained for
all examples i = 1.2. • • •. m and all classes y = 1, 2. • • •. c.

From this, Bt is obtained as follows.

The example weight is updated to D t+1(i.y) based on Bt. where Zt represents the
add-sum of all example weights and is employed to normalize example weights.

where Zt =

AdaBoost.M2 iterates this procedure T times to construct T weak learners. The final
classification model, which is given by (6). predicts the class of each example by a
weighted vote of T weak learners, where a weight of a weak learner ht is given by

log(l/Bt).

Experimental results show that AdaBoost.M2 exhibits high accuracy. However, it
is relatively time-consuming since its time complexity is given by O(2cTmn) even if it
employs a decision stump as a weak learner. Moreover, when the data set contains many
outliers, boosting is known to produce a classification model which is highly dependent
on the outliers. As the result, the accuracy of the classification model is typically low
due to overfitting [3].
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3 Fast Learning Based on Data Squashing

3.1 BIRCH

The main stream of conventional data mining research has concerned how to scale up
a learning/discovery algorithm to cope with a huge amount of data. Contrary to this
approach, data squashing [4] concerns how to scale down such data so that they can
be dealt by a conventional algorithm. Here we present a fast clustering [7] algorithm
BIRCH [13], which is based on data squashing.

Data reduction methods can be classified into feature selection [8] and instance
selection [9]. In machine learning, feature selection has gained greater attention since
it is more effective in improving time-efficiency. We, however, have adopted instance
selection since it can deal with massive data which do not fit in memory, and crucial
information for classification is more likely to be lost with feature selection than instance
selection.

BIRCH takes a training data set X 1 ,X 2 , • • • , xm as input, and outputs its partition
where each of represents a cluster, and is a set of

noise. A training data set is assumed to be so huge that it is stored on a hard disk, and
cannot be dealt by a global clustering algorithm since it does not fit in memory. Data
squashing, which transforms a given data set to a much smaller data set by abstraction,
can be considered to speed up learning in this situation. BIRCH squashes the training
data set stored on a hard disk to obtain a CF (clustering feature) tree, and applies a
global clustering algorithm to squashed examples each of which is represented by a leaf
of the tree.

A CF tree represents a height-balanced tree which is similar to a B+ tree [2]. A node
of a CF tree represents a CF vector, which corresponds to an abstracted expression of
a set of examples. For a set of examples to be squashed, a CF vector
CF consists of the number N of examples, the acid-sum vector LS of examples, and
the squared-sum SS of attribute values of examples.

Since the CF vector satisfies additivity and can be thus updated incrementally, BIRCH
requires only one scan of the training data set. Moreover, various inter-cluster distance
measures can be calculated with the corresponding two CF vectors only. This signifies
that the original data set need not be stored, and clustering can be performed with
their CF vectors only.

A CF tree is constructed with a similar procedure for a B+ tree. When a new
example is read, it follows a path from the root node to a leaf, then nodes along this
path are updated. Selection of an appropriate node in this procedure is based on a
distance measure which is specified by a user. The example is assigned to its closest
leaf if the distance between the new example and the examples of the leaf is below a
given threshold L. Otherwise the new example becomes a novel leaf. Note that a large
CF tree is obtained with a small L, and vice versa, For more details, please refer to
[13].



154 Y. Choki and E. Suzuki / Fast Boosting Based on Iterative Data Squashing

3.2 Application of Data Squashing to Classification and Regression

Data squashing has been applied to various learning problems. We briefly review the
existing approaches in this section.

DuMouchel proposed to add moments of higher orders to the CF vector, and applied
his data squashing method to regression [4]. Pavlov applied data squashing to support
vector machine: a classifier which maximizes margins of training examples under a
similar philosophy to boosting [11]. Nakayasu substituted a product-sum matrix for
the CF vector, and applied their method to Bayesian classification [10]. They proposed
a tree structure similar to the CF tree, and defined the squared add-sum of eigenvalues
of the covariance matrix for each squashed example as information loss.

4 Proposed Method

4.1 SB loop

Data squashing, which we explained in the last section, typically represents a single
squashing of a training data set based on a distance measure. Several pieces of work
including that of Nakayasu consider how examples are distributed, and can be con-
sidered to squash a data set more appropriately than an approach based on a simple
distance measure. However, we believe that a single squashing can consider distribution
of examples only insufficiently.

In order to cope with this problem, we propose to squash the training data set
iteratively. Since a boosting procedure outputs a set of example weights each of which
represents difficulty of prediction of the corresponding example, we considered to use
them in data squashing. By using these example weights, we can expect that examples
which are difficult to be predicted would be squashed moderately, and examples which
are easy to be predicted would be squashed excessively. Alternatively, our approach can
be viewed as a speed-up of AdaBoost.M2 presented in section 2 with small degradation
of accuracy.

Note that a simple application of a CF tree, which was originally proposed for
clustering, would squash examples belonging to different classes to an identical squashed
example. We believe that such examples should be processed separately, and thus
propose an SF (Squashed-Feature) tree which is similar to a CF tree but separates
examples belonging to different classes in its root node. Figure 1 shows an example of
an SF tree for a 3-class classification problem.

1 2 3 Root Node

Internal Node

Squashed Squashed Squashed Squashed Squashed Squashed Squashed
Example Example Example Example Example Example Example

1 2 3 4 5 6 7

Figure 1: An example of an Squashed-Feature tree

Leaf
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Our approach iteratively squashes the training data set based on the set of example
weights which are obtained from a boosting procedure. As we explained in section
3.1, BIRCH employs a threshold L to judge whether an example belongs to a leaf,
i.e. a squashed example. In each iteration, a squashed example with a large example
weight is typically divided since we employ a smaller threshold for the corresponding
leaf node. On the other hand, a squashed example with a small example weight is
typically merged with another squashed example since we employ a larger threshold for
the corresponding leaf node. Since this squashing and boosting procedure is iterated
so that the training data set is squashed appropriately, we call our approach an SB
(Squashing-Boosting) loop, which is sketched as follows.

1. Initial data squashing
Given m examples (x 1 ,y 1 ) , (x2,y2), • • • , (xm, ym), obtain p squashed examples
(Xsub 1, ysub 1), (xsub 2, ysub 2), • • • , (xsub p, ysub P) by constructing an SF tree. In
this phase, the threshold L for judging whether an example belongs to a leaf is
uniformly settled to L0.

2. Application of boosting
Apply AdaBoost.M2 to (xsub 1, ysub 1), (xsub 2, ysub 2), • • • , (xsub p, ysub p), and ob-
tain example weights DT (1, y s u b1). DT (2, ysub 2), • • • , DT (p, ysub p) and a classifi-
cation model.

3. Update of thresholds
For a leaf which represents a set of examples ( x s u b , i, ysub i), update its threshold
L(t, Xsub ,i) tO L(t + 1, Xsub ,i)•

L(t + l, xsub i) = L(t, xsub i)

where D1(i, y) is given by (1), and a(t, i) represents the number of examples which
are squashed into the leaf i.

4. Data Squashing
Construct a novel SF tree from the training examples. In the construction, if a
leaf has a corresponding leaf in the previous SF tree, use L(t + l,xsub i) as its
threshold. Otherwise, use L0 as its threshold.

Our SB loop iterates phase 2 to 4 0 times by incrementing the number t of iterations.
We show a summary of our SB loop in figure 2.

It should be noted that we do not employ margins instead of example weights
since the theory of margins for AdaBoost does not hold for AdaBoost.M2. We have
compared the use of margins as well as the use example weights for data squashing in
outlier detection, and found that se\eral experiments exhibit similar results [6].

4.2 Projected SVD Distance

BIRCH employs a distance measure such as average cluster distance and Euclidean dis-
tance in constructing a CF tree [13]. These distance measures typically fail to represent
distribution of examples since they neglect interactions among attributes.
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end

Figure 2: SB (Squashing-Boosting) loop

In order to circumvent this problem, we propose to store the number of examples
an average vector and a quasi-product-sum matrix in a node of our SF

tree, where A quasi-product-sum matrix, which is given by (11). is
updated when a novel example is squashed into its corresponding leaf. The update is
done by adding the product-sum matrix of the novel example to the quasi-product-sum
matrix. A quasi-product-sum matrix of an internal node is given by the add-sum of the
quasi-product-sum matrices of its children nodes.

/ 91 mc \

9ilo gijo (11)

(for an internal node, where k represents an identifier of its child nodes)

(for a novel example, where .x fi represents an attribute value of an
attribute i for an inputted example f and gljo represents the original
value of a squashed example o)

For instance, we have an example k which is obtained by squashing two examples (1.2)
and (5.8). Its quasi-product-sum matrix is given by

12 + 52 1-2 + 5-8
1-2 + 5-8 22 + 82

2G 42
42 68

,13)

Suppose a novel example (6.2) is judged to belong to this example, then the matrix W'k-
updated to W'k. which is given as follows.

W'r= 6 2 6 -2 26 42
42 68

62 54
54 72

(14)
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Suppose the parent node of the current node has another child node K1 , and Wk' is given
by

2 6
6 26

then the quasi-product-sum matrix Wk'' of the parent node k" is updated as follows.

64 60
60 98

Our projected SVD distance between an example xi and a squashed exam-
ple A: is defined as follows.

where Sk represents the quasi-covariance matrix obtained from the quasi-product-sum
matrix Wk

C o v ( i l k )

and E (ik) is the

Cov(ljk) •••

Cov(ijk)

Cov(mjk] • • •

- E(ik)E(jk)

ith element of

Cov(1mk)

Cov(imk]

Cov(mmk)
(18)

(19)

Our projected SVD distance requires the inverse matrix of S, and we use singular
value decomposition [12] for this problem. In the method, S is represented as a product
of three matrices as follows.

0

0
V (21)

where U and V are orthogonal matrices. Consider two vectors x, b which satisfy
S • x = b. If S is singular, there exists a vector x' which satisfies S • x' = 0. In general,
there are an infinite number of x which satisfies S • x = b, and we choose the one with
minimum ||x2|| as a representative. For this we use

where we settle 1 / Z j = 0 if Zj = 0, and diag (1 /Zj ) represents a diagonal matrix of which
jth element is 1/Zj. This is equivalent to obtaining x which minimizes \\S • x — b||, and
corresponds to obtaining an approximate solution for S • x = 0 [12].
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5 Experimental Evaluation

5.1 Experimental Condition

We employ artificial data sets as well as real-world data sets in the experiments. Each
of our artificial data sets contains, as classes, four normal distributions with equal
variances and the covariances are 0. We show means and variances of the classes in
table 1. We varied the number of attributes 3, 5, 10. Each class contains 5000 examples.

Table 1: Means and variances of classes in the artificial data sets, where i represents the
mean of an attribute i for each class

| class || m | M2 I M3 I P-4 I Ms I Me I A*7 I A*8 I M9 I Mio I variance"!
1
2
3
4

-6
7

-'1
-5

'1
-'1
-3
-5

-9
0
-9
8

3
10
-6
5

10
3
3
1

5
-4
8
-7

-4
4
8
6

-10
-7
1
6

'1
3
-2
7

9
7
-3
-6

7
9
5
8

We employed the KDD Cup 1999 data set in the UCI KDD Archive [1] as the source
of the real-world data sets. Since it is difficult to introduce a distance measure of data
squashing for a nominal attribute, we deleted such attributes before the experiments.
As the result, each data set contains 12 attributes instead of 43. We selected the
normal-access class and the two most frequent fraudulent-access classes, and defined
a 3-class classification problem. We have generated ten data sets by choosing 10000.
20000, • • • 90000, and 97278 examples from each class.

We measured classification accuracy and computational time using 5-fold cross-
validation. For artificial data sets, we have chosen boosting without data squashing
and boosting with a single data squashing in order to investigate on effectiveness of
our approach. We also evaluated our projected SVD distance by comparing it with
average cluster distance and Euclidean distance. The threshold L was settled so that the
number of squashed examples becomes approximately 3% of the number of examples,
the number of iterations in boosting was settled to T = 100. and the number of iterations
of data squashing in our approach was 0 = 3. For real-world data sets, we compared our
projected SVD distance with average cluster distance. We omitted Euclidean distance
due to its poor performance in the artificial data sets.

5.2 Experimental Results and Analysis

5.2.1 Artificial Data Sets

We show the results with our projected SVD distance in figure 3. From the figure,
we see that our SB loop, compared with boosting with single data squashing, exhibits
higher accuracy (approximately 8 %) though its computational time is 5 to 7 times
longer for almost all data sets. These results show that a single data squashing fails to
squash data appropriately, while our SB loop succeeds in doing so by iteratively refining
the squashed data sets. Moreover, degradation of accuracy for our approach, compared
with boosting without data squashing is within 3 % except for the case of 10 attributes,
and our method is 5 to 6 times faster. These results show that our data squashing is
effective in speeding-up boosting with a little sacrifice in accuracy.
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Figure 3: Effect of SB loop with projected SVD distance for the artificial data sets

We also show the results with average cluster distance and Euclidean distance in
figure 4. The figure shows that our approach is subject to large degradation of accuracy
compared with boosting, especially when Euclidean distance is employed. These results
justify our projected SVD distance, which reflects distribution of examples to distance.

Figure 4: Effect of SB loop for the artificial data sets with average inter-cluster distance (a)
and Euclidean distance (b)

5.2.2 Real- World Data Sets

We show experimental results with our projected SVD distance and average cluster
distance in figure 5. In both cases, compared with boosting with single data squashing,
SB loop exhibits approximately 8 % of improvement in accuracy in average though its
computational time is approximately 4 to 6 times longer. Compared with boosting
without data squashing, when our projected SVD distance is employed, our approach
shortens computational time at most to 1/35 with a small degradation in accuracy.
Moreover, the accuracy of our SB loop is no smaller than 92 % when our projected
SVD distance is employed.

The good performance of our approach can be explained from characteristics of the
data set. In the data set, two attributes have large variances which are more than 10000
times greater than the variances of the other attributes. Therefore, data squashing is
practically performed in terms of these attributes, and is relatively easier than the cases
with the artificial data sets. Moreover, these attributes are crucial in classification since
our approach sometimes improves accuracy of boosting without data squashing.
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Figure 5: Results of the KDD Cup 1999 data with projected SVD distance (a) and average
cluster distance (b)

6 Conclusion

The main stream of conventional data mining research has concerned how to scale up
a learning/discovery algorithm to cope with a huge amount of data. Contrary to this
approach, data squashing [4] concerns how to scale down such data so that they can be
dealt by a conventional algorithm.

Our objective in this paper represents a speed-up of boosting based on data squash-
ing. In realizing the objective, we have proposed a novel method which iteratively
squashes a given data set using example weights obtained in boosting. Moreover, we
have proposed, in data squashing, the projected SVD distance measure, which tries to
reflect distribution of examples to distance.

We experimentally compared our approach with boosting without data squashing
and boosting with a single data squashing using both artificial and real-world data sets.
Results show that our approach speeds-up boosting 5 to 6 times while its degradation of
accuracy was typically less than approximately 3% for artificial data sets. Compared
with boosting with a single data squashing, our approach requires 5 to 7 times of
computational time, but improves accuracy approximately 8 9% in average. For the
real-world data sets from the KDD Cup 1999 data set. our projected SVD distance
exhibits approximately 8 % of higher accuracy in average compared with average cluster
distance, while the required computational time is almost the same.
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Abstract. In molecular evolutionary genetics, reconciliation graphs
that represent a kind of n-level hierarchy (n > 2) are constructed from
two ordered trees. In order to achieve effective reconciliation and a re-
sult that is easy to use, it would be important to reduce the number of
crossovers that are developed in a reconciliation graph. The authors pro-
pose a methodology that effectively reduces the number of crossovers in
such a graph by coupling a new heuristic search, called cluster exchange,
with a genetic algorithm (GA). The authors' heuristic search does not
require the construction of an interconnection matrix between each two-
level hierarchy. An interconnection matrix must be constructed with a
constraint between two leaf layers, and the matrix approaches a unit
matrix by means of matrix transformations. The authors define one of
the stop conditions as the number of identical candidate solutions in
the search. If the number of solutions exceeds the value of a monotonic
decreasing function with the depth of the search as the domain, the
stop condition is satisfied. When the solution after the heuristic search
lacks sufficient quality, our method allows us to find a better solution by
applying a GA to the solution. The final solution is better than those
obtained using either method separately.

1 Introduction

The recent evolution of the Internet has facilitated access to large amounts of infor-
mation in the form of text and images. In many instances, it might be desirable to
integrate some of the different databases that are available on the Internet. However,
even when two different sets of information have similar contents, they almost never
use the same semantics or syntax because they have been created in different areas or
fields in a loosely coupled environment. This poses a research problem as to how to in-
tegrate databases with semantic heterogeneity. A method for integrating and analyzing
heterogeneous tree databases using visualization techniques would have great value.

We focus on the reconciliation graphs that are mainly used in the field of molecu-
lar evolutionary genetics. Such graphs are constructed from two ordered heterogeneous
trees and a kind of n-level hierarchy (n > 2). In order to achieve both effective reconcil-
iation and results that are easy to use, it is important that a methodology be developed
that would reduce the number of crossovers in a reconciliation graph.

Goodman et al. [6] introduced the concept of reconciliation work in the field of
molecular evolutionary genetics. Subsequently, Page et al. [13, 15, 16, 17] summarized
and applied the concept mathematically. The reconciliation work can be achieved in two
ways: (1) by mapping across two trees and (2) by duplicating subtrees in the resultant
mapping. A reconciliation graph is constructed by connecting the leaf layers of two
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ordered heterogeneous trees. Reconciliation includes complicated manual operations
since the graph has a large number of crossovers. However, existing reconciliation work
has not used automatic processing because reconciliation graphs in past studies have
been small.

The computer reconciliation is also useful for improving a taxonomic tree [8] using
a gene tree [21], and discovering conceptual differences among different people involv-
ing diverse structures [23] and overcoming structural heterogeneities [14. 18] that are
constructed from XML and/or relational schemas. Structure heterogeneities are ap-
peared in the integration of enterprise databases, which include hundreds of tables with
thousands of attributes in complex and disparate structure. A method for finding the
directed graph with minimum-crossovers has applications in many fields and its devel-
opment is very significant. Moreover, this method is concerned with retrieving data
that can be represented by a tree structure [3].

On the other hand, the existing simple heuristic searches require the development
of methods to escape locally optimal solutions [12]. In order to escape locally optimal
solutions, many researchers have studied genetic algorithms (GAs) [2, 12], which have
the capacity for global searches. However, not all GAs are faster than heuristic searches
since a GA generates a large number of generations of the population that it constructs.

This paper proposes a methodology that effectively reduces the number of crossovers
in reconciliation graphs by coupling a new heuristic search, called cluster exchange, and
a GA. Any method that reduces the number of crossovers on a reconciliation graph
involves searching for a kind of optimal solution.

2 Data Model

Our data model is used to define the cluster exchange and the GA. This section de-
scribes the data model from the viewpoint of both structure and operations. The
initial reconciliation graph shown in the left-hand side of Figure 1 is constructed from
two ordered heterogeneous trees. First, Section 2.1 defines the structure of the ordered
tree included in the reconciliation graph. Second, Section 2.2 defines the interconnec-
tion matrix, which is the structure used to define our proposed computational models.
Moreover, basic operations for the matrix are described in the section. Finally. Sec-
tion 2.3 describes two methods for finding maximum clusters and a minimum cluster,
respectively.

Figure 1: An example of a reconciliation graph

2.1 Tree structure

The tree structure has known properties such as a unique root node, no cycle, no nodes,
and no incoming edges other than the root.

For simplicity, we normalize all trees with a height of n — 1. If the depth of a leaf
is less than n — 1. we add dummy nodes so that the path length from the root to the
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leaf is n — 1. For example, when we add dummy nodes marked by "•" for the graph
of the left-hand side in Figure 1, the graph is normalized, as shown in the right-hand
side of the figure. We call the directed graph, G (V, R, n, S), an ordered tree T with
order £ and height n — 1, if the directed graph satisfies zero-crossover and is an n-level
hierarchy (n > 2) that satisfies the following conditions, where V is a set of nodes and
R a set of edges:

(1) V is partitioned into n subsets. That is:
where Ni is called the iih

level and n is the number of levels in the hierarchy.

(2) N1 contains one element, which is called the root of T.

(3) R is partitioned into n — 1 subsets. That is:
where

any two edges, ( p 1 , q ) and ( p 2 , q ) R, satisfy p1 = p2. For every edge, (p,q) R,
p is called the initial (or parent) node, and q is called the final (or child) node.

(4) The set of nodes with zero in-degree consists of N1 only. The set of nodes with
zero out-degree is Nn, and each node is called a leaf.

(5) The order of Ni is given for each i, where the term "order" indicates the
sequence of all nodes of where denotes
the number of nodes of Ni. The ordered binary relationship of the sequence is
represented by the binary relationships,
The n-level hierarchy defined by the directed graph is denoted by G(V, R, n, S),
w h e r e .

b d

a
b
c
d

0
1
0
0

0
0
0
1

0
0
1
0

1
0
0
0

Figure 2: An example of an interconnection matrix

2.2 Interconnection matrix

The reconciliation graph can be regarded as a kind of n-level hierarchy (n — 8) when
it is viewed from the left- to the right-hand side, as shown in Figure 1. An intercon-
nection matrix Mat is not constructed between each two-level hierarchy. Instead, an
interconnection matrix is constructed with a constraint between two leaf layers, and
the matrix approaches a unit matrix using matrix transformations. The interconnec-
tion matrix representing a relationship between two leaf layers, shown in Figure 1, is
represented in Figure 2. The left-hand and right-hand trees are respectively repre-
sented as a < b < c. < d and b < d < c < a in the ordered relation with respect to
the set of leaves. These two ordered relations are represented as two ordered leaf lists,
OL1 — [a, b, c:, d] and OL2 = [b, d, c, a], respectively. Leaf c in the left-hand tree and the
ordered leaves, [b, d, c, a], in the right-hand tree have a connective relationship that is
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defined as the vector ( 0 0 1 0 ) located in the third row of the matrix. Since leaf c is
connected to the third leaf in the left-hand ordered tree, the third element in the vector
is unity. The number of crossovers between the ordered leaf lists, C(Mat) , is defined
as:

where mi,j is the (i, j)-component of the matrix Mat. If the connective relationship is
represented as the row number of unity located in each column vector, the number of
crossovers can be easily computed. After this, this simple expression is used to represent
the relationship. In Figure 2, the simple expression is represented as a list [2,4,3,1]. In
this example, unity is located in the second row of the first column, the fourth of the
second, the third of the third, and the first of the fourth. The number of crossovers in
the example is 4. In general, the number of crossovers given by this simple expression
is computed by counting the number of times the ascending order of the list is violated.
If the simple expression is sorted from left to right in a ascending order, the number of
crossovers will be zero.

There are two kinds of basic operations for the previously mentioned interconnection
matrix. One of them is an exchange operation for two different leaves on the left-hand
tree, and the other is that for two different leaves on the right-hand tree. In order to
exchange two leaves, b and a, in the right-hand tree of Figure 1, the vector ( 0 1 0 0 )
of the first and the vector (1 0 0 0) of the fourth columns must be exchanged in the
matrix, as shown in Figure 2. Extended operations to exchange two sets of rows or
columns are needed in order to apply our computational model. A named cluster from
each set will be described in detail in a later section. The set {b, d, c} in the right-hand
tree of Figure 1 corresponds to the set of columns from the first to the third column,
shown in Figure 2, and is an example of a cluster. Even if one cluster is exchanged
with another {a}, which corresponds with the fourth column, the exchange operation
would never create any crossover among branches of the tree. The exchange operation
creates a new ordered relation represented as a < b < d < c in the right-hand tree. Our
extended operation for the matrix is thus based on the cluster exchange. The operation
is useful for the combination of the cluster exchange method and the GA. as stated in
a later section.

2.3 Cluster search

There are two types [9, 10] of clusters in our computational model, the cluster exchange
and the GA. This section describes the method for finding each of them. The first one
is called a maximum cluster and the other, a minimum cluster. The former is useful
because it not only exchanges two clusters through the cluster exchange method but
also creates an initial population and applies a mutation in the GA. The latter is useful
to generate the recombination in the GA. In order to find the maximum clusters for
the matrix, either the row or column side in the matrix must be selected. If the row
side is selected, the focus is on the left-hand ordered tree.

2.3.1 Maximum cluster

After selecting which ordered tree to focus on, two maximum clusters that are inde-
pendent of each other will be found from two different leaves selected randomly. Let
us consider the method used to search the two maximum clusters for the tree. The
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two clusters are useful to distinguish two different leaves, w h e r e . The
subtrees used to find the two clusters, C1 and C2, shown in Figure 3, can be searched
using the following procedure:

(1) After finding the branch node, r, for two different leaves using the recursive back-
ward search, two subtrees, subT1 and subT2, are selected from all the
subtrees connected to the branch node. When subT\ and subT2 include the respec-
tive leaves, p and q, the same nodes for subT1 and subT2 do not exist. SubT1 and
subT2 are also the maximal trees selected from the possible subtrees to distinguish
between two different leaves,

(2) The two sets, C\ and C2, related to the leaves are computed from the two subtrees,
subT1 and subT2, respectively, using the recursive forward search, where

Figure 3: An example of a search of two
maximum clusters for two leaves, p and q

2.3.2 Minimum, cluster

Figure 4: An example of a search of one
minimum cluster for two leaves, p and q

After deciding which ordered tree to focus on, one minimum cluster will be found from
the two different leaves, selected randomly. The minimum subtree, SubT.
shown in Figure 4, includes the two elements, p and q. The root of the minimum subtree
is the first shared node, r, for the two elements in the figure. All leaves included in
the minimum subtree are called a minimum cluster for the two elements. When the
recombination of the GA selects another minimum cluster from an ordered tree in
another matrix, the exchange of the two minimum clusters is carried out for each
ordered tree, whether it is the left- or the right-hand tree.

3 Computational model

The two search methods, the cluster exchange and the GA, have been combined to
overcome their individual disadvantages. Each method will stop the processing if the
number of crossovers is reduced to zero. However, if the reconciliation graph given
by users does not have an optimal solution with zero crossover, neither method, in
general, could stop the processing without a threshold. Our stop condition is defined as
the number of occurrences for a current semi-optimal solution. Moreover, when either
method stops processing, a user will decide whether to execute the next method in
order to improve the quality of the solution. The summarized processing is as follows:

(Stepl) Inputting an initial reconciliation graph, the number S of the modification for the
crossover of the graph, and a stop condition that is the number of occurrences for
a current semi-optimal solution;
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(Step2) Modifying the Sth time of the initial graph using a mutation operation for the
matrix;

(Step3) While (user decides to execute the next search) do
(Step4) Applying the cluster exchange method until satisfying the stop condition:
(Step5) Outputting a prompter to allow a user to decide whether he needs to execute

the next search method;
(Step6) Exiting the while-loop if the user does not decide to execute the next search

method;
(Step7) Applying the GA until satisfying the stop condition;
(Step8) Outputting a prompter to allow a user to decide whether he needs to execute

the next search method:
(Step9) Ending;
(Step10) Outputting the results;

The previous processing (Step 2) is used to change the initial reconciliation graph
before applying the two methods. S generally has a zero value when there is no interest
in having the variation of the initial graph affect the quality of the solution. A later
section describes each of the cluster exchange method in Step 4 and the GA in Step 7.

Exchange a

Figure 5: An example of exchanging two clusters

3.1 Cluster exchange method

The cluster exchange method is achieved by exchanging two clusters found from either
the row side or the column side of the interconnection matrix. The aim of the method
is to make the matrix approach a unit matrix. The two maximum clusters. C1 and C2.
are found from two leaves, p and q. The leaves, p and q, are selected from the matrix
in order to exchange the diagonal element with zero into unity, since each diagonal
element of the unit matrix is unity. The cluster exchange method is achieved by moving
the focused position of the exchange operation sequentially from the upper-left to the
lower-right corner of the matrix along the diagonal elements. The focused position for
each exchange operation is called a pivot position. The ith pivot position indicates the
focused position of the (i, i)-element. Figure 5 shows an example of the cluster exchange
method in order to assign the second pivot position into unity. Each cluster is circled
by a dotted line in the figure. In this example, the method exchanges two clusters.
{d} and {c, b}, which respectively include two leaves, d and c. in the left-hand ordered
tree. After that, the cluster exchange method is applied to the third pivot position in
this operation. There are two alternatives for exchanging the two rows. {b} and { d } .
or exchanging the two columns, {d} and {b}, to assign the pivot position into unity.
In general, there are many alternatives for the combination of rows and/or columns
to assign a pivot position to unity. If any pair of two clusters. C1 and C2 found at
the ith pivot position, includes at least one leaf that has already been exchanged, the
method moves to the (i — 1)th position in order to resume the previous operation. We
can summarize the above sketch as follows:
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(Stepl) Making an interconnection matrix for two leaves selected respectively from two
ordered trees that construct a reconciliation graph given by the user; Assigning
the set, S, of processed leaves into empty set; i :— 1;

(Step2) While (the stop condition is not satisfied) do

(Step3) Executing the next exchange operations at the iih pivot position;
(Step4) While (the execution fails at the position) do

(Step5) If i = 1, then exiting the while-loop;

(Step6) Executing the next exchange operations at the (i — 1) t h pivot position;
(Step7) i;= i — 1;

(Step8) Ending;

(Step9) Storing the status of the processing at the ith pivot position in the memory;
(Step10) S := SU the leaf that was processed by the exchange operations;
(Step11) i : = i + 1;

(Stepl2) Ending:
(Step13) Outputting the results

The stop condition in Step 2 is satisfied when the number of crossovers is zero or
the number of occurrences for a current semi-optimal solution is greater than the value
of the function, where a is a constant and m is the size of the matrix.
Moreover, by means of Steps 3 and 6, candidates are found for leaves exchanged when
the exchange operation moves sequentially from from the jth column to the mth column
at the pivot position, where i < j < m. If the column of jth has unity for kth row and
the leaf for the column of jih is one of the candidates, the cluster exchange between
the ilh column and the jth column is carried out after applying the cluster exchange
between the ith row and the kth row. The variable k satisfies the relation, i < k < m.
After that, the candidate of the next operation will be the (j + 1) th column. Of course, if
the (j + 1)th column is not appropriate, the next candidate will be the (j + 2) t h column.

In general, a GA [2] is achieved by repeatedly applying such basic operations as se-
lection, recombination, and mutation for an initial population after the population is
created. The processing can stop when a candidate solution satisfies one of the thresh-
olds given by user. In solving the problem of reducing the number of crossovers for
the reconciliation graph, one of the thresholds will be satisfied if either the number of
crossovers for the graph is zero or no more improvements of the candidate solution are
observed. No more improvements will probably be observed if the occurrences of the
candidate solution are greater than the value of (3 x pop x m, where B is a constant,
pop is the size of the population, and m is the size of the interconnection matrix. The
selection operation selects individuals with high probability based on fitness. Higher
fitness is defined as a lower number of crossovers for the graph [10]. The processing of
the genetic algorithm is carried out as follows:

(Step1) Randomly create an initial population of chromosomes (individuals) with a geno-
type.

(Step2) Iteratively perform the following substeps on the population of chromosomes until
the termination criterion has been satisfied:

(a) Evaluate the fitness of each individual in the population.
(b) Create a new population by mating the current population; apply mutation and

recombination as the parent chromosomes mate. The operations are applied to
individuals in the population who are chosen because of their probability based on
fitness.
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(Step3) Return the best individual as the result of the genetic algorithm for the run.

The genotype in our GA is defined as two ordered leaf lists including an intercon-
nection matrix. The genotype can be defined as [(a, b, c, d). (b, d, c, a)], for example, as
shown in Figure 1. The first element (a, b, c, d) represents a < b < c < d as the ordered
relation. The second element (b, d, c, a) represents b < d < c < a as the ordered relation.
The basic operations of the GA are applied to the population with the genotype. Only
a basic operation that does not generate any crossover among tree branches is allowed.
Not all exchanges are allowed for the population.

In order to prevent the loss of the recombination and/or the mutation, the produc-
tion of dysfunctional offspring should be avoided as soon as possible, and the parent
phenotype should be inherited in the new population. The rest of the section will
describe the methods for the recombination and the mutation.

3.2.1 Recombination

The operation of recombination between two individuals generates two child chromo-
somes by exchanging two parts that are selected from the chromosomes of a different
parent. This operation is applied to two leaf sequences included in either the left- or
right-hand tree with respect to the two chromosomes and allows exchanging the same
subsets included in the leaf sequences. If two different subsets are exchanged with each
other, dysfunctional offspring are generated. Therefore, exchanging the same subsets
is only allowed in the recombination operation. Each subset has to include at least
two leaves since the recombination aims to exchange the order of leaves included in
the subsets. The subset can be obtained by finding the two minimum clusters for the
two leaves, p and q, from the two ordered trees. Moreover, the operation of the cluster
exchange applies to both the left-hand and the right-hand tree.

Figure 6: An example of two parent Figure 7: An example of the generation of
chromosomes two child chromosomes

Figure 6 shows an example of two parent chromosomes, parent-1 and parent-2.
The chromosomes, parent-1 and parent-2, have interconnection matrices, (4,2,1.3) and
(2,3,1,4), respectively, since they have [(c, b, d, a), (a, b, c, d)] and [(d, c, b, a), (c. b, d, a)]
as the genotype. The number of crossovers is four for the former and two for the latter.

For the recombination between the two parent chromosomes, parent-1 and parent-2.
we will focus on each left-hand tree, as shown in Figure 6. If the system selects two
leaves, c and d, it finds the two minimum clusters shown in the dotted circles of the
figure. When the system exchanges the two minimum clusters, two child chromosomes
can be obtained, as shown in Figure 7. The child chromosome, child-1. represented as
[(d, c, b, a), (a, b, c, d)], has the interconnection matrix (4, 3, 2,1). Therefore, the number
of crossovers is six in the left-hand graph. The right-hand graph has zero-crossovers
since the child chromosome, child-2, represented as [(c, b, d, a), (c. b. d. a)], has the matrix
(1,2,3,4). By the same method, the recombination can be carried out while focusing
on each right-hand tree.
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Mutation

Consideration will now be given to an exchange of two leaves included in a leaf sequence
in order to execute a mutation for a chromosome. The two leaf nodes are randomly
selected from nodes included in the leaf sequence that is included in either the left- or
the right-hand tree. If a exchange for two leaves selected randomly is executed, the
exchange may generate a new crossover within the branches of the tree. In order to
avoid the generation, the two maximum clusters are exchanged with respect to the two
leaves.

4 Performance evaluation

We have implemented a prototype system in Quintus Prolog [19] on a Sun workstation
ULTRA80 (450MHz) in order to verify the proposed method. The graph consists of
40 records or leaves in each tree and is constructed from a real taxonomic tree [8] and
a phylogenetic tree [7]. The graph has 380 records that are branch nodes, and the
minimum number of crossovers is four. The performance of the following three points
are investigated and evaluated:

(1) Whether the cluster exchange method has a better solution than the GA;

(2) Whether the monotonic decreasing function with the depth of the search as the
domain is more useful for one of the stop conditions; and

(3) Whether the coupling of the cluster exchange method and the GA provides better
solutions than either one alone.

In order to investigate the above (1), the cluster exchange method and the GA
in CPU time are compared as they are used to solve the same problem, where a of
the monotonic decreasing function described in 3.1 is assigned to 2 and described
in 3.2 is 1. After the CPU time of the cluster exchange method is translated into the
number of generations, they are regarded as the horizontal line on the graph, as shown
in Figure 8, and the number of crossovers is plotted as the vertical line on the graph.
In executing the cluster exchange method, the number of crossovers is changed non-
monotonically. For simplicity, only the number of crossovers for improved solutions is
plotted. The results indicated that the cluster exchange method is faster than the GA.
In the comparison, an elite strategy was used for the selection operation, and a value of
10 was used as the population size. The other strategies did not yield much difference
in the performance evaluation.

The above (2) is investigated by comparing both the monotonic decreasing function
and a constant in CPU time. Both are used to stop the processing. Three kinds of initial
reconciliation graphs are provided, as shown in Table 1, since the computational time
depends on the graph. The number of crossovers for the first one, initial status A, is 411.
The second one, initial status B, is given 100 mutations for the first one. The third one,
initial status C, is given 1,000 mutations for the first one. The monotonic decreasing
function is more effective for both initial status A and B than for the constant. The
initial status C provides the same result, which is not quite satisfactory, by using both
the function and the constant. The result by using the GA shown is also unsatisfactory
shown in Figure 9.



172 H. Kitakami and Y. Mori / Reducing Crossovers in Reconciliation Graphs

Figure 8: Performance evaluation of the
cluster exchange method and the GA

Figure 9: Processing time for an initial
status. C

In order to improve the result, we propose applying the GA after finishing the cluster
exchange method. This improvement corresponds to investigating the above (3). Table
2 shows the CPU time and the number of final crossovers applied to their coupling. The
coupling is useful for each initial status of three. The final solution using the coupling
is of higher quality than that obtained using either method separately.

Table 1: CPU time (sec) evaluated in
different initial status

Table 2: CPU time (sec) evaluated from cou-
pling the cluster exchange method and GA

Number or

Iniliil
SlltlS

4

1 12
(88)

1.21
(23.60)

1.72
(21)

5

1.28
(88)

4.40
(9)

1.76
(21)

23

11.91
(10)

8.32
(9)

4.1S
(21)

50

15.42
(10)

9.79
(9)

10.48
(21)

Value of

function

10.92
(10)

SI
(9)

4.29
(21)

Cluster exchange GA

Total time

4.29
(21)

6.45
(18)

10.74
(18)

4.31
(21)

55.21
(15)

59.52
(15)

4.33
(21)

114.35
(16)

(16)

4.30
(20

830.94
(13)

The value in () is the number of crossovers

when the stop condition is satisfied

The value in ( ) is the number of crossovers

when the stop condition is satisfied

5 Related work

The reconciliation graph is a kind of directed graph with n-level hierarchies. In gen-
eral, the problem of n-level hierarchies can be interpreted by extending the problem
to two-level hierarchies. Unfortunately, the two-level hierarchy problem is an NP-hard
problem [4. 5, 22], which must be solved using effective heuristic searches [4. 20] in-
voking either the barycentric or median method. The barycentric method reorders the
row (and/or column) barycenters using sorting. The median method is similar to the
barycentric method.

Applying either the median method or the barycentric method to each interconnec-
tion matrix that is defined between two layers solves the problem of n-level hierarchies.
However, all the matrices interact with each other in the computational process. In
order to avoid the interaction, the reconciliation graph is regarded as a graph that is
constructed from two ordered trees; then, the cluster exchange method applied to the
graph defines an interconnection matrix between only two leaf layers and does not define
any matrix between the other layers. The other layers indicate non-leaf layers in each
ordered tree. The operation of the cluster exchange for the matrix has a function to
avoid the generation of crossovers among tree branches. The method does not allow a
direct exchange of either two rows or two columns: however, it does allow the exchange
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of two clusters found in either two rows or two columns. A monotonic decreasing func-
tion with the depth of the search as the domain is used as one of the stop conditions.
Moreover, when the final solution after the cluster exchange method lacks sufficient
quality, our system allows finding a better solution by applying our GA.

The chromosome defined as one-dimensional array constructed by values, 0 and 1.
is extended to two-dimensional array in our GA. It seems that this extension is similar
to the concept of a GP (Genetic Programming) [1, 11] defined as the natural extension
of GA. However, there are lots of differences between our GA and the GP. The GP has
the chromosome defined as a tree structure, and applies such operators as mutation,
permutation, recombination and so forth to the tree structure. On the other hand, the
application of our GA operators is restricted to the two leaf layers that are represented
by two-dimensional array. Moreover, our GA does not need the modification that any
node name is changed to another node name in the mutation of GP.

6 Conclusions

This paper proposes a methodology to reduce the number of crossovers in reconcilia-
tion graphs that use both a cluster exchange method and a GA. The cluster exchange
method defines one interconnection matrix between the leaf layers of two ordered trees
and exchanges two maximum clusters so that the matrix approaches a unit matrix.
The maximum clusters, C1 and C2, include leaves p and g, respectively, and are found
in the ordered trees included in the reconciliation graph. After terminating the cluster
exchange method, the GA repeatedly applies operations such as selection, recombi-
nation, and mutation to the computed result. Creation of an initial population and
application of mutation involve exchanging the two maximum clusters so that the ma-
trix approaches a unit matrix. Recombination exchanges the two minimum clusters on
two chromosomes. Each minimum cluster is a part of a chromosome and is found from
a minimum subtree, which includes leaves p and q, given randomly by the system.

In order to verify our methodology, we evaluated the performance of a real reconcil-
iation graph constructed from 380 nodes. This demonstrated that the cluster exchange
method is faster than the GA. Moreover, when the GA was executed after using the
cluster exchange method, higher quality solutions were found than when using either
method separately.

We envision the following future projects:

(1) Developing a method of distributed parallel processing for reconciliation graphs.

(2) Developing an extended method to solve more general computational problems.
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Abstract. In this paper, we propose novel outlier detection method
using duster discriminant analysis (CDA). It is difficult or sometimes
impossible to detect outliers automatically. Because one cannot define
objective criteria from the view point of statistics. As a result, in prac-
tical applications, outliers have to be detected subjective by looking for
isolated data in scatter plot. However, data mining is often used for
the analysis of multidimensional data that has hundred of attributes
and is very difficult to represent in the form of scatter plot. To over-
come this problem, we already proposed novel low dimensional mapping
method named CDA. We demonstrate effectiveness of CDA through the
experimental result to detect outliers.

1 Introduction

An important requirement of data mining systems is the ability to detect values that
are excessively large or small (i.e., outliers). If outliers are simply caused by noise in
the source data, they adversely effect the analysis of this data. Various methods have
therefore been proposed for detecting outliers.

However, it is difficult to detect outliers automatically because it is impossible to
provide objective statistical criteria for doing so [1]. As a result, in practical applications
such as customer relationship management (CRM) systems, outliers have to be detected
subjectively by looking for isolated data in scatter plots. However, data mining is often
used for the analysis of multidimensional data that has tens or hundreds of attributes
and is very difficult to represent in the form of a scatter plot. It is thus necessary
to find some way of mapping such data into two- or three-dimensional spaces that
can be intuitively understood by humans. There are various ways of implementing
this dimensional reduction, including statistical methods such as principal component
analysis [2] and multi-dimensional scaling [3], and neural network methods such as self-
organized feature mapping [4]. However, these techniques are mostly ineffective for the
detection of outliers.

We have proposed cluster discriminant analysis [5] as a method for visualizing mul-
tivariate data, and we have shown that it is capable of producing useful scatter plots.
This method analyzes the cluster structures in multidimensional space, and then looks
for a way of mapping these clusters to a lower-dimensional space while preserving these
cluster structures, thereby allowing them to be visualized. Since this method detects
outliers as clusters in their own right, is it a powerful tool for the detection of outliers.

Section 2 of this paper clarifies the problems of the conventional visualization tech-
niques and outlines our proposed approach. Based on this approach, we describe the
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derivation of cluster discriminant analysis as a visualization algorithm for cluster struc-
tures, and we discuss the feasibility of detecting outliers based on cluster discriminant
analysis. We also discuss the possibility of using cluster discriminant analysis to observe
discriminant hyper-surfaces. In section 3. we experimentally demonstrate the effective-
ness of cluster discriminant analysis for detecting outliers and observing discriminant
hyper-surfaces. Section 4 is conclusion of this paper.

2 Detection of outliers by cluster discriminant analysis

2.1 Cluster discriminant analysis

The purpose of visualizing distributions in data mining is to ascertain the distribution
structure. This can only be achieved if the distribution structures can be preserved in
a lower dimensional (2- or 3-dimensional) space.

However, in methods based on conventional approaches (e.g., principal component
analysis) that preserve distance relationships, one has to preserve as many as possible
of the distance relationships between data having tens or even hundreds of dimensions
in a space of just a few dimensions. This is of course impossible in principle.

To avoid this problem, we employ a new structure-preserving approach whereby
the structures are analyzed in a higher-dimensional space before they are destroyed,
and then a mapping to a lower-dimensional space that preserves these structures is
determined. There are various types of structures worth preserving, such as cluster
structures and curve structures; in this paper we consider a visualization algorithm
that focuses on cluster structures.

To implement a structure-preserving visualization algorithm, it is first necessary
to analyze the cluster structures of the undistorted data distribution in a higher-
dimensional space. This process is referred to as clustering. Various algorithms have
been prepared for this purpose, such as the k-means method [6], and these can all be
used.

The next step is to find a mapping to a lower-dimensional space that leaves these
cluster structures intact. To produces favorable visualization results, a mapping of
this sort should preserve the distance relationships between the clusters in a higher-
dimensional space without making them overlap each other. This can be expressed in
statistical terms by saying that the mapping should minimize the intra-cluster variance
and maximize the inter-cluster variance. This sort of mapping is generally implemented
by an algorithm known as discriminant analysis [7].

It thus follows that a visualization algorithm that preserves cluster structures can be
implemented by using discriminant analysis to map the results of clustering in a higher-
dimensional space to a lower-dimensional space. We call this visualization algorithm
cluster discriminant analysis.

2.2 Detection outliers by cluster discriminant analysis

Cluster discriminant analysis is a visualization method in which clustering is first per-
formed in a higher-dimensional space, and then discriminant analysis is used to find a
way of mapping the clusters that have been found to a lower-dimensional space. Since
it uses this two-step approach, we considered that cluster discriminant analysis should
be able to detect outliers easily. Outliers are data that lie outside the normal region
of most of the data. Cluster discriminant analysis thus regards outliers as separate
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clusters at the clustering stage, and as a result it maps them to positions separate from
the normal data.

In conventional statistical methods such as the method proposed by Knorr et al.
[l] and methods where threshold values are provided for Mahalanobis distances and
principal component scores—the problem of how to set the threshold values remains
unresolved. As a result, humans have to set the threshold values based on experience.
This makes such methods impractical for use in commercial data mining, where scatter
plots are used to perform manual detection instead. The detection of outliers by cluster
discriminant analysis should therefore prove to be a useful technique for commercial
applications.

2.3 The observation of discriminant hyper-surfaces

To address the problem of deriving identification rules, it is essential to study the
properties of discriminant hyper-surfaces. In this study, we attempted the visualization
of discriminant hyper-surfaces as well as the detection of outliers.

To observe discriminant hyper-surfaces, we used a slightly modified version of the
algorithm used in the original cluster discriminant analysis. First of all, the data is
divided into categories based on the target variables, and then clustering is performed on
the data in each category. The categorized data is then recornbined, and visualization is
performed by mapping the clusters into a lower-dimensional space found by performing
discriminant analysis with the cluster labels regarded as categories.

With this method, visualization should still be possible when the discriminant hyper-
surfaces degenerate in the lower-dimensional space. Moreover, it should be possible to
visualize non-linear hyper planes as well as linear hyper planes.

However, it is important to bear in mind that the selection of an algorithm us-
ing this technique is only a sufficient condition. In other words, when a discriminant
hyper-surface can be observed with this method, then it is clear that a discriminant
hyper-surface exists in the higher-dimensional space and a rule extraction algorithm
can be selected based on this information. But when no discriminant hyper-surfaces
can be observed, it is impossible to determine whether it is essentially impossible to
discriminate the clusters or whether the structure of the identification hyper planes is
incapable of being visualized by this method.

3 Application to the analysis of meningitis data

In this section we describe the use of cluster discriminant analysis to data relating to
cases of meningitis, and we show experimentally that it is effective at extracting outliers
that have an adverse effect on the analysis.

For this experiment we used medical data relating to the differential diagnosis of
meningitis published in the KDD Challenge 2000 [8]. This data consists of the records
for 140 patients. These records contain 38 attributes, ranging from age and sex to
leukocyte counts and cerebrospinal fluid cell counts. The actual data consisted of
two types of variable-numerical variables and categorical variables. The presence of
categorical variables resulted in cases where rank defects occurred in the covarianee
matrices, making it impossible to apply discriminant analysis. We therefore decided to
exclude the attributes of categorical variables from the data, and for the actual analysis
we used 16 numerical variables as the attributes.
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The objective of analyzing the meningitis example data was to extract identification
rules relating to the following three target variables [8]:

• Important factors for diagnosis (Diag):
Meningitis can be broadly divided into bacterial and viral forms. It is basically
diagnosed according to the ratio of coenocytes (cells with multiple nuclei) to
monocytes (cells with a single nucleus) in the cerebrospinal fluid. A large number
of coenocytes indicate bacterial meningitis, and a large number of monocytes
indicate viral meningitis.

• Important factors for finding the strain (CULT_FIND):
Since different strains of meningitis are treated differently, the discovery of factors
that have an important bearing on finding out the strain of the disease is of great
significance.

• Important factors for sequelae (COURSE):
The presence or absence of sequelae (lasting effects of the disease) depends on
whether or not treatment is given at a suitable period. However, it is not known
which factors are related to convalescence and sequelae. Consequently, the discov-
ery of factors that determine the presence or absence of sequelae is also of great
significance.

In the following, these three target variables are referred to as factors.
In our experiments, we used the k-means method as the clustering algorithm, and

we used Fisher's canonical discriminant analysis as the discriminant analysis algorithm.

3.1 Detection of outliers

Figure l(a) shows the results of visualization by cluster discriminant analysis with the
number of clusters set to 3. In the following figures, a single point in the scatter plots
corresponds to the data for a single patient, and points indicated by the same symbols
indicate that they belong to the same cluster. The encircled data in the figures exists
separately from the other data and is thought to correspond to outliers, at least in a
statistical sense.

Figure l(b) shows the results of visualization with the number of clusters set to 3
after this outlier data has been excluded. In this figure, the encircled data is situated
further away from the other data. These outliers appeared to differ from the other data
in terms of attributes relating to the cerebrospinal fluid.

Finally, Figure l(c) shows the results of visualization after excluding the data de-
tected in Figure 1 (b) (which seem to correspond to abnormal values). In this figure,
none of the data is distributed separately from the rest, and it can thus be assumed
that the detection of outliers is complete.

3.2 Observing discriminant hyper-surfaces

To extract identification rules, we observed the discriminant hyper-surfaces.
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Figure 1: The process of detecting outliers from the meningitis data
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Figure 2: Results of observing discriminant hyper-surfaces relating to the identification of
important factors for diagnosis (Diag)

Important factors for diagnosis (Diag)

Figure 2 shows the results of applying the visualization algorithm to the meningitis
data from which outliers had been excluded. In this figure, open circles represent cases
of bacterial meningitis, and crosses represent cases of viral meningitis.

In this figure, there is no complex interweaving between the data, and the dis-
criminant hyper-surface looks linear. It thus seems that it is possible to extract rules
adequately with a linear algorithm such as linear discriminant analysis. For example,
it seems that a discriminant hyper-surface such as the straight line drawn in the figure
exists in a higher-dimensional space, indicating the possibility of forming an effective
rule for identification.

Important factors for finding the strain (CULT-FIND)

Figure 3 shows the results of visualizing the discriminant hyper-surfaces relating to
important factors for finding the strain. In this figure, open circles represent cases
where the strain could be found, and crosses represent cases where the strain could
not be found. In this figure there appears to be an overlap between some of the data
from different categories. However, since the part where the overlapping occurs does
not constitute the entire data set. it is difficult to judge whether this shows that the
data is basically impossible to discriminate or whether this is due to limitations of the
visualization algorithm.

Important factors for sequelae (COURSE)

Figure 4 shows the results of visualizing the important factors for sequelae. In this
figure, open circles represent cases where there were no sequelae, and crosses represent
cases where there were sequelae. Like Figure 3. the data from different categories also
appears to overlap in this figure. However, unlike Figure 3. there are many overlapping
parts between the data from each category, and it thus appears to be very difficult to
extract rules by using a linear algorithm.
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Figure 3: Results of observing discriminant hyper-surfaces relating to the identification of
important factors for finding the strain (CULT_FIND)

Figure 4: Results of observing discriminant hyper-surfaces relating to the identification of
important factors for sequelae (COURSE)
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Table 1: Identification accuracy relating to Diag (16 attributes)

Category
No. of data items

Identification accuracy (%)

Learning data
vir
20
100

bac
20
95

Test data
vir
20
79

bac
77
70

Table 2: Identification accuracy relating to Diag (3 attributes)

Category
No. of data items

Identification accuracy (%)

Learning data
vir
20
100

bac
20
75

Test data
vir
20
92

bac
77
75

3.3 Rule extraction

Finally, we tried to extract identification rules from these results. Although many
different rule extraction algorithms can be used for the identification problem, the
meningitis data used here contains a very small amount of data per attribute so we
decided to employ a rule extraction algorithm based on linear discriminant analysis
and sequential backward selection, and to derive rules by solving identification problems
with small numbers of attributes.

In the following, we will show that the results obtained using the above algorithms
are not inconsistent with the results of measurements relating to the validity of the
linear identification algorithm.

Important factors for diagnosis (Diag)

Table 1 shows the identification accuracy of discriminant analysis when all the attributes
are used.

The identification accuracy achieved with the test data represents the reliability
of the extracted algorithm. That is, the reliability of the rules was found to be 70-
80%, which shows that the discriminant hyper-surface obtained by cluster discriminant
analysis does not contradict the observed results.

Discrimination function = – 1.4 x X1 – 1.4 x X2 – 11.6 x X3 + 0.67 (1)

X1 : The number of days since the patient started to get a headache
X2 : Irritant proteins
X3 : Number of coenocytes in the cerebrospinal fluid

Next, we selected variables by using the sequential backward selection. As a result,
we selected three variables and extracted the rule shown in Equation (1). Table 2 shows
the identification accuracy of this rule.

These results show that it is possible to solve this identification problem with a
considerably high level of reliability based on three attributes.
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Table 3: Identification accuracy relating to CULT_FIND (16 attributes)

Learning data I Test data
Category

No. of data items
Identification accuracy

20
80

20
85

11
81

84
47

Table 4: Identification accuracy relating to COURSE (16 attributes)

Category
No. of data items

Identification accuracy (%)

Learn data
n
15
93

p
15

100

Test data
n
7
71

p
98
40

The extracted rule shows that X3 (the number of coenocytes in the cerebrospinal
fluid) affects the identification about 8 times as much as X\ (other irritant proteins)
and X2 (the number of days since the patient started to get a headache). Since doctors
also first focus on the number of coenocytes in the cerebrospinal fluid in order to judge
whether a case of meningitis is bacterial or viral during diagnosis, it can be judged that
the rule obtained here is valid. However, the identification accuracy becomes extremely
low when either of the other two attributes is disregarded, resulting in a meaningless
rule. This demonstrates that the judgment of whether a case of meningitis is bacterial
or viral (an essential part of the diagnosis performed by a doctor) cannot be made solely
on the basis of the number of coenocytes, and must include other attributes.

Important factors for finding the strain (CULT-FIND)

Table 3 shows the identification accuracy of the discriminant analysis when all the
attributes are used. In this table, T indicates cases where the strain could be found,
and F indicates cases where the strain could not be found.

These results show that the use of linear discriminant analysis does not facilitate
the extraction of rules for identifying important factors for finding the strain. This
is consistent with the above finding that it is difficult to extract rules with a linear
algorithm from the results of observing the discriminant hyper-surfaces.

However, the results do not show that it is impossible to extract identification rules
by non-linear algorithms.

Important factors for sequelae (COURSE)

Table 4 shows the identification accuracy of discriminant analysis when all the attributes
are used. In this table, n indicates cases where there were no sequelae, and p indicates
cases where there were sequelae.

The discriminant hyper-surface observation results indicated overlapping between
clusters, and the identification accuracy was low in experiments using linear discrimi-
nant analysis, so there is no contradiction with the visualization results.
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4 Conclusion

In this paper we have introduced a new visualization algorithm called cluster discrimi-
nant analysis, and we have experimentally demonstrated the validity of this algorithm
in terms of detecting outliers and observing discriminant hyper-surfaces.

In the future, we will check to see whether or not the outliers detected here cor-
respond to abnormal values that are meaningful from a medical viewpoint, and we
will verify the extracted rules. Furthermore, by applying this technique to other types
of data [5] we will examine the relationship between the outliers extracted by cluster
discriminant analysis to values that are considered to be abnormal in the relevant field.

In this study, the only valid experimental result we obtained is that there is no
inconsistency between linear discriminant analysis and the results of observing linear
discriminant hyper-surfaces. However, the extent to which practical results can be
obtained in relation to non-linear identification algorithms is another interesting area
for further study.
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Abstract. This paper discusses the applicability of data mining for
Evidence-Based Medicine (EBM), which means integrating individual
clinical expertise with the best available external clinical evidence from
systematic researches. The objectives of data mining in medicine in-
clude the derivation of valuable knowledge which will be able to provide
new comprehension beyond conventional medical experience. Although
data mining is useful to explore latent knowledge, the outcome usual-
ly just has low-grade evidence because of the non-controlled bias and
confounding. In the practice of EBM, we emphasize the point that ex-
perimental studies such as randomized controlled trials provide strong
evidence and observational retrospective studies are hard to contribute
for generating strict clinical evidence. Hence, the mined hypothesis must
be refined through the validation process designed as prospective stud-
ies or experimental studies independent of primary data mining tasks.
As an alternative process, meta-learning methodology would provide a
new manner that evaluates the validity of mining results to refine mined
knowledge and integrates knowledge obtained at several research group-
s. The meta-learning methodology which includes applying several data
mining algorithms with cross-validation can contribute to generating
evidence by supporting construction of credible models such as causal
models. We propose a framework to develop causal models via rneta-
learning methodology.

1 Introduction

In this paper, we discuss the applicability of data mining for Evidence-Based Medicine
(EBM) [11] and propose a framework to develop causal models via meta-learning
methodology [2, 16]. The objectives of data mining in medicine include the deriva-
tion of valuable knowledge, which will be able to provide new comprehension beyond
conventional medical experience. The meta-learning methodology, which includes ap-
plying several data mining algorithms with cross-validation, can contribute to generat-
ing evidence by supporting the construction of credible models which integrate expert
knowledge and the mined knowledge.

Recently the concern of EBM is increasing in the medical field. The EBM contributes
to realization of reliable medicine. On the basis of outcomes shown in clinically relevant
researches, the EBM provides standardized medical diagnoses and treatments. The
standardization of medicine is expected for the prevention of medical mistakes and
repression of medical expenses.

EBM is realized by three stages: generating evidence, being accessible to evi-
dence and utilizing evidence. Information technologies such as data analysis, creating
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database and retrieving information contribute to EBM at each stage. Data mining,
which is a new concept of data analysis, in the interdisciplinary field of KDD (knowledge
discovery in databases), encompassing statistical, pattern recognition, machine learn-
ing and visualization tools, can contribute to generating evidence, because it derives
the useful pattern from abundant data. Modern hospitals are well equipped with in-
formation systems, which provide relatively inexpensive means to collect and store the
medical data. It is worthy to use stored data for EBM from the viewpoints of expense
and efficiency.

Although data mining is useful to generate evidence from medical field data, the
outcomes usually just are low-grade evidence because of the non-controlled bias and con-
founding. In the practice of EBM, we emphasize the point that experimental studies
such as randomized controlled trials provide strong evidence and observational retro-
spective studies are hard to contribute for generating strict clinical evidence. Hence, the
mined hypothesis must be refined through the validation process designed as prospec-
tive studies or experimental studies independent of primary data mining tasks. As
an alternative process, the meta-learning methodology would provide a new manner
that evaluates the validity of mining results to refine mined knowledge and integrates
knowledge obtained at several research groups.

To acquire the practical causal models, it is important that experts participate
in model implementation. To build the models by expert knowledge using modeling
tools such as structural equation modeling [1] is worthy. In order to make the objective
knowledge based on data reflect to the models, the meta-learning methodology provides
a way to understand the given data set deeply because several data mining algorithms
are applied to same data set. Obtained insights are useful to build practical causal
models. This procedure is a new methodology for evidence generation.

The paper is organized as follows. The second section describes EBM briefly. The
third section discusses the applicability of data mining for EBM after clarifying the
problem of observational study. The fourth section provides a framework to develop
causal models as new mining methodology to build the practical models that integrate
expert's subjective knowledge and objective knowledge based on data.

2 Evidence-Based Medicine

According to Sackett [11], EBM is the conscientious, explicit and judicious use of current
best evidence in making decisions about the care of individual patients. The practice of
evidence-based medicine means integrating individual clinical expertise with the best
available external clinical evidence from systematic research. The concrete procedure
is shown as follows.

1. Formulate the problem of the patient

2. Collect medical information effectively

3. Appraise the information critically

4. Adapt the information to the patient

5. Evaluate posteriorly

In this procedure, the critical appraisal of the information is very important. When
using the information as evidence, the quality of the information must be strictly eval-
uated.
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The level of Evidence depends on the design of the clinical research. Several orga-
nizations have shown the grade of evidence. Table 1 shows evidence levels defined by
AHCPR (the Agency for Healthcare Policy and Research, now the Agency for Health-
care Research and Quality). The evidence obtained from meta-analysis [7] of several
randomized controlled trials is best grade. The evidence from at least one randomized
controlled trial is better level. The evidence of well-designed controlled study without
randomization and quasi-experimental study are good evidence. The evidence obtained
from the observational study such as the case control study and from expert committee
reports or opinions and/or clinical experiences of respected authorities are low-grade
evidence. The outcomes of experimental study are classified to high-grade evidence.
Although the outcomes of observational study are classified to low-grade evidence, it
is important for clinical researches, because experiments such as the risk evaluation by
harmful material are sometimes impossible ethically.

The digital libraries, which provide the environment for the EBM practice, have
been built. The coehrane library [4] provides pieces of evidence reviewed by specialists.
In addition. AHRQ (the Agency for Healthcare Research and Quality) , NGC (the
National Guideline Clearinghouse) [8] and PubMed [10] provide services related to the
EBM.

Table 1: Classification of Evidence Levels for Interventions

Ia Evidence obtained from meta-analysis of randomized controlled trials.
Ib Evidence obtained from at least one randomized controlled trial.
IIa Evidence obtained from at least one well-designed controlled study without

randomization,
IIb Evidence obtained from at least one other type of well-designed quasi-experimental

study.
III Evidence obtained from well-designed non-experimental descriptive studies, such

as comparative studies, correlation studies and case studies.
IV Evidence obtained from expert committee reports or opinions and/or clinical ex-

periences of respected authorities.

3 Applicability of Data Mining for EBM

In order to realize EBM, we must develop the practical EBM methodology and collect
many pieces of evidence. In this section we first clarify positioning of data mining on
the tasks of generating evidence, and describe the applicability of data mining for EBM.
We second refer to meta-analysis which generates strong evidence and third discuss the
methodology of meta-learning to evaluate the validity of mined results.

3.1 Generating Evidence and Data Mining

Data mining is recognized as observational study at the point that it treats the data ob-
tained without the clear analysis purpose. As shown by Table1, results of observational
study are low-grade evidence and are hard to use as evidence. Here it is necessary to
clarify the role of observational study.

Although experimental study such as randomized controlled trials produces high-
grade evidence, there are ethical and economical restrictions. In epidemiology investiga-
tions, exposure experiments that evaluate risk factors could not be conducted ethically.
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Economical restrictions often interfere with execution of the experimental study. In
the aspects of research expense and efficiency of data gathering, observational study is
better than experimental one. We must select observational study at the study that
contains an ethical problem. The role of observational study is to complement experi-
mental study.

Observational study can be classified as follows [9].

Case-series is a report on a series of patients with an outcome of interest. No control
group is involved.

Case-control study involves identifying patients who have the outcome of interest
(cases) and control patients without the same outcome, and looking back to see
if they had the exposure of interest.

Cross-sectional study is the observation of a defined population at a single point in
time or time interval. Exposure and outcome are determined simultaneously.

Cohort study involves identification of two groups (cohorts) of patients, one which
did receive the exposure of interest, and one which did not, and following these
cohorts forward for the outcome of interest.

If study designs of observational study are classified from the viewpoint of time
sequences, case-control study is retrospective, cross-sectional study is prevalence and
cohort study is prospective. Usually, the study design of data mining is retrospective or
prevalence study. From the reason that confounding factor and bias never controlled,
the pieces of knowledge derived from these designs of study are mere hypotheses. The
process of the hypothesis verification is necessary to refine it as evidence. For example,
it is useful to add prospective study or experimental study. This subject is an important
point to emphasize in the medical application of data mining. At least data mining is
useful for medicine data analysis as exploratory data analysis tool.

In the conventional medical data analysis, statistical techniques have been used to
verify the hypothesis contemplated by researchers. Statistical techniques mainly treat
simple hypothesis or simple knowledge structure. So it is useful to apply the data mining
for more complex knowledge structure. Human body is characterized by homeostasis
and fluctuation. Even if measurement is accurate, it is difficult to grip true phenomena.
Whereas a specific pattern appearing in typical diseases enables clinicians to diagnose,
interpretation of clinical laboratory data is not easy because interactions between many
factors cause diseases complexly. We point out that it is necessary to recognize disease
models as complicated models. Approach to the medical data analysis by data mining
provides a starting point for complex modeling of medical data.

In business fields the novelty or the remarkableness of knowledge are appreciated.
On the contrary, in the medical fields the credible knowledge is required. There is a
demand for the certain knowledge discovery from large-scale data analysis to acquire the
complex knowledge structure and reevaluate known medical knowledge. Construction
of the credible knowledge base is needed to realize the EBM.

To acquire reliable knowledge the interpretation/evaluation process of the knowledge
is important. For example, the interpretation of the model obtained using the neural
network is very difficult because of black-box approach. By only evaluation of the
classification accuracy, from the ethical aspect in the medical application the obtained
model will be difficult to utilize. Although, for example, trying the interpretation
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of the knowledge using decision tree analysis about the cluster obtained by the self-
organization mapping is worth. Meanwhile techniques that focus the evaluation process
of knowledge have been developed. Ishino and Terano have developed the SIBILE [15]
which makes users evaluate the mined knowledge interactively during mining process.
We are developing the SIBILE [15] enhanced toward the medical application using the
criteria of sensitivity (true positive rate) and specificity (true negative rate).

3.2 Meta-Analysis and Meta-Learning

The previous section described the applicability of data mining about primary analysis
to raw data for generating evidence. This section discusses the applicability of data
mining about secondary analysis to outcomes obtained by primary analyses.

The special report of Science in 1995 [14] raises the problem that epidemiology re-
searches will be denied shortly after being announced one after another. Causes were
searched by the interview to the epidemiology researchers and the medical statisticians.
The article concluded a cause is difference of bias size of each study by the fact that
confounding factors are not sufficiently controlled because of the insufficient random-
ization. Because of the fact that any researches cannot avoid the bias to some extent,
evaluating more than 30 similar studies is required to avoid the risk. Meta-analysis [7]
is used to analyze the several independent research results.

Meta-analysis can find out the whole direction of conclusions, integrating the s-
tatistics obtained on each study. Meta-analysis is an important methodology in the
EBM and provides strong evidence. There is a crucial problem called publication bias
that negative results are hard to be published. The world scale of research registration
system needs to be built for fundamental solution.

Meta-analysis, which integrates statistics on the outcomes of researches, cannot
treat complicated knowledge structure. So, the rneta-learning methodology, which is
an element technology of the distributed or parallel KDD is expected. Meta-learning
is defined to learn from the learned knowledge loosely. Several research groups have
proposed various methodologies of rneta-learning [16]. Many research groups present
the goal of the meta-learning as the improvement of the classification accuracy, the
appropriate selection of the learning algorithms and the selection of the appropriate
bias.

Chan and his colleagues in Columbia University have proposed the meta-learning
methodology that builds meta-classifier using meta-level training data set consist of
the predictions obtained by base-classifiers learned at some data sites [3]. Stolfo et al.
[12] urged the meta-classifier shows the high classification accuracy than base-classifiers
based on the empirical results of frauds detection problem of the credit card. METAL
projects [6] have developed the tools to guide the appropriate data mining technique for
inexperienced user and to guide the appropriate preprocessing techniques. Suyama and
Yamaguchi have developed the CAMLET that is a platform for automatic composition
of inductive applications with method repositories [13]. The problem of the appropriate
bias selection was discussed in the special issue of Machine Learning in 1995 [5] as the
framework to guide the design and the development of the new machine learning system.
The expression bias as the selection problem in the appropriate hypothesis space and
the procedure bias as the problem of the model selection are discussed. The SIBILE
is a meta-learning tool that deals with feature selection problems as expression bias
selection problem.

We position the meta-learning methodology proposed by Chan [2] as a knowledge
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acquisition phase to support construction of the practical model. The methodology
includes the comparison of the predictive performance and integration of learned mod-
els. The meta-learning methodology provides an opportunity of validity evaluation of
mined models or knowledge. In the next section we discuss the validity evaluation.

3.3 Validity Evaluation and Model Building Support

In order to avoid unsuitable results influenced by bias or confounding, we introduce the
meta-learning methodology and carry out comparative evaluation of learning results.
The role of generalization of knowledge is expected of the meta-learning that carries
out comparison and integration of the models obtained by data mining.

We here define the internal validity and external validity as follows: the internal
validity is how much appropriately the given data set is explained, the external validity
is how much appropriately the models or knowledge is applicable to unknown data set.
The internal validity can be evaluated by the comparison between results of various
mined models from the same data set by data mining algorithms. The external validity
limited in a specific data source can be evaluated by the cross-validation technique.
To generalize the model or knowledge beyond the specific data source, comparing and
integrating the model or knowledge across several research groups is necessary. As
discussion above, the meta-learning methodology is effective for validity evaluation.

The protocol about data collection and data analysis has been necessary as a premise
of application of the statistical technique. It is the misuse of the statistical technique to
apply the techniques that are not incorporated in the protocol after data collection. This
criticism which avoids the problem that researchers change the meaning of information
to what they seeks is important in the medical fields.

However, to perform only limited analysis shown in the protocol makes lose an
opportunity to extract many pieces of knowledge from data. In the data mining, a
strong demand about data collection is not required. Many methods such as feature
selection and the data preprocessing are proposed on the premise that the extensive
abundant stored data is used effectively. In the meta-learning methodology, different
data mining algorithms are applied to the same data set, and the trials that effectively
acquire many types of knowledge from data set are performed. To understand the given
data set deeply, and to explore more complicated knowledge structure widely, the rough
exploratory data analysis mentioned above is useful.

4 Proposed Mining Methodology

In this section we present a novel data mining methodology (Figure 1), which includes
a knowledge evaluation method with meta-learning about the performance of predicted
values. The objective of the proposed methodology is to obtain high credible knowledge
expressed as a causal model for medical data analysis. The methodology consists of
the following phases: model exploration, model implementation, model validation and
model integration.

The model exploration is m × n parallel KDD processes containing m data mining
algorithms and n-fold learning. We evaluate each learned model by comparing its
predictive values against unknown test data. Simultaneously we get many types of
knowledge, which is useful to construction of practical models, from results of several
mining algorithms. In the model implementation phase we generate practical models
from both background knowledge and acquired knowledge from the data. We build the
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Figure 1: Proposed Mining Methodology

models using model-building tools such as structural equation modeling [1] or select a
suitable mined model among model exploration phase. Next we verify the prediction
performance of the practical models with test data set.

In the model integration phase, we compare the prediction performance of practi-
cal models obtained by independent different data sources to generalize the acquired
knowledge. This phase is to generate a generalized model integrated from individual
practical models.

The expected effects according to this methodology are summarized as follows.

• Many types of knowledge, which contribute building practical models, are ex-
tracted from given data set by application of several data mining algorithms.

• Suitable modeling is conducted by results of the model exploration phase.

• Relative criteria for model evaluation are obtained, because the predictive char-
acteristics of various data mining models are compared.

• Practical models including background knowledge are built, when the user oneself
builds models using model-building tools.

• The internal validity can be evaluated by comparing the results of several data
mining algorithms, external validity can be evaluated by cross-validation com-
posed of n-fold learning and use of unknown test data and generalization of ac-
quired knowledge is enabled by model integration phase.

5 Conclusion

In this paper we have discussed the applicability of data mining to EBM and have
proposed a method to develop causal models. We summarize as follows.



194 M. Inada and T. Terano / Evidence-based Medicine and Data Mining

• To refine mined hypothesis as evidence, it is necessary to add another verification
research. Generally the study design of data mining is retrospective observational
study. Because there are non-controlled bias and confounding in stored data, the
acquired knowledge is mere hypothesis.

• Data-mining technology contributes to reevaluate the present medical knowledge
by discovering complicated knowledge structure. Data mining is an exploratory
data analysis tool. To model biomedical data, the viewpoint as the complex
systems is necessary.

• Because of the ethical aspect in medical fields, the process of interpretation/evaluation
in KDD is important for medical application. We must develop techniques that
support this process.

• The meta-learning methodology provides useful knowledge in the practical model
construction by users, and it provides the opportunity of validity evaluation.

EBM is a still immature domain. We need to develop mining technologies to medical
application aggressively.
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Abstract. Textual communication in message boards is analyzed for
classifying Web communities. We present a communication-content based
generalization of an existing business-oriented classification of Web com-
munities, using KeyGraph a method for visualizing the co-occurrence
relations between words and word clusters in text. Here, the text in a
message board is analyzed with KeyGraph, and the structure obtained
is shown to reflect the essence of the content-flow. The relation of this
content-flow with participants' interests is then formalized. Structural
features of relations between participants and words, determining the
type of the community, are shown to be computed and visualized.

1 INTRODUCTION

Communities are catching social attentions because the decision of a human relies on
information available in one's belonging group of people [1, 2, 3]. This trend existed
from long time ago, as long as the history of human culture. Meetings for group-wise
decision making and conversations with coworkers have been the information source for
each participant. The recent outbreak of community-wares come from the growth of
the variety of powerful communities such as enterprise decision teams, customer groups
etc., hand in hand with the growth of communities on the Internet, e.g., mailing lists,
message boards, and chat rooms. These trends made various community-based human
activities for people with various value criteria.

As a result, various range of Web communities appeared - match (friends or mail-
pals) making, problem solving, clubs, etc. We can classify them into various types of
communities for various aims. In one of match-making type, frictions have been caused
in the real world by partners who came to know each other in the virtual world, i.e., the
Internet. On the other hand, in a problem solving community, the content flow rather
than the participants' characters are the main focus of attentions for most participants.
The latter type may enable the creation of useful knowledge, rather than new human
relations. However, in a problem solving community, new comers may feel hard to
take part in the communication because the discussions are highly specialized and the
value criteria shared are strongly biased, so people with average knowledge seems to
be excluded. This sometimes disturbs the growth of community. Between these two
extreme types, chats about easy topics allowing the entry of people with various values
exist, where the excitement is remarkable but collisions due to gaps between value
criteria can lead to flaming and the disorder of topics.
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Thus, the aims and problems underlying each type of community have great impact
onto business issues, e.g., whether the community creates useful knowledge, how easy
it is to join the community, or why the community is good for making advertisement
for commerce [4]. In this paper, we analyze the text of communication in message
boards, which we take as an example of Web communities. The types of communities
in existing classification as in [4] are generalized systematically, by featuring each type
of community on three dimensions we introduced. These dimensions correspond to
topological features of the output graph of KeyGraph [5], a co-occurrence graph of
words and word-clusters for textual information.

2 SIX TYPES OF COMMUNITIES

The classification of communities in [4] is being accepted as a model of Web-based
societies as business target. Because the book is in Japanese, let us show its classification
of Web communities as follows.

A. Topic based community High-quality and up-to-date discussions for solving dif-
ficult problems appear. Experts of the corresponding area organize or lead the
communication. This tends to focus the participants to a closed group of people
with leading opinions.
Ex) http://www.cnn.com/COMMUNITY/

B. Problem solving community People with similar interests exchange ideas and
knowledge, not of as high quality as in A, for solving the shared problem. The com-
munity is often hosted by ones particular about relevant areas, and one(expert)-
to-many communications are likely to occur. Ex) e.g., http://www.about.com/

C. Product/service evaluation by users Products/services in the market are eval-
uated by users and the evaluations are circulated by the community of users. Re-
ports and questions on experiences are prevalent. Ex) http://www.epinions.com/

D. Mutual supporting forum of users Cooperative exchanging of knowledge about
products/services users already use, formed by a number of question askers and
a few leaders.
Ex) http://supportforum.sun.com/

E. Community for friend-making or leisure The user- and content-management
is the least considered, and free communication is desired. The quality of discus-
sion may be low, but the group grows easily. Ex) http://www.yahoo.com

F. Club Private community organized by user(s).
Ex) http://clubs.yahoo.com/

3 THREE DIMENSIONS OF COMMUNITIES

The discussion above leads to the classification of communities on the u.v, and w as
follows.
u : The centralization strength of contexts, defined as the topics or people: u =2:
centralized strongly, u =1: weakly centralized, u =0: not centralized
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v: The coherence of communication context: v=2: strongly coherent context(s), v=1:
various (weakly coherent) contexts, v=0: not sharing contexts
w: Orientation to creative decisions: w=2: create ideas for new decisions, w=1: apply
someone's knowledge to make decisions, w=0: do not make decisions new to oneself

Introducing these attributes, we can put the community classes A through F above
as follows.

A: u=2, v=2, w=2.
B: u=2, v=l, w=l.
C: u=0, v=l, w=l.
D: u=l, v=l, w=l.
E: u=0, v=0, w=0 to 2.
F: u=l, v=l, w=0 to 2.

This classification implies the existence of other types of communities because we
should have 27 (3*3*3) types. In the case of (u,v ,w ) = (0,1,0), e.g., ones in the
poor-mannered community site, the communication spreading to various contexts by
anonymous participants leads not to decisions, but to quarreling with words as "die"
"stupid" etc.

In this paper, we propose a method to compute u, v and w, given a community
message board and its text of messages and message writers. Realizing this method, we
can guess what sense a community with seemingly complex communications is making
and anticipate what sense it will make. For example, if we obtain (u,v,w) = (2,1,1),
we can guess there is an expert leading the community to solve problems in a certain
domain, as in a community of type B. This leader can be considered a good teacher
for ones interested in the domain. On the other hand, if we obtain (u,v,w) = (1,1,0),
we can guess the community is a club-like gathering and can join without hesitation.
Further, if the community is creating useful knowledge, the communication content, can
be a textbook for business.

4 COMMUNICATION ANALYSIS WITH KeyGraph

4.1 Threads and Sub-community Relations

We compute u, v and w based on thread-based co-occurrence of words in a message
board. If there is a message M not a response to a previous message and there are
responses to M, those responses and M are called a thread as a set. If a pair of words
co-occurs frequently in the same thread, we regard the pair as of high co-occurrence.
For example, Figure 1 is a part of a message board talking about ecological issues. The
part in Figure 1 focuses attention onto how to make a hybrid car - known as gentle
to the atmosphere - prevalent. A group of participants who frequently co-occur in the
same threads can be regarded as sharing the (at least temporary) context of interest.

Suppose there are two or more such groups of participants. A participant who stays
in one group can be regarded as concentrated in a narrow specific context. On the other-
hand, one talking to many groups can play a significant role as a messenger helping
those groups exchange information and consider new topics, or sending commands to
multiple sections, although she may otherwise have just an unstable interest drifting
among groups. In either case, she has a potential to develop her ideas to prevail to a
wide part of the community, which may lead to innovating ideas. Generally, a leader
can be:
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a. An innovator thinking of new ideas, or
b. A messenger circulating new ideas to various people.

These people are followed by people in each local group or sub-community [1]. People
who only organize or manage a community, e.g., an administrator of a mailing list, is
not usually called a leader because such one does not show directions of communication.
However, if this organizer gives new topics to talk about, he can be seen as a leader or:
c. Topic starter and coordinator as a role in the community.

That is, a leader is a participant from whom the community comes to grow in a
radiating manner. In a centralized Web community, such a member catches attentions
of other members, more strongly than mutual attentions between non-leader members.
The stronger the centralization, the more the communication between the leader and
others overwhelm distributed (among non-leaders) communication. As a result, the
value of u in Section 3 can be expressed by the extent the community forms a one-to-
many radiation structure.

On the other hand, a community where new ideas and leaders often occur has multi-
ple groups among which information is exchanged directly via weak ties and stimulates
changes [6, 7], rather than centralization. New ideas are sometimes imported to a cer-
tain group X from other groups, and people in X can create new knowledge by talking
on the new information. As pointed in [8], new idea-combinations trigger innovations.

4.2 KeyGraph for Seeing Sub-community Relations from Threads

In order to catch the characteristics of community types, we construct a graph repre-
senting human-human and topic-human relations based on the text in message boards.
From the discussion above, this graph is desired to satisfy the following conditions:

Condition 1: People in the same group, i.e., sharing the communication context are
included in the same cluster of people or words in the graph.

Condition 2: People touching multiple clusters of words or people are depicted in the
graph.

As a graph satisfying both conditions, we apply KeyGraph [5]. In KeyGraph, the
input data D of al, a2, ... occurring sequentially is dealt in the form as:

D = al, a2, .... an. bl, b2, b3 ..., bm. cl, c2, .... cp ...
We call each datum "a1", "a2", ....or "cp" a word, and the sequence between two nearest
periods a sentence. Accordingly, D is called a document. The algorithm of KeyGraph is
summarized as follows, with the metaphor of building (make basis, columns, and then
the roofs)

The Process of KeyGraph [5]

Step 1: Take frequent words in D, and connect a pair of words with an edge called a
stick if the number of sentences including the pair is larger than a preset threshold.
Here some connected graphs come out, and we call each of them a basic cluster.

Step 2: If a word co-occur (appear in the same sentence) with words in a certain
basic cluster more than a preset threshold frequency, the word and the cluster is
connected by an edge called a column (dotted line in Figure 2).
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Brazil to Spend 25 Billionon Renewable Energy
- Elizabeth7/25/99

Re : BraziltoSpend25 Billion on Renewable Energy
- Sam 9/06/99

Solar Cells Thinner Than Human Hair
- Elizabeth 7/25/99

Re: Solar Cells Thinner Than Human Hair
- Paul Wilcoson 6/11/00

Re: Solar Cells Thinner Than Human Hair
- Marian Cowley 10/10/00

Figure 1: A message board with two threads.

Step 3: If a word is outside of basic clusters, where columns more than a certain
threshold number come across, we call the word a roof (the double circles in
Figure 2).

In the case of Figure 1, by assigning each participant name or each word in commu-
nication to a word and each thread to a sentence in KeyGraph, we obtain document

D = "Elizabeth Sam. Elizabeth Paul-Wilcoson Marian-..."
from the communication history. The result of KeyGraph is as in Figure 2, where the
lower part corresponds to the part of communication shown in Figure 1. Generally, a
roof comes to be of low frequency but a significant position in the graph. In a com-
munity, sticks in clusters mean strong ties between people, whereas roofs and columns
can be a messenger connecting multiple groups or an innovator touching various partic-
ipants, and words realizing weak ties between clusters [6, 7]. Nodes and sticks in basic
clusters were shown in black and columns and roofs were in red in KeyGraph, but let
us focus attention to the topological structure of each graph if the paper is printed in
black and white.

Figure 2: KeyGraph for a community of Figure 1

4.3 Relational Structure Representing Features of Community

Based on the output graph of KeyGraph, let us first consider u, the strength of central-
ization of a community: That is, the extent the graph looks like few-to-many radiation
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Table 1: (Cx, Lx) for node x vs the position of x

Large Lx

Small Lx

Large Cx
x is in a peripheral

cluster
x is in a central

cluster

Small Cx
x is far from an enhanced

center
x is the center, not

clustered

means the strength of leader if the few nodes represent participant-names, and the
leading topic if the few nodes represent words in the communication.

A function appropriate for expressing the degree of centralization is thus desired. A
small world has been introduced as a typical form of community in the nature, e.g.,a
group of creatures, human, and Web pages [9, 10, 11]. The extent a community looks
like a small world, i.e., small-worldliness S is defined as:

S = C/L. (1)

A community of large S is called a small world. Here, C is the relative density of
graph G, defined as the average rate of edges existing among nodes surrounding each
node in G, (this rate is 2/3 for "Solar Cells" in Figure 2, because the number of edges
connecting "Fuel" " Paul Wilcoson" and " Marlan Cowley" surrounding "Solar Cells" is
2, among all 3 possible edges). L is the average value of the shortest distance from each
node in G to other nodes in G. Both C and L are normalized with dividing by their
values for a random graph of the same number of nodes and edges as G. Differing from
[12], here we define the distance between two nodes without a connecting path in G as
extremely long - 100 times longer than other nodes.

If human relations in a community are represented by a graph, C means the effect of
daily local communications of participants or basic concepts usually talked about. On
the other hand, L means the difficulty of information propagation between participants
linked via various relations including strong (usual or daily) and weak (unusually com-
municating) ties [11]. A small world of large S can be regarded as a community where
weakly-tied pairs of strongly-tied local sub-communities exchange information to distill
new ideas. That is, these variables represent the role of participants and concepts to
other participants.

We extend the idea of small world, to formalize u and v as well as creativity w. Here.
we introduce Cx and Lx separately for each node x and consider the role of nodes in
the overall community. This leads to featuring the community, because the role of
each particle, i.e., participant or a concept/idea expressed by words, to the community
can be reflected to the role of the community to participants' thoughts and concept
developments from communication.

Common facts about community formation are shown in Table 1. For example, a
leader in a centralized community contacts other members, but those non-leaders do not
make communications with each other often. If the non-leader members communicate
and co-work to make decisions, we do not call it a centralized community, because the
community comes to be a decentralized problem solving system. Thus both Cx and Lx
take small values if x represents a leader. On Table 1, we formalize the role of a node
in a graph as:

a = 1 /(CxLx) . (2)
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Here, each LHS symbol denotes : The strength of leadership of x, ß : The isolation
of x, and 7 : Casting (receiving) ideas distilled in clusters including (around) x.

Then, we express the extent of the centralization by v, the coherence of commu-
nication context by and the application of various information to idea distillation
and innovation in local communities by w of the community represented by the overall
graph as in Eq.(5).

Here, Max and avr respectively mean the maximum and the average values for all
nodes. We can then define the values of u, v and w in Section 2 as in Eq.(6), corre-
sponding to Section 3.

Here, are the given thresholds for variables. Based on experiences with various
communities, we set 9i=3.0, =1.5, =.3, =.l, 5=3.0, and 6=1.0 where commu-
nities could be classified to A to F with the keenest fitting to our impression of exiting
Web communications.

5 THE RESULTS OF KeyGraph FOR WEB COMMUNITIES

In KeyGraph applied to a community as explained above, we can see co-occurrences
of (a) participant-participant, (b) participant-word, and (c) word-word. These three
types of co-occurrence mean (a) context-sharing group of people, (b) the interest of
people in concepts, and (c) hidden context or concept underlying co-occurring set of
words. Because the contexts, interests and concepts rnaybe hidden, i.e., do not appeal-
explicitly in communications, let us look at the output figures of KeyGraph, and make
numeric evaluations of the implication of each output.

Example 1: A community of type D, for distributed (cooperative but not
centralized) solution of sub-problems relevant to a given problem
Figure 3 shows the result of KeyGraph for a community talking about energy-saving
methods, in a community-collection site of ecology. Many opinions here are concen-
trated in the recent popular topic "hybrid cars." The value of u is 1 reflecting "Honda"
as a (not strongly) leading topic, so we can see not a human leader but a leading topic
organizing some part of the community. The graph is scattered to connected sub-graphs,
and the value of v is 0. This means the community is of low consistency of context.
e.g. aiming at solving multiple problems, w is 1, meaning the community is somehow
dedicated to creative decisions relevant to hybrid cars. (u,v,w)=(l,0,l) does not corre-
spond to any of A to F defined in Section 3. In fact, little new idea was observed to
come out of this community - they exchanged existing experiences and knowledge.
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However, if we take a part of the graph, we can find features of creative solving of
coherent problems: The left-hand cluster of Figure 3 shows a structure in the order of
"car brand (Honda) —> first order functions (fuel, efficiency) —> second order functions
(solar, wind)." Here, the first order functions are functions of which average car users
are aware, whereas the second order functions are recognized by car users with advanced
consciousness of ecology. This connected graph, representing the relations between in-
terests in these functions, have been formed by the communications of these different
users. Thus, the left-hand side cluster has multiple contexts relevant to each other,
relevant to car functions. If you trace the communication including words "Honda"
"solar power" etc.. in the order of node-connection, you will understand the meaning
of second-order functions with smooth shifts from familiar (beginner's) to unfamiliar
(advanced) contexts. This cluster takes (1,1,1) as the values of (u. v, w) supporting the
fact this community is of type D. i.e.. weakly centralized (around cars from Honda)
for solving sub-problems relevant to a share problem (introduction of solar and hybrid
cards to roads).

Figure 3: KeyGraph for a community on ecology.

Example 2: Type F as weakly centralized communications on freely selected
topics under a shared context
Web communities about wine came to developed in various directions, and here we deal
with one where users organize the message board for themselves. Figure 4 shows the
result of KeyGraph for a community of wine collectors. The participants have specific
knowledge about wine, and there is no sommelier much more particular about wine
than other participants. Thus the community is decentralized by nature, although it
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has some participants with strong opinions as "tablewine_01", arrowed in the upper
half of the graph. In this weakly centralized community with some local clusters (rep-
resenting local communications) linked to each other as in a small world, participants
discover new interests. (u,v,w) is (1, 1, 2) in this case, to form type F i.e., weakly
centralized communications on freely selected topics in a shared context. This result
matches with the fact people feel they are making a club here. In fact, the community
is called a club on the Web, where participants sometimes create knowledge or serve
others with new satisfactory information about wine bottles to collect.

Figure 4: Key Graph for "FINE WINE COLLECTORS" without, a leading sommelier.

6 CONCLUSIONS AND FUTURE WORK

We made a three-dimensional space for featuring the essence of communities. This helps
in surveying the essence of a community, e.g. whether the community creates useful
knowledge, how easy it is to joint the community, or whether/why the community is
good for making advertisement for commerce. In contrast with previous analysis of
human networks on computer mediated communities (CMC) [13], we showed the raw
and shallow textual information in communication-sites reflects the dynamics of various
communities, across wide types from business aspect.
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Abstract. Ripple Down Rules (RDR) Method is an incremental Knowl-
edge Acquisition (KA) approach that is able to capture human expertise
efficiently. The expert's KA tasks in RDR are 1) to identify the correct
class label of each misclassified case and 2) to select important attributes
that distinguish the misclassified case from the previous correctly clas-
sified case. The latter task is more difficult than the former one since it
requires much thought on human expert. This paper proposes a method
for reducing the task on human expert by generating context-bounded
cases and utilizing them to replace the latter task with the former one.
Experiments on the datasets from UCI were carried out to evaluate the
proposed method and the result confirmed that it is effective and as
good as the standard RDR method on most datasets.

1 Introduction

Ripple Down Rules (RDR) method[2] is one of the methodologies for realizing efficient
knowledge acquision and maintenance. It is effective since it allows the incremental
acquisition of knowledge. In addition, no knowledge engineers are required since the
consistency of knowledge base is also maintained during the knowledge acquision phase.

The following two tasks are required for human experts during the knowledge ac-
quision process in the standard RDR system:

taskl: identify the correct class label of a case

taks2: induce the condition which distinguishes between two cases with d-
ifferent class labels based on the difference in the attribute values.

Compared with taskl, task2 is much harder for experts since there can be many
candidates for the condition with different generalization capability. Thus, selecting an
approporiate one can be very difficult for experts.

This paper proposes an efficient knowledge acquision method in which task2 is
replaced with taskl. In the proposed method the expert is required only to carry out
taskl on cases which are generated by the method to induce the condition in task2.
Since the expert does not need to carry out task2, it is expected that his/her cognitive
load can be reduced.

Experiments were carried out to compare the proposed method with the standard
RDR method which requires the expert to carry out task2 in addition to taskl.
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2 Ripple Down Rules

The characteristics of RDR are summarized as follows:

• incremental and consistent: allowing incremental addition of exceptional rules
contributes to maintaing the consistency of knowledge base.

• direct interface: knowledge is acquired through the interaction between experts
and computers and no knowledge engineers are required.

Structure of knowledge base: a binary tree with Yes and No branches is utilized to
represent the knowledge base in RDR as shown in Fig.l. Each node stores an If-Then
rule and a Cornerstone Case which triggered the addition of the node into the knowl-
edge base.

Inference: suppose the class label of a case (which is called Current Case in RDR) is
asked for the knowledge base. The inference starts from the root node and repeats the
following process. At each node when the condition in the If-Then rule of the node is
satisfied, Yes branch is followed; if not, No branch is followed. The conclusion for the
current case is given by the conclusion part of the node in the inference path for the
case whose condition part is lastly satisfied.

Figure 1: Knowledge acquision in RDR.

Knowledge acquision from experts: knowledge acquision is carried out when the
expert does not agree with the result of the RDR system. First, the system returns the
cornerstone case for the invoked If-Then rule. Second, the system creates a Difference
List, which enumerates all the attributes with different values between the current case
and cornerstone case. Third, the expert is required to select a set of attributes which
best distinguish the current case from the cornerstone case. Note that any element
in the list satisfies the current case but does not satisfy the cornerstone case. Fourth,
the selected attributes and their values in the current case are utilized to create the
condition part for the If-Then rule. Fifth, by treating the class label from the expert
as the conclusion, a new node is created with the If-Then rule and the current case as
its cornerstone case. Finally, the new node is attached as a child node to the end node,
which is the last node in the inference process.

The difference between 2 cases is represented as the Difference List in Fig. 1. In the
RDR system, knowledge constrained within the context of Difference List is acquired
efficiently in the form of If-Then rule with task2 [6]. However, deciding the appropriate
pairs of attribute and its value can be difficult and thus task2 can be hard for human
experts.
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3 Concept for Case Generation

In our approach cases to be asked for experts in taskl are generated along with the
work for the approximate construction of case base [5]. In this approach a case base for
unknown logic function can be constructed approximately with the minimum number of
cases. From a negative case and its nearest neighbor positive case, an item lattice shown
in Fig.2 is constructed based on their difference. The cases in the lattice are generated
and experts are asked to identify their class labels. The case base is refined gradually
based on the class labels while its consistency being maintained. Furthermore, the uppor
bound for the number of necessary questions (i.e., cases) is estimated analytically to
determine the boundary for distinguishing between the positive and negative cases. In

Figure 2: Estimation of the boundary in item lattice.

the context of RDR the current case for which the RDR system induced the wrong
class label corresponds to the negative case. The cornerstone case for the induced class
label corresponds to the nearest neighbor positive case. Thus, based on the difference
list between these cases, the cases which lie in the item lattice for the difference list are
generated and the boundary to distinguish between the cornerstone case and current
case in the lattice is estimated based on the class label from experts through taskl.

4 Six Algorithms for Generating Cases

This subsection describes 6 algorithms for generating cases based on the concept in
Section 3 in order to replace task2 with taskl. The algorithms for generating cases in
the item lattice are designed with respect to how many and what kind of cases should
be generated to estimate the boundary in the lattice.

4-1 Knowledge Aquisition in RDR

This section describes the algorithm for knowledge acquision from experts in the con-
ventional RDR system. Notations in the algorithm are as follows:
Ccu : Current Case
Cco : Cornerstone Case
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CB : the set of cases which are already encountered
dass(C) : class label of case C
Di f fL i s t (C 1 , C2) : difference list between cases C\ and Ci l

RdrClassify(C) : class label of case C from RDR
ExpertClassify(C) : class label of case C from an expert (taskl)
ExpertCondi t ion(Dif fLis t (C l ,C 2 ) ) : condition specified by the expert (task2) to
distinguish between C1 and C2. The condition must satisify C\.

Algorithm for knowledge acquision

Step 1 : If no case is available to acquire knowlege, terminate the knowledge acqui-
sion process. If not, classify a case Ccu with the RDR system. If Ccu € CB.
return c/ass(Ccu). If Ccu £ CB, get the class label through ExpertClassify(Ccu)
(taskl) and add Ccu into CB.

Step 2 : If dass(Ccu) = Rdrlnference^cu), go to Step 1, since knowledge acquision
is not necessary.

Step 3 : (a) calculate Dif f L i s t C c u , Ceo) and show it to the expert, (b) get the con-
dition Conditon from the expert through ExpertCondition(DiffList(Cc u .Cc o))
(task2), (c) if Condion is empty, go to Step 1.

Step 4 : Create If-Then rule with Condion as the condition and dass(Ccu) as its
conclusion (i.e., a rule Condition =>• class(Ccu)). Add a new node with that rule
and Ccu as its cornerstone case into the RDR binary tree. Go to Step 1.

4-2 Six Algorithms for Estimating the Condition

Knowledge acquision in RDR with the proposed algorithms is carried out by replacing
task2 (Step 3(b)) in Subsection 4.1 with case generation and taskl as:

• Input : Ccu,Cco

• In the item lattice based on DiffList(Ccu, Cco) (see Fig.3)

1. Generate a case Cx based on the search strategy. Ask an expert to perform
ExpertClassify(Cx) and receive dass(Cx) (taskl).

2. When the class boundary is found, create the Condition which represents
the boundary.

3. Exit when the search space is fully explored. If not, go to 1.

• Output '. Condition

Different search strategies can be used for generating cases in the item lattice to
estimate the condition for the if-then rule which is stored in the newly added node in
RDR. Different boundaries are estimated in the item lattice depending on how cases
are generated in the search for the boundary. Six algorithms are proposed. They differ

1In this paper the difference list is calculated as the list of values in C1 which are different from those
in Ci. For instance, for the current case Ccu = (0,0,0,1,0,1) and cornerstone case Cco =(1.1.0.0.1.1) in
Fig.l, the difference list DiffList(Ccu.Cro) = (0,0,1.0).



K. Fujiwara el al. / Case Generation Method 209

in from which case the search is started and how the lattice is searched. Search is
started either from the current case Ccu or the cornerstone case Cco. The lattice is
searched as breadth-first like, depth-first like, or just for 1 step. For instance, in Fig. 2
algorithm 1FCU searches the lattice just 1 step From the CUrrent case, BFCO in
Breadth-first From the COrnerstone case, and DFCU in Depth-first From the CUrrent
case. Search is terminated when the exact boundary is found, or when an approximate
one is estimated. Here, the latter is appoxirnate since it does not guarantee that the
cases which satisfy Condition necessarily have the same class label with the current
case. The characteristics for the proposed 6 algorithms are summarized in Table 1.

Table 1: Characters of 6 Algotithms

Algorithm
1PCU
1FCO
BFCU
BFCO
DFCU
DFCO

Start Case
Ccu

Cco

Ccu

Cco
Ccu

Cco

Search Method
Istep
Istep
BFS
BFS
DPS
DPS

Worst Q nurn
TV
N
2N

N'2

N2

N: number of different attributes, Worst Q nurn: the maximum
number of questions asked for an expert in the worst case

The characteristics of the proposed 6 algorithms are illustrated in Figs. 3, 4 and 5.
Each node in the figures represents the possible case to be generated and the search is
carried out in the order of the number on the node. The bold dotted curve in each figure
represents the estimated class boundary which is implied by the determined condition
through the case generation and taskl on the generated cases.

1FCU 1FCO

Figure 3: 1 step search from the current case and cornerstone case.

5 Experiment and Discussion

5.1 Experiment

Datasets
Experiments were carried out on one artificial dataset arid 13 datasets from UCI

repository[1]. On each dataset randomly selected 75% cases were used as the training
cases and the remaining 25% cases were used as the test cases. Note that the cases



210 K. Fujiwara et al. / Case Generation Method

BFCU BFCO

Figure 4: BFS: Breadth-First Search from the current case and cornerstone case.

DFCU DFCO

Figure 5: DFS: Depth-First Search from the current case and cornerstone case.

which were encountered in training were removed from the test cases. The above process
is repeated 10 times for each dataset and the average is taken for the evaluation.

Simulated Expert
A simulated expert which is constructed by C4.5 was utilized in the experiment for

each dataset. C4.5 is used to construct the decision tree for each dataset. Then the
decision tree is transformed into a set of If-Then rules (C4.5rules). which is treated as
a simulated expert. For each case task2 is simulated by taking the intersecion of the
diffrecence list for the case and the If-Then rule which is used to judge its class label [3].

Experiments were carried out for the RDR method with the proposed case genera-
tion algorithms and the standard RDR method in which task2 is carried out by the
simulated expert. The results were analyzed with regard to:
Error Rate: the rate of misclassified cases in the test cases, and Size ! the number of
nodes in the constructed RDR binary tree.

Knowledge acquisition from the simulated expert for the training cases was ter-
minated when the number of interactions reached the predefined number2. Here, the
number of interactions is defined as the sum of the number of ExpertClassify (taskl)
and that of ExpertCondition (task2). Note that in the proposed method the number
is equal to that of ExpertClassify since ExpertCondition is not utilized.

5.2 Results and Discussions

Results are summarized in Table. 3.

the experiment the number is set to the number of 75% cases in each dataset.
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Table 2: Datasets Used in the Experiment

dataset

Samp+

Car Evaluation

Nursery
Tic Tac Toe

Voting Records

Page Blocks

Iris

#
cases

4096
1728
12960

956

435

5473

150

#
classes

2
4
5
2
2
5
3

#
attributes
Nom.*12
Nom. 6
Norn. 8
Nom. 9
Nom. 16
Num.** 9
Nom.** 4

dataset

Pen-Digits
Pima Indians
Shut
Yeast

Ann-thyroid

Cmc

German

#
cases

10992
768

14500
1484

7200
F 1473

1000

#
classes

10
2
7
10
3
3
2

#
attributes

Num. 16
Num. 6
Num. 9
Num. 8

Mixed.*** 15/6
Mixed. 7/2
Mixed. 13/7

+Artificial dataset, *nominal attributes, **numerical attributes,
***nominal and numerical attributes '. #nominal/#numerical

Comparison with the standard RDR method

Error Rate: In 12 datasets the error rate for the proposed RDR method is equivalent
to or smaller than that for the standard one.
Size: In 9 datasets the size for the proposed RDR method is equivalent to that for the
standard one.
Number of interactions with the expert: Note that the number of taskl and that
of task2 are equally counted as 1 interaction, albeit the latter is much harder for the
expert. This means that the proposed method enables the construction of an equivalent
RDR Knowledge Base with the standard one with respect to the error rate and size by
reducing the load on the expert.
Effect of the number of classes: Unfortuntaly the proposed method did not work
well for PenDigit and Yeast, both of which has 10 classes. Since the proposed method
tries to find the boundary under which the the class label is the same with the current-
case, the estimated condition might be too specific when the number of class gets large.

Comparison of Six Algorithms
From which case the search should be started?: From Table 3 the current case
should be used as the starting point in search since the error rate tends to be low
(in 34 combinations out of 40). For instance, DFCU is the best and DFCO is the
worst as a whole. Since the current case is misclassified by the RDR KB, it would be
better to carry out knowledge acquision so that the KB can be refined around that
case. Generating cases which are similar to the current case playes the role of the above
process. In the following discussion the current case is used as the starting point in
search.
Search strategy: As for 1FCU (maximum N cases are generated) or DFCU (maxi-
mum jV2 cases are generated), the error rate and size are equivalent to the standard
RDR method. On the other hand, BFCU(rnaximum 2N cases are generated) was not
effective and did not even work for Pen Digit(16 attributes) and German (21 attributes).
The number of interactions required for adding just one node to the RDR binary tree
exceeded the predefined threshold in these datasets. When the number of attributes
are large as in these datasets, the search space in the item lattice becomes huge and
thus is difficult to find out the boundary. As a future direction we plan to utilize the
feature selection method [4] to reduce the size of item lattice.
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Table 3: Results of experiment.

Data set

Samp
CarEvaluation

Nursery
TitTacToe

Voting Records
Page Blocks

Iris
Pen Digit

Pima Indians
Shut
Yeast

Ann-thyroid
Cmc

German

Error rate(%)
RDR

0.17
4.00
2.45
5.46
0.26
0.87
0.00
2.66
7.29
0.11
11.55
0.46
16.92
9.76

1FCU
0.10
0.78
1.29
7.42
1.03
1.94
0.00
7.07
10.31
0.09
22.36
0.46
14.79
10.84

1FCO
0.23
1.18
1.29
12.00
0.00
1.98
0.81
13.50
7.86
2.18
23.05
0.51
18.19
9.24

BFCU
0.14
0.62
1.30

12.84
4.29
5.59
1.08

-
12.50
0.09
26.88
0.50
16.96

-

BFCO
0.04
0.94
1.44
13.72
3.43
5.83
1.60

13.33
0.96
25.67
0.62
19.57

DFCU
0.10
0.71
1.53
11.49
0.39
1.83
0.00
6.97
7.71
0.15
23.24
0.44
17.53
10.00

DFCO
1.19
5.20
4.76
25.70
4.36
3.03
5.38
44.96
15.94
0.28
39.87
2.28
22.80
13.00

Data set

Samp
CarEvaluation

Nursery
TitTacToe

Voting Records
Page Blocks

Iris
Pen Digit

Pima Indians
Shut
Yeast

Ann-thyroid
Cmc

German

KB size
RDR

79
96
478
63
6

35
4

282
17
21
92

14
84
36

1FCU
60
67
372
64
5

79
7

293
29
35
118

40
116
40

1FCO
80
72

|_ 406
74
5

60
6

144
28
25
89

38
123
38

BFCU
69
66
370
54
4

13
6

8
31
53

27
89

BFCO
75
73

434
61
4

11
6
-
9
31
49

36
91
-

DFcr
84
74

406
77
6

87
7

251
30
34
109

42
134
34

DFCO
182
161

1063
121
11

143
15

539
47
95
166

147
175
51

Table 4: Comparation of the proposal method with the standard RDR.

Data set

Samp
Car Evaluation

Nursery
TicTacToe

Voting Records
Page Blocks

Iris
Pen Digit

Pima Indians
Shut
Yeast

Ann-thyroid
Cmc

German

Property

CaseNum
4096
1728

12960
956
435

5473
150

10992
768

14500
1484
7200
1473
1000

Nominal
12

6

8
9
16

15
7
13

Numerical

10

4

16
8
9
8

6
2
7

Class
2

4
5
3
2

5
3
10
2
7
10

3
3
2

Comparison
RDR

error
0.17
4.00
2.45
5.46
0.26
0.87
0.00
2.66
7.29
0.11
11.55
0.46
16.92
9.76

size
79
96

478
63
6

35
4

282
17
21
92

14
84
36

Best of Algorithms
error
0.04
0.62
1.29
7.42
0.00
1.83
0.00
6.97
7.71
0.09
22.36
0.44
14.79
9.24

size
75
66
372
64
5

87
7

251
30
31
118

42
116
38

Algorithm
BFCO
BFCU
1FCU
1FCU
1FCO
DFCU

1FCU.DFCU
DFCU
DFCU
BFCU
1FCU
DFCU
1FCU
1FCO

Rating

O

0

©'

X

0
X

means the proposed method is better than. as equivalent to. and X as worse than the standard RDR method.
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Difference in the nominal and numerical attributes: Although the proposed
algorithms worked well for the datasets with nominal attributes, they did not work well
for some datasets with numerical attributes. With numerical attributes the number of
questions per node tend to increase since it is possible to consider a lot of cases with
subtle difference in the values. For instance, for a nominal attribute "traffic light" the
number of candidates for the value is usually quite limited as "red, yellow, yello". On
the other hand, for a numerical attribute as "weight of car" the number of candidates
for possible value tends to increase, such as "650, 660,870,...". Thus, many cases can be
generated in the item lattice, which results in the increase in the number of interactions
to reduce the error rate. DFCU seems better for numerical attributes from Table 4.
The difference between DFCU and 1FCU, is due to the different characteristics of the
boundary found in these algorithms. In DFCU the boundary is determined based on
two cases with different class labels. On the other hand, in 1FCU the boundary is
determined based on the neighboring cases for the current case. It is conjectured that
such a difference in the boundaries might bring about the different result for the datasets
with numerical attributes.
Which is best?: 1FCU and DFCU are the two best algorithms from the experiment,
both of which utilize the current case as the start point in search. These are equivalent
with respect to the error rate and size. Details of 1FCU and DFCU are described in
Appendix. Since Table 4 indicates that DFCU is better than 1FCU for datasets with
numerical attributes, DFCU is the best. However, since the difference is quite small, it
is necessary to carry out more experiments to draw more definite conclusion.

6 Conclusion

This paper has proposed a case generation method for constructing an RDR Knowl-
edge Base only through the classification of the generated cases by the expert. The
experiment showed that the proposed method can construct an RDR knowledge base
which is as good as the one with the standard RDR method that requires an expert to
induce the condition for distinguishing cases. Our immediate future plan is to utilize
the feature selection [4] to scale up the number of attributes.
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Appendix

A Details of the Algorithms for constructing the Condition

This section describes the details of how the condition for the newly created If-Then
rule is constructed in 1FCU and DFCU, which are the two best algorithms from the
experiment.

A.I 1FCU

Stepl Create a list of conditions cond, which is initialized to an empty list.

Step2 For each attribute Ai which corresponds to the value in

Step2.1 Copy the current case Ccu to Ctmp. In Ctmp, set the value for Ai to vi
Cco.

which is the value in the cornerstone case Cco for Ai.

Step2.2 Receive the class label for Ctmp through task1.

Step2.3 If the class label for Ctmp is different from that for Ccu, add Vi
Ccu, which is

the value for Ai in the current case Ccu, into cond.

Step3 If cond is not empty, return the conjunction of all elements in cond; otherwise.
return cond.

The behavior of 1FCU algorithm is illustrated in Fig. 6. For instance, for the
current case and cornerstone case which are shown in Fig. 6, 4 cases are generated
in Step2.1. Since the class labels for the cases which are denoted as (a2, b1,dl, f l)
and (a1, b1, d2, f 1) are different from that for Cco, b1 and f1 are inserted into cond in
Step2.3, respectively. Finally, the condition b1 ^ f1 is returned from the algorithm.

Figure 6: 1FCU: 1 step search From CUrrent case
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A.2 DFCU

Stepl Create a list of conditions cond and a list of cadidates cadidateList, both of which
are initialized to empty lists. Insert Ccu into Cnow.

Step2 For each attribute Ai which corresponds to the value in Dif fList(Ccu,Cco),

Step2.1 Generate a case by copying Cnow and setting the value for Ai to vi
Cco , which

is the value for Ai in the cornerstone case Cco.

Step2.2 Add the created case into candidate List.

Step3 If candidate List is empty, go to Step4. Otherwise, remove the first case from
candidateList and insert it into Ctmp.

Step3.l Receive the class label for Ctmp through taskl.

Step3.2 If the class label for Ctmp is different from that for Ccu, go to Step3.

Step3.3 Insert Ctmp to Cnow. Discard candidateList and insert an empty list into
candidateList. Go to Step2.

Step4 If DiffList(Cnow, Cco) is not empty, return the conjunction of all elements in
(Cnow,Cco); otherwise, return Dif fList(Cnow,Cco).

The behavior of DFCU algorithm is illustrated in Fig. 7. For instance, for the
current case and cornerstone case which are shown in Fig. 7, Cnow is set to Ccu in Stepl
and 4 cases are generated in Step2. Since the class label for the secondly generated case,
which is denoted as (a1,b2,dl,fl), is not different from that for Ccu, Cnow is updated to
it in Step3.3 and search is continued.

When Cnow is set to the case which is denoted as (al,b2,dl,fl), since the class
labels for all the generated candidate cases are different from that for Ccu, search is
terminated. Finally, by taking DiffList(Cnow,Cco), the condition d1 ^ f1 is returned
from the algorithm.

Figure 7: DFCU: Depth-first search From CUrrent case
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Abstract. A Knowledge Acquisition method "Ripple Down Rules" can
directly acquire and encode knowledge from human experts. It is an in-
cremental acquisition method and each new piece of knowledge is added
as an exception to the existing knowledge base. This knowledge base
takes the form of a binary tree. Since RDR acquires new piece of knowl-
edge only when the decision made by the so far built tree is wrong,
there is no clear distinction between the initial KBS building phase and
the later KBS management/refinement phase. There is another type of
knowledge acquisition method that learns directly from data. Induc-
tion of decision tree is one such representative example. Noting that
more data are stored in the database in this digital era, use of both
expertise of humans and these stored data becomes even more impor-
tant. Further, it is not appropriate to assume that the knowledge is
stable and maintains its usefulness. Things change over time. It is not
good to keep old useless knowledge in the knowledge base when such
change happens. This paper attempts to integrate inductive learning
and knowledge acquisition under a situation in which we can't assume
a stable environment. We show that using the minimum description
length principle (MDLP), the knowledge base of Ripple Down Rules is
automatically and incrementally constructed from data. We, thus, can
use both human expertise and data simultaneously. When it is found
that some change takes place, useless knowledge is automatically deleted
based on MDLP, still keeping the consistency of knowledge base. Ex-
periments are carefully designed and tested to verify that the proposed
method indeed works for many data sets having different natures.

1 Introduction

With the recent development of computer network, huge amount of information in
various forms is communicated through the network, and it is required to provide a
methodology to construct a reliable and adaptive knowledge-based system (KBS), which
is accessible to both experts and users over the network. Two functions are required
to realize such a reliable and adaptive KBS. One is the capability to reconstruct the
internal structure of the KBS so that it can adapt to environmental changes in the
domain while maintaining its performance. The other is to acquire knowledge from
both human experts and data concurrently or alternately by incorporating the recent
development in research on machine learning. "Ripple Down Rules [2] (RDR)" method
has the capability to realize the above two functions.

In RDR knowledge is directly acquired and encoded from human experts without
requiring high-level models of knowledge. Since it is an incremental KA method, there
is no clear distinguish between knowledge acquisition and knowledge maintenance.
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This paper proposes to incorporate the concept of the Minimum Description Length
Principle [7] (MDLP) into the RDR method. The proposal consists of two parts: (1)
extension of RDR to cope with changes in class distribution and (2) integration of both
inductive learning method (a machine learning method that builds an RDR knowledge
base incrementally from data) and the standard RDR method (a knowledge acquisition
(KA) method that captures expertise incrementally from a human expert). Data sets
from UCI repository [1] are utilized to evaluate the proposed method with respect to
acquiring knowledge from both data and experts and to coping with the changes in the
class distribution.

2 Ripple Down Rules Revisited

Default Knowledge

If E then Qs 6
cornerstone case 6

nodeS node4

(b) Knowledge acquisition in RDR [cornerstone(a) Knowledge structure of RDR

Figure 1: Knowledge structure of the Ripple Down Rules method

The basis of this method is the maintenance and retrieval of cases. When a case
is incorrectly retrieved by an RDR system, the KA (maintenance) process requires
the expert to identify how a case stored in a KBS differs from the present case. The
structure of an RDR knowledge base is shown in Figure l(a). Each node in the binary
tree is a rule with a desired conclusion (If-Then rule). Each node has a "cornerstone
case (CS-case)" associated with it, that is, the case that prompted the inclusion of the
rule. An inference process for an incoming case starts from the root node of the binary
tree. Then the process moves to the YES branch of the present node if the case satisfies
the condition part of the node, and if it doesn't, the process moves to the NO branch.
This process continues until there is no branch to move on. The conclusion for the
incoming case is given by the conclusion part of the node in the inference path for the
case whose condition part is lastly satisfied. Note that this node which has induced the
conclusion for the case is called "last satisfied node".

If the conclusion is different from the one which an expert judges the case to be.
knowledge (new rule) must be acquired from the human expert, and this rule must be
added to the existing binary tree. The KA process in RDR is illustrated in Fig. l(b).
When the expert wants to add a new rule, there must be a case that is misclassified
by a rule in RDR. The system asks him/her to select conditions for the rule from the
"difference list (D-list)" between these two cases: the misclassified case and the CS-case.
Then the misclassified one is stored as the refinement case (new CS-case) with the new
rule whose condition part distinguishes these two cases. Depending on whether the last
satisfied node is the same as the end node (the last node in the inference path), the
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bound or upper bound. In the former case, the upper one is encoded with Iog2 mi
-kiC\

bits after the lower one is done with \og2miC\ bits. In the latter, the lower one is
encoded with log2mi-liCi bits after the upper one is encoded with log2miCi bits. Here,
ki (li) means that the lower (upper) cut-off value is the fcj-th (/i-th) one from the left
edge (right edge).

The sum of DLs to encode (1), (2), (3) and (4) is the DL necessary to encode the
If-Then rule information for the node a. The sum of the DL for the branch-information
and the one for the rule-information is the DL for the node a. The whole knowledge
base can be encoded by encoding every node in the tree from the root node downward.

3.2 The DL for Class Labels of Misclassified Cases

Suppose that k cases in O has the same class label with the consequence part of the rule
in node a2 . First, Iog2 TC1 bits are necessary to express that r — k cases have different
classes from the consequence part. If k = r, there is no misclassified case and no further
encoding is required. If K < r, it is necessary to represent which class the remaining
r — k cases have. Suppose that the number of classes which are different from that for
the CS-case is s and the number of cases for each class is pi(i = 1, 2,.. . , s). The class
labels are sorted in descending order with Pi i.e. ps > ps-i > ••• > Pz > Pi- The DL
for misclassified cases is calculated using the algorithm shown in Table 1. The function
ceil() in the table returns the least greatest integer for the argument.

Table 1: Algorithm to calculate DL to specify true classes of misclassified cases

initialize DL to 0, : reset
alLnum to r, : the # of O
right-nurn to k, : the # of right cases
j to class-nura — 1, : the # of class candidates
i to s, and : the $ of different classes
maXi to oc.

repeat while (all-num ^ right jnum)
if alLnum — right jnum < mazj,

then candi = all-num — right-num,
else candi = maxl.

if alLnum — right jnum > j
then candi = candi—ceil((alLnum—right-jium}-^j).

DL = DL+log2(j)+log2(candi)+log2(all_num Cpi}.
alLnum = alLnum — Pi.

decrement j and i.

The DL for the i-th different class is calculated at the line UDL = DL+log2(j) + ...".
The first term is for specifying which class label the case has, the second one is for the
number of cases pi with the class, and the last one is to encode the locations for p,-,
cases. With this encoding it is possible to identify the true class labels for r ~ k cases

Note that we now employ the MLDP. Thus nodes are deleted or new nodes are not added if doing
so results in a lower DL, and it is not necessarily true that the RDR classifies correctly all the cases
that it has seen in the past
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new rule and its CS-case are added at the end of YES or NO branch of the end node.
Knowledge is never removed or changed, simply modified by the addition of exception
rules.

3 The Minimum Description Length Principle

This principle is the normal practice for selecting the most plausible probabilistic
model from many alternatives, based on individual observational data for those al-
ternatives. "Description length (DL)" can measure the complexity of the hypothesis.
When the hypothesis is a classifier of some representation (decision tree [6] or neural
network [4]), given some appropriate encoding method, the value can be the sum of
(1) a DL for encoding the hypothesis itself and (2) a DL for encoding the misclassified
cases by the hypothesis. According to the MDLP, the model to be selected is the one
with the smallest total DL.

One of the differences between the proposed method and the standard RDR is that
each node in the former keeps not only the CS-case but also those cases whose last
satisfied node is that node. Let P be a set consisting of m cases that has passed a node
a in the inference process, and let O be a subset of P (O C P), consisting of r cases
for which the node a is the last satisfied node. In our encoding the DL of the tree is
calculated first and then the one for the misclassified cases is calculated. This means
that the tree information can be used to calculate the DL for the misclassified cases.
In other word, the DL for the misclassified cases depends on the DL for the tree. The
DL for the tree is calculated based on the pairs of an attribute and its value in P for
the knowledge base. On the other hand, the one for the misclassified cases is based on
the class information in O.

3.1 The DL of a Binary Tree

Two kinds of information need to be encoded at the node a: the branch information
and the If-Then rule information. The DL for the former is mentioned in [8]. The
information for the rule l consists of 4 components: (1) {the number of attributes
used in the condition part}, (2) (attributes used in the part}, (3) (the attribute value
for each attribute in (2)} and (4) (the class in the conclusion part}. Before calculating
the DL of (1), we need to specify the "attribute-space" of each node in the binary
tree. From m cases in P, we obtain the frequency distribution of each attribute-value.
The corresponding attribute-space consists of a set of attributes each having at least 2
different attribute-values with each frequency of at least 1 case.

Suppose the space for node a has n attributes {Ai\i = 1,2 , n}, resulting from
P. The way to calculate the DLs for information (1), (2) and (4) are same as in [8].
and the paper explains how to calculate the DL of (3) in case of nominal attribute
only. Thus, we explain here how to calculate the DL for numerical attribute. For
numerical attribute Ai, the condition can be {? < Ai}, {Aj <?} or {? < 4i <?}•
Thus, Iog2 36*1 bits are necessary to identify which one to use. Suppose that m, is the
number of candidates for a cut-off value for the attribute Aj. When the condition is
{? < Ai} or {Ai <?}, another log2m,C'i bits are necessary. On the other hand, when
it is {? < Ai <?}, log2 2C1 bits are needed to indicate which one is encoded first, lower

JIn RDR, the rule consists of multiple attribute-value pairs and one class-value pair.
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if the encoded bits are decoded. Encoding the entire binary tree in top-down produces
the bit string for the class labels which are attached to each misclassified case in the
tree.

3.3 The MDLP for the RDR method

The bit string with the total DL (the sum of the DLs in Sections 3.1 and 3.2) encodes the
class labels for all cases stored in the KBS. Based on the MDLP for the RDR method,
the binary tree with the smallest total DL should be most accurate for prediction.
However, it is empirically known that most encoding methods tend to overestimate
the DL for the knowledge base compared with the one for the class labels for the
misclassified cases [5]. Thus, in general the following weighted sum is used to estimate
the total DL:

Total DL = (DL of Subsection 3.2} + W x (DL of Subsection 3.1} (1)

W is a weight and usually set to less than 1. In our approach W is set to 0.3 based on
our experience [8].

4 Knowledge Acquisition in Three Situations

4-1 Knowledge Acquisition from Human Experts

This situation is the same with the standard RDR method. A human expert is required
to select one or more elements from the D-list 3 and the selected ones are treated as
the condition part in the newly created node.

4-2 Knowledge Acquisition from Data Alone

misclassified case
cornerstone case

vl,2

vl,l

v2,l
v2,l

v3,2
v3,l

class:?
class:N

difference list = {vl,2 , not(vl,l) , v3,2 , not(v3,l)}

DL: in bits) (°°) Ino condition treated as infinity

not(vl,l) , not(v3,l) (55) (60) v3,2

(l29)|vl,2,v3,2|

Figure 2: Search by data alone

In this method, based on the MDLP, we want to search all possible sets of elements
from the D-list for a set with the minimum total DL.

The objective in our approach is to search for the set of conditions from the D-
list so that the total DL is minimized when it is utilized as the condition part in

3The list holds a set of conditions such that none of them is satisfied with the CS-case and that all
of them are satisfied with the misclassified incoming case.
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the newly created node. In our proposed search strategy, the greedy search is carried
out both from the most specialized condition to the misclassified case and from the
most general condition to it. The search process is terminated when the total DL is
captured in a local minimum. The proposed method enables to construct a knowledge
base from data inductively without human experts. Admittedly exhaustive search will
enable the construction of more accurate knowledge bases at the cost of much more
computation. However, greedy search is employed to narrow the search space and to
open the possibility for human experts to intervene with their high-level information
management capability.

Figure 2 is an example in which an input case misclassified by the so far grown RDR
tree has the attributes values {v1,2, v2,1 v3,2} and a CS-case whose node has derived the
false conclusion has the values {v1,1,v2,1, v3,1}- A detail of the search algorithm in the
lattice of elements in the D-list is omitted due to the space limitation, but it is a greedy
search. The search starts with a condition {v 1,2&v3,2} which is most specialized to
the input case, and it finds a condition {v1,2} that falls in a minimum total DL. The
search restarts with a condition {no condition} which is most general for the input case,
and it finds another condition {not(v^i}} that falls in a local minimum total DL. The
condition {v1,2} found by the search from the most specialized condition has smaller
total DL than the condition {no t ( v 3 i ) } by the search from the most general condition.
So finally the condition {v1,2} is selected as the condition part of a new node for the
incoming case.

4-3 Knowledge Acquisition from Both Data and Human Experts

We can integrate both IL and KA to jointly construct an RDR knowledge base. For
example, during the initial phase of KBS development, there is not enough data avail-
able and a human expert is the sole source of knowledge, but at a later stage we can
switch the source of knowledge to accumulated data without rebuilding the tree from
scratch. For another example, when both human experts and data are available, it
is possible to use both knowledge sources to construct a knowledge base. One way is
to start the search for condition part which is selected from the one selected from the
D-list by an expert so that both knowledge sources can be utilized effectively. This can
lead to finding a better condition from the viewpoint of MLDP, compared with the one
selected by the expert. Notice that we estimate only this latter integration setting in
Section 6.

5 The Knowledge Deletion for the Environmental Changes

Part of knowledge acquired previously may become useless when the class distribution
for the domain or the noise rate for the cases changes over time. Moreover, such invalid
knowledge may hinder efficient acquisition of new pieces of knowledge. A naive way to
cope with this issue is to discard the constructed knowledge base completely when such
a change is detected and to reconstruct a new knowledge base under new environment.
However, when the change is slow, it is difficult to detect. Moreover, since some part of
the knowledge base may still be valid for the new environment, it would be reasonable to
reuse such knowledge as much as possible. This section proposes the criterion to judge
if a node is worth to be kept and if not, how to delete the node from the knowledge
base.
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5.1 The Criterion to Estimate the Value of Knowledge

When the class distribution changes, the D-list may have no element even if the input
case is misclassified by the current KBS. In such a case, the standard RDR method
can't add a new node. Even if the list is not empty, it does not make sense to add
a node when no element in the list is judged as important by the expert. It may be
reasonable to treat the node that induced the misclassification as useless. However, if
the misclassification is brought about due to some noise in the input case, the knowledge
stored at that node can still be valid and the deletion might lead to inconsistency of
the knowledge base. Since the policy of the RDR method is to acquire a new piece of
exceptional knowledge based on the inconsistency of the input case with the current
knowledge base, the deletion of node should be carried out with caution: otherwise,
acquisition of exceptional knowledge cannot be carried out if such inconsistency always
triggers the deletion.

The proposed criterion in our approach is based on the assumption that a new node
is not to be added even if the input case is misclassified, when adding the node does
riot decrease the DL, and is carried out as follows. First, tentatively delete the node
which induces the wrong conclusion. The cases of the same class as the conclusion
part of the deleted node are also deleted (These cases are in O for the node a in
Section 3). Other cases of different classes, which were in the deleted node, are restored
and redistributed in the tree to their new last satisfied nodes. If the normalized 4 total
DL for the knowledge base after deletion is smaller than that of the current one, accept
the deletion. Otherwise, recover the current knowledge base by retracting the deletion
process.

5.2 Deletion of Node from a Binary Tree

The deletion of the node is carried out as follows.

(0) If the node to be deleted has a child below Yes branch, assign o. to the child. If
it has a child below NO branch, assign ß to the child.

(1) Delete the node from the binary tree.

(2) If there is a node labeled a, attach it below the node 7 as a child with the branch
label i and go to (3). If there is a node labeled ß, attach it below the node 7 with
the branch label i and terminate. If there is no nodes labeled a and ß, terminate.
Here, the node 7 is the parent node of the node to be deleted, and i is the label
(YES or NO) of the branch from the node 7 to the node to be deleted.

(3) Add the condition part of the deleted node to that of node a. If the node a has
a child below its No branch, reassign a to the child and go back to (3); if not, go
to (4).

(4) If a node is labeled ß attach it below the node a as a child with the branch label
NO and terminate. If there is no node labeled ß terminate.

4 Because the DL monotonically increases in proportion to the number of cases, comparing the total
DLs for knowledge bases with different number of cases makes no sense. Since the number of cases
stored in the knowledge base is different before and after the deletion, the total DLs to be compared
are normalized as DL/DLßand DLß/DLß. Here, DL' denotes the DL for encoding the true class
information for the whole cases in the current binary tree without using the tree information, i.e. using
the root node information alone.
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The above algorithm is illustrated in Fig. 4. Suppose that node No.2 is judged as
contradictory. First, the node is deleted from the tree. Then, node No.4, which is the
child node of the Yes branch, is connected to the Yes branch of node No.l. At the same
time, the condition "a", which is the premise of the If-Then rule in node No.2, is added
to node No.4. Next, the subtree below node No.3 is connected to the No branch of
node No.7. Finally, the condition "a" is added to node No.7. It is easy to confirm that
no consistency arises for the stored CS-cases by this reconstruction of the tree. The
illustrated process achieves the deletion of the CS-cases in a KBS and the cases which
support the If-Then rule attached to the case simultaneously.

Figure 3: A tree for explaining deletion algorithm

Figure 4: Deletion algorithm

6 Experiment

Experiments were carried out to investigate the effectiveness of the proposed method,
using 15 databases from University of California Irvine Data Repository [1] (see Ta-
ble 2). The class distribution of the problem domain were changed abruptly twice
during a simulation for the RDR system to acquire knowledge from the data and a
human expert incrementally. The accuracy of the knowledge base and the ratio of total
DL for the knowledge base are reported for comparison.

[Generation of change in class distribution]
class distribution from the original dataset X

A set of cases Xc

were generated 5
g with different
Then, they are

5To make X c h g , first, all cases in Xorg are sorted with respect to values in lexical order for nominal
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Table 2: Summery of data sets

Data Set
Name

Car
Nursery
Mushrooms
Krvkp
VotingRecord
BreastCancer
Splice
Image

#of
Case
1728
12960
8124
3196
435
699
3190
2310

#of
Class

4
5
2
2
2
2
3
7

#of
Attribute
Norn.* 6
Nom. 8
Nom. 22
Nom. 36
Nom. 16
Nom. 9

Nom. 60
Num.** 19

Data Set
Name

PageBlocks
PenDigits
Yeast
Pimalndians
GermanCredit
Cmc
AnnThyroid

#of
Case
5473
10992
1484
768
1000
1473
7200

#of
Class

5
10
10
2
2
3
3

#of
Attribute
Num. 10
Num. 16
Num. 8
Num. 6

Mix.*** 13/7
Mix. 7/2
Mix. 15/6

* Nominal attribute, ** Numerical attribute, ***This database
has two kinds of attributes: nominal attribute / numerical
attribute

individually divided into the 75% training data ( X t r a i n ,
,Xtes

tcg

n} and the 25% test
data (Xtest

org ,X
test

 chg . First, by treating Xorg as the original population, input cases
which are selected randomly from Xtrai

norg. are passed to the RDR system. When
the total number of cases passed to the system becomes equal to three times as
large as that of the original population, the population is changed to Xchg. After
that the system receives the cases drawn from the Xtrain

chg When the total number
of cases drawn from Xtrain

chg becomes three times as large as that of the population.
it is changed to Xorg again.

[Simulated Expert] Simulated Expert [3] (SE) is usually used instead of a human
expert for the reproduction of experiments and consistent performance estimation
in the RDR research community. Therefore, this paper follows this tradition. Note
that when Xtrain

org is the population, we make a If-Then rule set derived
from a decision tree constructed by standard C4.5 [5] using Xarg(XChg) to be
the SE. This means that the SE is a really good expert, and he/she can change
his/her knowledge according to the changes of an environment on the problem
domain. A set of elements selected from the D-list by the SE is defined as the
intersection between the list and the condition part of the If-Then rule in the
SE which predicts correctly the case misclassified by the RDR system at the KA
stage. For a numeric attribute, if there is an element in the D-list that satisfies
the inequality condition of the SE rule, this inequality is interpreted as an element
in the intersection. Thus, the condition which is nearest to the set selected by
SE out of the candidates in the lattice space illustrated in Fig. 2 is the starting
condition for searching. Note that no negative expression (not) is treated in the
If-Then rule set induced by C4.5. In order to be able to select negative conditions
also from the D-list, we binarized attribute- values and force the rule set to have
negative ones.

[Accuracy of the knowledge base] We examine the error rate of misclassified
case for the test data using the knowledge base at prespecified time points.
Note that we use the Xtest

org as the test data when the population is the
Xtrain

org-
 The RDR method is incremental, and a different ordering of in-

attributes and in ascending order for numerical attributes. Then, they are sorted in lexical order for
class label. Finally, the labels for (#of all cases #of classes -f- 10) cases are changed by shifting
them so that the class label for about 10% in Xorg is changed to neighboring class.
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put cases results in a different knowledge base of RDR [8]. Therefore, we repeated
the simulation 10 times, changing the parameter of random sampling for the input
case from the population at each simulation.

6.1 Results and Discussions

Figures 5 and 6 show one result out of 10 simulations for the dataset "PenDigits". For
each simulation the RDR system received 75000 cases. Two curves with marks in Fig. 5
indicate the change of accuracy of the proposed methods described in Subsections 4.3
and 4.2. Deletion of node was carried out based on the description in Section 5. The
other two curves with no marks are for the proposed methods without the deletion of
nodes. By comparing two curves for "SE&Data" and "Data" ("SE&Data&No_Deletion"
and "Data&No_Deletion") the error rate for the former method is fewer than that for
the latter up to the 25000th input case. The result shows that the condition which is
selected by SE is a good starting condition for the lattice search.

The class distribution was changed abruptly at the 25000th case and 50000th case
in the simulation. Such changes are reflected as the sharp increase in the error rate in
the figure, since the rate increases with the change of class distribution. The figures
also show that deleting the inconsistent knowledge from the knowledge base contributes
to reducing the rate.

20%

15000 30000 45000 60000
the number of input cases

75000

Figure 5: One of the 10 simulations for "PenDigits" (error)

The change in the ratio of DL for each RDR knowledge base is shown as the
four curves in Fig. 6. The two curves without marks show that the ratio decreases
monotonously through KA process while the class distribution does not change. Al-
though the ratio increases when the distribution is changed, however, it decreases after
the 25000th case in two curves: "DL for se&data" and "DL for data". This also suggests
that our deletion algorithm works well to keep the size of knowledge base concise. Note
that the method with the lowest ratio of DL has the lowest error rate, which confirms
the validity of the MDLP in RDR.
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0,10

15000 30000 45000 60000

the number of input cases

75000

Figure 6: One of the 10 simulations for "PenDigits" (DL)

Table 3 summarizes the results for 15 data sets at the end of each simulation when
the RDR system received all the cases. Out of the four methods, only the results for
two with deletion are shown here. The columns for % of cases represent the ratio
of cases which were kept inside the knowledge base with respect to the whole cases.
The ones for RDR represent the error rate of the knowledge base for the test data.
The decision trees were constructed by C4.5 using the cases held in the knowledge
bases at the end of simulation. The columns for C4.5 represent the error rate of such
decision trees. Moreover, the column for C4.5 with whole cases shows the error
rate of a decision trees using all input cases. For instance, the result for the dataset
"Mushrooms" suggests that knowledge from SE is effective since the method RDR
from SE and data shows the lower error rate than RDR from DATA only. Note
that all the values are the average of 10 simulations according to the reason explained
in [Accuracy of the knowledge base].

It is interesting to see whether cases matching to the current class distribution are
held in the knowledge base when all cases are input to the RDR system. For the dataset
"AnnThyroid", more accurate knowledge bases were constructed for RDR from SE
and data compared with C4.5 with whole cases. This probably is the result that
the deletion algorithm works well, and can delete the worthless knowledge with node
holding it. Other data sets where such a tendency is shown are "Nursery", "Krvkp"
and "Image".

Unfortunately, the error rate for RDR was high for some data sets with relatively
small number of cases (e.g., "Cmc" and "Yeast") compared with C4.5 with whole
cases. Since the KA and deletion in our approach are based on the MDLP, if only small
amount of cases are available, it is difficult to construct a knowledge base with high
predictive accuracy. Thus, our current conjecture is that the deletion algorithm tends
to delete too many cases, especially when the size of the original datasets is relatively
small. For instance, only 44.6% of the original cases were held in the knowledge base
for "Cmc" after deletion.
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Table 3: Summary of experimental results

Data Set
Car
Nursery
Mushrooms
Krvkp
VotingRecord
BreastCancer
Splice
Image
PageBlocks
PenDigits
Yeast
Pimalndians
GermanCredit
Cmc
AnnThyroid

RDR from SE and data
% of cases

95.3%
94.1%
93.0%
93.5%
95.6%
95.1%
90.4%
93.9%
93.0%
93.9%
56.6%
62.4%
72.2%
44.6%
95.9%

RDR
4.2%
3.0%
3.7%
2.3%
6.3%
4.6%
7.9%
2.6%
4.4%
3.5%

42.9%
26.0%
22.5%
47.9%
1.2%

C4.5
6.3%
2.7%
2.3%
3.1%
3.7%
5.3%
6.2%
3.3%
5.1%
3.8%

40.0%
23.0%
19.4%
43.5%
2.2%

RDR from data only
% of cases

95.2%
93.9%
93.9%
92.7%
95.3%
93.5%
74.9%
94.7%
90.9%
94.2%
62.2%
41.7%
73.5%
46.3%
95.2%

RDR
4.3%
2.9%
5.0%
2.0%
6.1%
4.9%
8.8%
5.4%
4.9%
5.0%

41.5%
33.3%
20.6%
47.4%
1.8%

C4.5
6.4%
2.7%
2.4%
2.2%
3.5%
4.7%
10.4%
3.8%
5.2%
4.5%

37.3%
24.5%
17.1%
42.5%
2.7%

C4.5 with
whole cases

6.8%
3.2%
4.5%
3.9%
3.2%
5.6%
9.1%
8.0%
5.8%
8.4%
24.2%
15.2%
14.4%
29.1%
5.0%

7 Conclusion

This paper has proposed a KA method which can adapt to the change in class dis-
tribution. The proposed method can be used to acquire knowledge either from both
human experts and data or from data alone. Experiments with artificial data showed
the effectiveness of the method. However, for some dataset with small number of cases
the results were actually bad. In addition, the experimental results suggest that dele-
tion of knowledge (nodes in the binary tree) contributes to holding the necessary cases
in the RDR system. As an immediate future plan, we intend to evaluate how RDR
algorithm performs when KA from a human expert and data is interleaved as described
in Subsection 4.3.
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Abstract. Visualization has proven its effectiveness in exploratory data
analysis and a high potential in knowledge discovery in databases. How-
ever, although visualization techniques have progressed dramatically in
the last decade, it can be seen that visual knowledge discovery still
remains in its infancy. While most visual KDD system focuses on visu-
alization of data and/or knowledge at the beginning and at the end of
the knowledge discovery process, there is currently very few systems pro-
viding interactive visual data mining, or visualization of the knowledge
discovery process, e.g., that are much more related to the active role of
the user in knowledge discovery. This paper describes our attempt in
this research line with a synergistic visualization of data and knowledge
in the knowledge discovery process.

1 Introduction

It is well known that there is no inherent superior method/model in terms of general-
ization performance. The No Free Lunch theorem states that in the absence of prior
information about the problem there are no reasons to prefer one learning algorithm
or classifier model to another. The problem of model selection—choosing appropriate
discovered models or algorithms and their settings for obtaining such models in a given
application—is difficult and non-trivial because it requires empirical comparative eby-
valuation of discovered models and meta-knowledge on models/algorithms. Unlike the
major research tendency that aims to provide the user with meta-knowledge for an
automatic model selection as described in the next section, in our view, model selection
should be a user-centered process, i.e., semiautomatic and it requires an effective collab-
oration between the user and the discovery system. In such collaboration, visualization
has an indispensable role because it can give a deep understanding of complicated
models that the user cannot have if using only performance metrics.

Visualization has proven its effectiveness in exploratory data analysis and a high po-
tential in KDD [3, 5]. However, although visualization techniques have progressed dra-
matically in the last decade, it can be seen that visual knowledge discovery still remains
in its infancy. While most visual KDD system focuses on visualization of data and/or
knowledge at the beginning and at the end of the knowledge discovery process, there is
currently very few systems providing interactive visual data mining or visualization of
the knowledge discovery process that are much more related to the active role of the user
in knowledge discovery. Visual knowledge discovery can be viewed as an integration of
two disciplines: information visualization and knowledge discovery. Information visual
techniques can be divided into three groups of data visualization techniques, distortion
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techniques, and dynamic/interaction techniques [5]. Each group has a large number
of different subgroups of techniques, for example, data visualization techniques include
geometric techniques, icon-based techniques, pixel-based techniques, hierarchical tech-
niques, graph-based techniques, 3D techniques, dynamic techniques, hybrid techniques:
the distortion techniques include simple distortions such as fish-eyes and complex dis-
tortions such as hyperbolic browser; and dynamic/interaction techniques include data-
to-visualization mapping, projections, filtering, linking and brushing, zooming, detail
on demand [2].

Many KDD systems provide visualization of data and knowledge, and different vi-
sualization techniques have been developed or adapted to the KDD process. CART
of Salford Systems has a 2D tree visualizer associated with a tree map that provides
an overview of the tree. Another 2D tree browser having good features of multi-level
dynamic queries and pruning is developed. System MineSet [1] provides several 3D vi-
sualizers, in particular a 3D Tree Visualizer. In [6] the authors developed an interactive
visualization in decision tree construction for supporting an effective cooperation of the
user and the computer in classification. D2MS shares many features with WinViz [5]
and Cviz [4] that both use parallel coordinates. WinViz allows the user to visually
examine a tabular database and to formulate query interactively and visually. Cviz is
an attempt to integrate visualization into the KDD process.

The goal of this work is to develop a research system for knowledge discovery with
visualization support for model selection. The system called D2MS (Data Mining with
Model Selection) provides the user with the ability of trying various alternatives of
algorithm combinations and their settings. The quantitative evaluation can be obtained
by performance metrics provided by the system while the qualitative evaluation can be
obtained by effective visualization of the discovered models.

Figure 1: Data visualization in D2MS: the top-left window shows the dataset, the bottom-left
window shows the original data view, the top-right window shows summarizing data view,
and the bottom-right window shows the querying data view.
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2 Visualization support for user-centered model selection

The visualization module is linked to most other modules in D2MS in particular those
directly concerned with model selection. It currently consists of a data visualizer, a
rule visualizer, and a tree visualizer (for hierarchical structures). These visualizers
are integrated to most methods mentioned above in preprocessing, data mining, and
postprocessing. We describe each visualizer with focus on its techniques and how it is
linked to the steps in the KDD process.

2.1 Data Visualization

We have chosen the parallel technique for visualizing 2D tabular datasets defined by
n rows and p columns. D2MS improves parallel coordinates in several ways to adapt
them to the knowledge discovery context. It is because when viewing a large dataset
with many attributes, particularly categorical attributes, the advantage of parallel co-
ordinates may lose as many polylines or their parts are partially overlapped, and certain
kinds of summarization might be needed. Also, the user often needs to see subsets of
the dataset in terms of cases and/or attributes.

2.1.1 Viewing original data

The basic idea of viewing a p-dimensional dataset by parallel coordinates is to use p
equally spaced axes—which are parallel to one of the screen axes and correspond to
attributes and the ends of the axes correspond to minimum and maximum values for
each dimension—to represent each data instance as a polyline that crosses each axis at
a position proportional to its value for that dimension. This view gives the user a rough
idea about the distribution of data on values of each attribute; in particular colors of
classes can show clearly how classes are distributed. The original stomach cancer data
(top-left windows in Figure 1) is visualized in the bottom-left window.

2.1.2 Summarizing data

This view is significant as the dataset may be very large. The key idea is not to view
original data points but to view their summaries on parallel attributes. As Win Viz,
D2MS uses bar charts in the place of attribute values on each axis. The bar charts in
each axis have the same height (depending on the number of possible attribute values)
and different widths that signify the frequencies of attribute values. D2MS also provides
interactively common statistics on each attribute as mean or mode, median, variance,
boxplots, etc. The top-right window in Figure 1 shows the summaries of the stomach
cancer data.

2.1.3 Querying data

This view serves the hypothesis generation and hypothesis testing by the user. It allows
the user to view subsets of the dataset determined by queries. There are three types of
queries: (i) based on a value of the class attribute where the query determines the subset
of all instances belonging to the indicated class; (ii) based on a value of a descriptive
attribute where the query determines the subset of all instances having this value, (iii)
based on a conjunction of attribute-values pairs where the query determines the subset
of all instances satisfied this conjunction. The queries can be determined by just using
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Figure 2: Rule Visualization in D2MS: the top-left window shows the list of discovered rules,
the bottom-left window visualizes the rule by parallel coordinates, the top-right window shows
the set of instances covered by the rule, and the bottom-right window visualizes this set.

point-and-click. The subset of instances matched the query is visualized in viewing
data mode and in summarizing data mode. The gray regions on each axis show the
proportions of specified instances on values of this attribute as shown in bottom-right
window in Figure 2.

2.2 Rule Visualization

A rule is a pattern related to several attribute-values and a subset of instances. The
importance in visualizing a rule is how this local structure is viewed in its relation
to the whole dataset, and how the view support the user's evaluation on the rule
interestingness. D2MS's rule visualizer allows the user to visualize rules in the form
antecedent —»• consequent where antecedent is a conjunction of attribute-value pairs,
consequent is a conjunction of attribute-value pairs in case of association rules, and is
a value of the class attribute in case of prediction rules. A rule is simply displayed by
a subset of parallel coordinates included in antecedent and consequent. The D2MS's
rule visualizer has the following functions:

2.2.1 Viewing rules

Each rule is displayed by polyline that goes through the axes containing attribute-
values occurred on the antecedent part of the rule leading to the consequent part of the
rule that are displayed with different color. In the case of prediction rules, the ratio
associated with each class in the class attribute corresponds to the number of instances
of the class covered by the rule over the total number of instances in the class. This
view gives a first observation of the rule quality.
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2.2.2 Viewing rules and data

The subset of instances covered by a rule is visualized together with the rule by parallel
coordinates or by summaries on parallel coordinates. From this subset of instances, the
user can see the set of rules each of them cover some of these instances, or the user can
smoothly change the values of an attribute in the rule to see other related possible rules.
These possible operations facilitate the user in evaluating the quality of this rule: a rule
is good if instances covered by it are not recognized by other rules, and vice-versa. The
rules for a class can be displayed together, and instances of the class as well of other
classes covered by these rule are displayed.

2.2.3 Rule visualization in model selection

There are several ways that support the user in evaluating the quality of the rule
together with other measure such as coverage and accuracy of the rule. For example,
two rules predicting a target class having the same support and confidence but the one
wrongly covered more instances belonging to classes different from the target class would
be considered worse. Figure 3 illustrates rule visualization in D2MS where the top-left
and bottom left windows display a discovered rule, and the top-right and bottom right
windows show the instances covered by that rule.

2.3 Tree Visualization

D2MS provides several visualization techniques that allow the user to visualize effec-
tively large hierarchical structures. The tightly coupled views display simultaneously a
hierarchy in normal size and tiny size that allows the user to determine quickly the field-
of-view and to pan to the region of interest. The fish-eye view distorts the magnified
image so that the center of interest is displayed at high magnification, and the rest of
the image is progressively compressed. Also, the new technique T2.5D is implemented
in D2MS for visualizing very large hierarchical structures.

2.3.1 Different modes of viewing hierarchical structures

D2MS tree visualizer provides multiple-views of trees or hierarchical structures.

• Tightly coupled views: The global view (on the left) shows the tree structure with
nodes in same small size without labels and therefore it can display a tree fully
or a large part of it, depending on the tree size. The detailed view (on the right)
shows the tree structure and nodes with their labels associated with operations
to display node information. The global view is associated with a field-of-view
or panner (a wire-frame box) that corresponds to the detailed view. These two
views are tightly coupled as the field-of-view can be moved around in the global
view in order to pan the detailed view. Also, when the detailed view is scrolled
the position of the field-of-view will be updated accordingly. The windows for
these two views can be resized by the user, and the field-of-view shape and size
will be automatically changed. The top-left and top-right windows in Figure 3
show the tightly coupled views of D2MS for the stomach cancer data.

• Customizing views: Initially, according to the user's choice, the tree is either
displayed fully or with only the root node and its direct sub-nodes. The tree
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Figure 3: Multiple views of trees: tightly coupled, fish-eye, overview, and T2.5D.

then can be collapsed or expanded partially or fully from the root or from any
intermediate node.

• Tiny mode with fish-eye view. Note that no current visualization technique allows
us to display efficiently the entire tree when it has, says, ten thousands nodes.
The tightly coupled views are extended with three viewing modes according to
the user's choice: normal size, small size and tiny size. The tiny mode uses much
more efficiently the space to visualize the tree structure, on which the user can
determine quickly the field-of-view and pan to the region of interest. It allows
the user to be able to see the tree structure while focusing on any particular part
so that the relationship of parts to the whole can be seen and the focus can be
moved to other parts in a smooth and continuous way.

2.3.2 Trees 2.5 Dimensions

The user might find it difficult to navigate a very large hierarchy, even with tightly
coupled and fish-eye views. To overcome this difficulty, we have been developing a new
technique called T2.5D (stands for Trees 2.5 Dimensions).

Different from tightly-coupled and fish-eye views that can be seen as location-based
views, T2.5D can be seen as a relation-based view in the sense that highlighted parts of a
tree are relations determined by queries. The starting point of T2.5D is the observation
that a large tree consists many subtrees that are not usually and necessarily viewed
simultaneously. The key idea of T2.5D is to represent a large tree in a virtual 3D
space (subtrees are overlapped to reduce occupied space) while each subtree of interest
is displayed in a 2D space. To this end, T2.5D determines the fixed position of each
subtree (its root node) in two axes X and Y, and in addition, it computes dynamically
a Z-order for this subtree in an imaginary axis Z. A subtree with a given Z-order
is displayed "above" its siblings those have higher Z-orders. When visualizing and
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navigating a tree, at each moment the Z-order of all nodes on the path from the root
to a node in focus in the tree is set to zero by T2.5D. The active wide path to a node in
focus, which contains all nodes on the path from the root to this node in focus and their
siblings, is displayed in the front of the screen with highlighted colors to give the user
a clear view. Other parts of the tree remain in the background to provide an image of
the overall structure. With Z-order, T2.5D can give the user an impression that trees
are drawn in a 3D space. The user can easily change the active wide path by choosing
another node in focus.

We have experimented T2.5D with various real and artificial datasets. In an ex-
periment, T2.5D can handle well trees with more than 20,000 nodes, and more than
1,000 nodes can be displayed together on the screen. Figure 3 illustrates a pruned tree
of 1795 nodes learned from stomach cancer data and drawn by T2.5D (note that the
original screen with colors gives a better view than this black-white screen).

2.3.3 Tree Visualization in Model Selection

In D2MS, visualization is integrated with the steps of the KDD process and closely
associated with the plan management module in support for model selection. The user
can have either views in executing a plan or comparative views of discovered models.

If the user is interested in following the execution of one plan, he/she can view, for
example, the input data, the derived data after preprocessing, the generated models
with chosen settings, the exported results. Thus, the user can follow and verify the
process of discovery by each plan, and change settings to reach alternative results.

With the three modes of viewing of data, D2MS integrates data visualization into
different KDD steps by displaying and interactively changing these views of data at
any time. Data visualization supports doing data preprocessing and examining the
relation between data and discovered knowledge. In the first step of collecting data
and formulating the problem, the user can and often need to view the original dataset
and its summarization. The visual analysis of collected data may help the user to
identify important or redundant attributes or new attributes to be added. The data
visualization has shown to be significant in the data preprocessing step that consists
of functions on data cleaning, integration, transformation and reduction. For example,
many discretization algorithms provide alternative solution of dividing a numerical at-
tribute into intervals, and the visual data query on the discretized attribute and the
class attribute can give insights for decision. The data visualization is also very signifi-
cant in data mining step with data query mode, and particularly in the evaluation step
in its synergistic combination with rule and tree visualization.

If the user is interested in comparative evaluation of competing models generated by
different plans, he/she can have multiple views on these models. The user can compare
performance metrics of all activated plans that are always available in the summary
table. Whenever the user highlights a row in the table, the associated model will be
automatically displayed. Several windows can be opened simultaneously to display
competing models in forms of trees, concept hierarchies, or rule sets. For example,
two rules predicting a target class having the same support and confidence but the
one wrongly covered more instances belonging to classes different from the target class
would be considered worse.
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Figure 4: Visualization in studying stomach cancer data.

3 Case-Study: Stomach Cancer Dataset

The stomach cancer dataset collected at the National Cancer Center in Tokyo during
the period 1962-1991 is a very important resource for research. It contains data of
7,520 patients described originally by 83 numeric and categorical attributes. These
include information on patients, symptoms, type of cancer, longitudinal and circular
location, serosal invasion, liver metastasis, pre-operative complication, post-operative
complication, etc. One problem to be investigated is to use of attributes containing
patient information before operation to predict the patient status after the operation.
The domain experts are particularly interested in finding predictive and descriptive
rules for the class of patients who "dead within 90 days" after operation among totally
5 classes.

Several well-known systems were applied to this dataset such as See5 and CBA[7],
but the obtained results are far from expectation. For example, See5.0 induces rules
with an average error of 30.5% on testing data, but with a very high false positive rate
of 98.9%. Similarly, CBA also gives poor results on the class "dead within 90 days'' even
when they produce a large number of rules with small thresholds. We have used visual
interactive LUPC to investigate the stomach cancer data, and found significant results
some of them are presented here, including preliminary analysis of data by visualization
tool, unusual findings in two extreme classes "dead within 90 days"' and "alive".

3.1 Preliminary analysis of data with visualization tools

The visualization tools in LUPC allow us to examine the data and to gain better insight
into complex data before learning. While the viewing mode of original data offers an
intuition about the distribution of individual attributes and instances, the summarizing
and querying modes can suggest patterns to be investigated, or to guide which bias could
be used to narrow the huge search space.

An illustration of identifying patterns is shown in Figure 4. It is well-known that
patients who have symptoms of "liver.metastasis" of all levels 1. 2. or 3 will certainly
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not survive. Also, "serosa_invasion = 3" is a typical symptom of the class "dead within
90 days". With the visualization tools, we found several unusual events such as among
2329 patients in class "alive", 5 of them have heavy metastasis of level 3, 1 and 8 of
them are of metastasis level 2 and 1, respectively. Moreover, the querying data allow
us to verify some significant combination of symptoms such as "liver_metastasis = 3"
and "serosa_invasion = 3" as shown in Figure 4.

3.2 Finding irregular rules in class "dead within 90 days"

It is common known that the patients will be died when liver metastasis occurs aggres-
sively. Other learning methods when applied to this datasets often yield rules for class
"dead within 90 days" containing "liver-metastasis" that are considered acceptable but
not useful by domain experts. Also, these discovered rules usually cover only a subset
of patients of this class. It means that there are patients of the class who are not
concerned with "liver_metastasis" and they are difficult to be detected.

Using visual interactive LUPC, we did different trials and specified parameters
and constraints to find only rules that do not contain the characterized attribute
"liver_metastasis" and/or its combination with other two typical attributes "Peritoneal_
metastasis", "Serosal_invasion". Below is a rule with accuracy 100% discovered by
LUPC that can be seen as rare and irregular event in the class.

Rule 8 accuracy = 1.0 (4/4), cover = 0.001 (4/6712)
IF category = R AND sex = F AND proximal_third = 3

AND middle-third = 1
THEN class = death within 90 days

3.3 Finding rare events in class "alive"

In KDD the prediction of rare events is coming to be of particular interest. Thanks
to the support for human interaction with data in LUPC, when supposing that some
attribute-value pairs may characterize some rare and/or significant events, LUPC allow
us examine effectively the hypothesis space and identify rare rules with any small given
support or confidence. An example is to find rules in class "alive" that contain the
symptom "liver_metastasis". Such events are certainly rare and influence the human
decision making. We found events in the class "alive" such as male patients getting
"liver_metastasis" at serious level 3 who can survive with the accuracy of 50%.

Rule 1 accuracy = 0.500 (2/4); cover = 0.001(4/6712)
IF sex = M AND type = B1 AND liver_metastasis = 3

AND middle_third = 1
THEN class = alive

4 Conclusion

We have presented the visualization techniques in the knowledge discovery system
D2MS for supporting model selection. We emphasize the crucial role of the user's
participation and visualization in the model selection process of knowledge discovery
and have designed D2MS to support such participation. Our basic idea is to provide the
user with the ability of trying various alternatives of algorithm combinations and their
settings, and to provide the user with performance metrics as well effective visualization
so that the user can get insight into the discovered models before making his/her final



238 T. Bao Ho et al. / Active Participation of Users with Visualization Tools

selection. D2MS with its visualization support in model selection has been used and
shown advantages in extracting knowledge from a real-world application on stomach
cancer data.
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Abstract. In this article, we discuss how the active mining system is
applied to the data in the real business world and point out the direc-
tion of research activities in future. First, we introduce a case of the
consumer behavior analysis in the market of nursing care goods. The
framework of the knowledge discovery process in database is then re-
viewed. Finally, we discuss the future prospect and direction of the
active mining research.

1 Introduction

In recent years, a great number of studies have been performed on data mining in various
fields such as mechanical learning. Active mining is a study to positively support the
creation of new knowledge in the entire process of knowledge discovery from acquisition
of data to the request of the user based on the results of basic research. However, for
the purpose of accomplishing the active mining, it is necessary to solve many technical
problems. In the present article, we have taken an example in the process of knowledge
discovery in the business field and have tried to clarify and identify the direction of the
research in future as it may be required in the business field.

The present article comprises the introduction of the case, the review of the research
relating to the process of knowledge discovery, case analysis, and discussion on the
research field. First, the results of the study are introduced, which was performed in
cooperation with some enterprises in the year 2000. An example is taken in consumer
behavior analysis in the market of nursing care goods. Next, the framework relating
to the process of knowledge discovery is reviewed from the conventional database. The
case is generally reviewed along these processes, and discussion is made on the study,
which is especially important in the business fields.

2 The Case of the Consumer Behavior Analysis in the Market of Nursing
Care Goods

In the spring, 2000, a common research was initiated by a project under cooperation of
a toiletry manufacturer A, a drug store chain B, Kansai University, Kyoto University,
and Osaka Industrial University, and regular meetings were held once per month. In
the first meeting, the brand manager of the company A introduced the categories to be
analyzed and pointed out problems and questions. From the firm B, POS data with ID
on 1,200 stores all over the country were provided, and the conditions were given for
the analysis of time series data of the customers.
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First, the members participating in the analysis, mostly university students, per-
formed detailed and complete research on the matters relating to the market. This
included: investigation on retail stores such as pharmacies and drugstores, investiga-
tion on hospitals and old people's homes, and survey on users. At the same time, the
students tried to learn basic knowledge of computer to acquire computer skill suitable
for the analysis.

The first analysis is a basic market analysis. Normally, the first analysis is generally
completed by simply providing the results in common sense unless the research staffs
have substantial knowledge in the specific fields. Based on these results, critical points
on the problems are elucidated through frequent communication with the people en-
gaging in the business activities at each site. In the present case, it was recommended
to share the information at regular meetings among the participants, and we acquired
professional knowledge of the persons in charge of marketing. Particularly important
was the knowledge relating to the combination purchase of the nursing care goods by
the consumers. Through qualitative investigation, they already had a hypothesis that
combination purchase is different for each individual consumer depending on the in-
tended purpose, the symptoms of the patients, the place of the stores, etc. Analysis
was carried out to demonstrate whether this hypothesis is true or not. The reason
why we have selected this market is that this market is expected to be one of the most
promising market with incessant growth in Japan where elderly population is rapidly
increasing.

The paper diapers for adults selected as the object for analysis in the present study
are roughly divided to four types: "pad", "flat", "pants", and "tape-fixed diaper". As
the result of analysis, it was found that most of the consumers were buying two or
more different types of goods. However, it was not possible to find a definite pattern of
combination purchase. In this respect, we tried to follow the data in detail. As a result,
it was made clear that there was a certain definite pattern in combination purchase in
the changes of time series pattern of purchase.

Before finding the pattern, it is essential to clearly define the combination purchase.
The combination purchase was divided to 3 categories depending on the symptoms of
the patients: "single use", "concomitant combined use", and "multiple use". Then, we
were able to find 7 typical patterns. These 7 patterns accounted for more than 60% of
all, and the other patterns were also more or less similar to one of these patterns. The
pattern thus found was characterized in that the purchase combination was changed
only once or less, and that "pad" was used concomitantly in all cases. Also, regardless
of the changes in the purchase pattern, it was made clear that "tape-fixed diaper"
and "flat type diaper" were purchased only in the cases of concomitant use with "pad".
Among the specialists including the developer of the goods, the pattern of these changes,
i.e. how the consumers change the purchase from one combination to another, was not
clearly recognized. Our discovery of new knowledge was started from this point.

When we analyzed in detail, it was estimated that the change of purchase pattern
was probably caused by aggravation of the symptoms. Regrettably, most of the patients
changed the purchase pattern as the symptoms were aggravated. That is, it was found
that "pad" and "tape-fixed diaper" to be used by the patients with severe symptoms
were purchased more often as the concomitantly used goods. The timing of such change
was also concentrated within one year from the first purchase. Also, it was discovered
that the timing of sales promotion was important. The analysis was continued further,
and when we analyzed how the customers with such purchase pattern contribute to
each store, it was found that, in the cases of single use, the customers were continuously
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visiting the store regardless of the type of goods they select. On the contrary, when
the customers changed the purchase to the goods of concomitant use and having higher
gross return, the customers did not visit the store any more. This may be attributed to
the facts that the symptoms of the patients were aggravated and there was no need any
more to visit the store or that the cost-consciousness of the customers became better
due to learning and the customers may have switched over to the other stores. Among
these rules, there was a rule that the customer ceased to visit the store as soon as they
began to buy paper diaper for infants, which are typical shopping goods.

This was initially started from the need to acquire information on the types of
combination purchase among the persons in charge of marketing, while unexpected and
wide variety of knowledge was obtained such as time series pattern changes, customer
characteristics, contribution of the customers to the store, etc. These types of knowledge
were not necessarily the knowledge requested by the firms during the process of analysis.
Many of these types of knowledge are derived from subjective view and personal interest
of the analyzer and from steady and sober analysis. This means that a specialist or a
professional does not necessarily discover important knowledge. These types of analysis
were made possible only by frequent and close communication between the marketing
staffs and the analyzers. This is only achieved by such tremendous and frantic efforts
as we often see, for instance, when our houses are ablaze in a fire, i.e. the efforts to try
to comply with the deadline of the presentation at the final meeting.

3 Knowledge Discovery Process in Database

Here, we wish to review the study of knowledge discovery process from database for
the purpose of discussing the above case. Metheus et al. [6] expressed the knowledge
discovery process in several steps and explained the entire model and the elements
of the knowledge discovery system. Major elements given by them are acquisition
and processing of data, extraction of pattern, formation of knowledge, evaluation, and
database to support these factors. In the framework of the knowledge discovery process,
emphasis is put on the interaction between the analyzer and the system [7, 8, 2]. In fact,
in the knowledge discovery, it is important how human factor intervenes this process [5].
They assert that it is necessary to clearly become conscious of the introduction of
professional knowledge.

Figure 1: Knowledge discovery process in database

Now, we wish to discuss the knowledge discovery process (Fig. 1) based on the study
by Fayyad et al. [3]. The knowledge discovery is initiated from the efforts to clearly
identify the ultimate purpose and to completely understand the field of application and
the related professional knowledge. Based on these data, the data sets necessary for
the discovery are extracted, and various attribute groups are prepared (preparation of
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target data). Normally, many noises are included in this type of data, and preprocessing
is performed by deletion and correction. Important attributes are estimated, selected
or prepared, and the adjusted and re-arranged data sets are prepared. By taking the
purpose of analysis and the characteristics of data sets into account, the most adequate
method is selected, and a really interesting patterns are extracted. Efforts are made to
comprehend the pattern discovered from the above steps and to go back to the step in
the middle of the way in some cases. While repeating trial-and-error, beneficial pattern
is extracted. This collection of patterns is converted to a meaningful new knowledge
through feedback of evaluation by the related persons in charge and by check-up with
the existing knowledge.

However, these series of conventional research have the focus on the study of the
knowledge discovery process with higher efficiency. This is because the studies in the
past were based on the assumption that, as seen in the study of human genome, due
compensation is given only to those who discovered at the earliest. In contrast, in the
field of management, the developed technique or knowledge is imitated within very short
time or the dominant position in competition is usurped by an alternative technique
in many cases [1]. Therefore, in order to continuously maintain dominant position
in competition, it is necessary not only to attain the discovery process with higher
efficiency but also to continuously discover the knowledge further [9].

Particularly important in the field of management is the fact that the knowledge
discovery process is realized and continued only in the business system and cannot be
firmly established without the business system. The business system can be roughly
divided to information system, organization system, and inter-company system, and it
is a system to accomplish the creation of values. The knowledge in the management is
to be created from interaction of those engaged in the business system, and sufficient
effects cannot be provided simply by grasping only one side of information technology.
In other words, an interesting knowledge is different from the knowledge beneficial to
the business. Unless there is a scheme to convert the discovered rules and patterns to
actual business action to execute these and to feedback to the system, these rules and
patterns are in no way beneficial.

4 Problems in the Study of Active Mining

In this Chapter, we try to elucidate important problems in the study of active mining in
future through the cases along the discussion of the knowledge discovery process from
the conventional database.

4.1 Setting of the Purpose

In the textbook on data mining, it is pointed out as important to clearly define the
purpose to utilize the data mining. However, it is very difficult to set up the themes.
and it can be defined only by enormous series of basic analysis. For this purpose, useful
opinions and findings must be acquired by fully understanding the rules of the duty and
by obtaining the know-how in the field of application in order to avoid misunderstanding
on the movement in the entire market. Tremendous series of trial-and-error in this stage
may provide a clue for the unexpected and new finding.

In the case under analysis, the initial setting of the themes was limited only to the
discovery of combination purchase. The setting of themes was frequently changed in
the course of analysis and it was brought to a position closer to the knowledge useful
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for the practice. Also, it seems to be important for the discovery of new knowledge
to flexibly change the setting of the themes through steady communication with the
situation at site and through reaction from the users without persisting on the initial
setting of the themes.

4.2 Manipulation of Gigantic Data

To perform basic market analysis after the purpose has been clearly defined, the data
are processed in order to analyze the initial data from various angles. Ideally, it is
desirable that the persons who have both practical knowledge useful at site and skillful
computer technique carry out the analysis. In fact, however, this is often executed
by an analyzer, who does not have sufficient computer skill, and it is very difficult to
handle gigantic mass of initial data.

Even for the skillful person with sufficient computer knowledge and experience in
analysis, the data handling task such as data cleaning may impose considerable burden
on the analyzer, and it is an important problem in the business field to reduce and to
turn this work to the one with higher efficiency. Even for the beginners of data mining,
it is important to develop analytical environment for easier handling of data. We have
developed a system architecture called "MUSASHI" and have successfully reduced the
burden of work by sharing the processing work between the analyzers as components [4].

The study of data mining is a study of effectiveness and efficiency of rule extraction
in most cases. The process of basic processing up to this goal is closely related with the
effectiveness. There have appeared several studies dealing with these problems in recent
years, while further development are required, and it is important to advance toward
standardization and to carry out development and analysis with higher efficiency.

4.3 Generation of Attributes

Normally, for the purpose of generating the adjusted and re-arranged data which are to
become the object of the data mining, various attributes are newly incorporated from
the initial data. The generation of these new attributes and their effectiveness depend
much on the factors such as human knowledge at site to process the data and experience
of analysis in the past. In particular, when we analyze complicated causal relation such
as consumer behavior, knowledge of goods and experience of analysis in the past make
up an important basis. Therefore, in order to carry out the process more efficiently,
it is essential to have a scheme to share the knowledge and the experience in the past
among the analyzers.

The attributes newly incorporated such as expression of knowledge in the case are
made up with the components generated by the system architecture "MUSASHI" as
described above. The newly generated attributes are designed in such manner that
these can be shared through WEB by MUSASHI and that all of the analyzers can
utilize them for higher efficiency. For instance, the attribute of the customer such as
repeated purchases of a certain commodity can be readily utilized in the new analysis.
In future, it would be necessary to introduce the results of the study such as automatic-
generation of new attributes and to carry out the scheme with high efficiency.
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4.4 Evaluation Criteria of Rules

There are also theoretical problems relating to evaluation criteria of the rules. Normally,
actual data contains noise and it is far from clean state. Also, distorted or deviated
data may be present in many cases. For instance, the customers who easily respond
to the direct mail usually account for 5-6 % (at the highest) of all, and positive-to-
negative ratio shows an extreme value. The distribution of the population is not known
in almost all cases. If a certain premise (normal distribution) is assumed, unexpected
error may occur in the analysis. Also, the problem of marketing is really diverse, and
it is difficult to adopt a fixed criterion for evaluation. In the past, we also used Gini's
index for the evaluation criterion, but it seems to be necessary to develop an optimal
criterion suitable for each case.

4.5 Creation of Business Action

Among the studies of data mining, there are relatively many, which aim the improve-
ment in accuracy and speed. These are naturally important factors, but the improve-
ment in the interpretation of the rules is also important. This is because, for the
purpose of incorporating the rules into practical business action and of carrying out
the rules, the people at working site must understand the importance. In the present
case, analysis has been performed mostly by the students and it was not possible to use
complicated mathematical formulae and rules. Rather, the results derived from such
analysis were easily understandable for the people at the working site. Ironically, the
results obtained through high-grade method were often neglected. In the study of data
mining, it appears that the studies on visualization of knowledge and expression may
contribute to the solution of these problems.

4.6 Framework of Knowledge Discovery Process

In the frameworks of knowledge discovery process by Fayyad et al. [3], typical process of
data processing and its cycle are basically expressed. However, it is difficult to obtain
useful suggestion for practical analysis from these frameworks. As the problems of
conventional frameworks, there are two important points: The first is the process of
knowledge conversion, and its details are not clearly expressed. The knowledge discovery
process is a process where various types of information and knowledge are integrated
and unified and are converted to new knowledge, while it is not possible to understand
this from the conventional frameworks. It is necessary to develop a new framework to
facilitate the understanding of more concrete details of knowledge conversion.

The second point is the problem relating to the procedure to introduce professional
knowledge. In the conventional framework, it is suggested that professional knowledge
is needed, but concrete suggestion on how to introduce such knowledge is lacking. It is
practically very difficult to adopt the evaluation of professional experts in all processes.
A strategy must be developed to introduce valuable professional knowledge into the
knowledge discovery process with high efficiency.

5 Conclusion

In the present article, active mining in the business knowledge discovery was discussed
through the case with special weight on the themes of future research. The case was
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discussed along the framework of the conventional knowledge discovery process, and
association with the research currently executed in the study of data mining and its
importance were emphasized. In future, we will try to solve these problems one by
one and will make every effort so that the study of active mining would extensively
contribute to the society.
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Abstract. Datascape surveys, introduced in a recent paper, provide a
way to overview data by organizing rules into a few principal rules and
their relative rules. When a rule illustrates a characteristic that is of
interest, the user naturally wishes to examine it in detail. This paper
develops a way of expressing rules topographically to guide surveys of
micro-datascapes. The cascade model was developed previously from
association rule mining, and has several advantages that allow it to lay
the foundation for a better expression of rules. One is that a rule denotes
local correlations explicitly, and the strength of a rule is given by the
numerical value of the BSS (between-groups sum of squares). This paper
briefly overviews the cascade model, and proposes a new method that
expresses the "ridges" of a rule; a ridge indicates the location of a sharp
decrease in the BSS value. Ridge information is useful in interpreting
the data distribution surrounding the supporting instances of a rule.
Application to a real medical dataset is also discussed.

1 Introduction

Datascape surveying is a new concept that was proposed in a recent paper [9]; it is
very helpful for understanding data using characteristic rules. The datascape refers
to the image of a dataset from the perspective of the analyst. The article proposed
four conditions for a datascape survey: it (1) generates rules from concise to detailed,
(2) quantifies a problem and a rule, (3) identifies the dependencies among the various
variables in the supporting instances of a rule, and (4) generates information related
to the rule. The cascade model was developed from association rule mining by the
author to provide a solution to some of these conditions [4, 5, 7]. I subsequently used
the model and developed a new set of rules suitable for datascape surveys [9]. That is,
numerous rules are first optimized to a smaller number of rules, which are organized
into a few principal rules and their associated relatives. The resulting rules meet the
above-mentioned requirements and proved useful in surveying a practical datascape.

In the cascade model, the LHS conditions of a rule are divided into main and
precondition clauses. The strength of a rule is measured by its BSS value, which is
computed from the distribution of dependent variables before and after application of
the main condition. This raises the question of whether this precondition is essential,
or does the rule show a fairly strong pattern without the precondition? This paper
answers this question by developing topographical expression of rule strength. By
recognizing and expressing the ridges that are caused by changes in the BSS around a
rule, information can be mined from the data,
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The next section briefly reviews the cascade model. I propose the ridge expression
of a rule to give a topographical view in Section 3, and Section 4 applies the scheme to
a medical diagnosis problem.

2 The Cascade Model

2.1 Cascades and the Sum of Squares Criterion

The cascade model was originally proposed by the author [4]. It can be considered an
extension of association rule mining. The method creates an itemset lattice in which
an [attribute: value] pairs are employed as an item to form itemsets.

Let us consider the trivial dataset shown in the sample data of Fig. 1, which dis-
criminates the Y value using two attributes. A and B. When we construct a lattice, the
nodes and links can be viewed as lakes and connecting waterfalls, respectively, as shown
in Fig. 1. The height of a lake is assumed to denote the purity of its class features, and
its area approximates the number of instances that support the itemset.

Sample data

A
a1
a2
a2
a1
a1
a1
a2
a2

B
b1
b1
b1
b2
b2
b2
b2
b2

Y
P
P
P
n
n
P
n
n

Figure 1: The cascades expression of a lattice

Since the concept behind the cascade model is to select the most powerful waterfalls
and to use them as rules, we need to define the power of a waterfall. Gini's definition
of SS (sum of squares) for categorical data in Eq. 1 provides a framework for the power
of a waterfall [2]. Imagine that the instances are divided into G subgroups. Then. TSS
(total sum of squares) can be decomposed into the sum of WSSg (within-group sum of
squares) and BSSg (between-groups sum of squares) using Eq. 2. if we define BSS9 as
in Eq. 3 [6]. I proposed using BSSg as a measure of rule strength. The BSS value per
instance is called dpot, as defined in Eq. 4, and this can be used as a measure of the
potential difference of a waterfall.
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TSS = E ( WSSg + BSSg )

In these equations, g designates a subgroup; the superscripts U and L indicate the
upper and lower nodes, respectively; n is the number of cases supporting a node; and
p(a) is the probability of obtaining the value a for the objecive attribute.

Figure 2 illustrates a sample of SS decomposition. Here, 1000 instances (p: 800,
n: 200) in the top node are split into two lower groups containing 800 (p: 760, n: 40)
and 200 (p: 40, n: 160) instances. We see that the sum of BSS and WSS for the lower
nodes equals TSS for the top node. The BSS value for the lower right node is much
larger than that for the lower left node. This means that this measure of rule strength
emphasizes the link to the subgroup showing a distribution opposite that in the upper
node.

Figure 2: Sample decomposition of the sum of squares

2.2 Rule Link in the Lattice

Powerful links in the lattice are selected and expressed as rules [5]. Figure 3 shows
a typical example of a link and its rule expression. Here, the problem contains four
explanatory attributes, A-D, and an objective attribute Z, which take (y, n) values.
The itemset at the upper end of the link contains item [A: y], and another item, [B: y],
is added along the link. The items of the other attributes are called veiled items. The
three small tables at the center show the frequencies of the veiled items in the upper
node. The corresponding WSS and BSS values are also shown.

The textbox to the right in Fig. 3 shows the derived rule. The large BSS (Z) value
is evidence of a strong interaction between the added item and attribute Z, and its
distribution change is placed on the RHS of the rule. The added item [B: y] appears as
the main condition on the LHS, while the items in the upper node are placed at the end
of the LHS as preconditions. When an explanatory attribute has a large BSS value.
its distribution change is also denoted on the RHS to show the additional dependency.
This information is useful for detecting colinearity among variables in the supporting
instances in the lower node.
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WSS
B 60 40 24.0
C 50 50 25.0
D 60 40 24.0
Z 40 60 24.0

B
C
D
7

BSS dpot
9.60 0.16
0.00 0.00
6.67 0.11
5.40 0.90

IF [B: y] added on [A: y]
THEN [Z] BSS=5.40 (.40 .60) ==> (.10 .90)
THEN [D] BSS=6.67 (.60 .40) ==> (.93 .07)

n WSS
B 60 0 0.0
C 30 30 15.0
D 56 4 3.73
Z 6 54 5.40

Figure 3: A sample link, its rule expression, and the distributions of the veiled items

It is not necessary for items on the RHS of a rule to reside in the lattice. We need
only itemsets [ A : y ] and [A:y, B:y] to detect the rule shown in Fig. 3, although we have
to count the frequencies of the veiled items. This is in sharp contrast to association
rule mining, which requires the itemset [A : y, B : y, D : y, Z : y] to derive the rule
in Fig. 3. This property makes it possible to detect powerful links dynamically before
constructing the entire lattice.

Combinatorial explosion in the number of nodes is always a problem in lattice-based
machine-learning methods. Since an item is expressed in the form [attribute: value],
the item distribution is very dense in the cascade model, making the problem more
serious. However, the above-mentioned property makes it possible to prune the lattice
expansion, allowing us to derive a rule from a link while avoiding the construction of the
entire lattice [7]. In fact, by deciding an inequality constraint for the BSS(Z) value.
and using this inequality as the pruning criterion, valuable rules can be found, even
when the number of attributes reaches several thousand.

2.3 Datascape and Organization of Rules

I introduced the new concept of datascape survey in a previous paper [9]. A datascape
is a perspective view of data from a user's viewpoint. I used the analogy of a variable
focus lens to point out the importance of datascape surveying. That is, we need to
obtain a global view of the data using a few rules, and then proceed to inspect details
of the datascape, guided by supplementary rules. However, typical mining systems.
such as association rule miners, generate numerous, unorganized rules, which do not
allow users to inspect their details.

My solution to this problem is to optimize the rules in the first step. That is. to
look for a stronger rule by a greedy search of conditions, using powerful links in the
lattice as starting seeds. As a result, a rule takes a local maximum BSS value, using
disjunction of features in the conditions. Moreover, several seed links converge to a
single rule, decreasing the number of resulting rules.

In the second step, I organize the rules into principal rules and their related rules.
For example, the difference between a pair of rules is sometimes the addition or deletion
of a precondition clause, or a pair of rules may be expressed by completely different
main and preconditions, but share most of their supporting instances. Since such pairs
of rules can be considered different aspects of a single phenomenon, the organization of
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these rules into a principal rule and its related rules helps users to examine the data.
The rules are organized using the relevance values computed from the overlap of

supporting instances among rules. Relevant rules are classified using the relevance of the
supporting instances at the upper and lower nodes. They are (1) ULrelative: relevant
at both nodes, (2) Lrelative: relevant only at the lower node, and (3) Urelative: relevant
only at the upper node.

The resulting expression of rules consists of a few principal rules, allowing a user
to grasp the global characteristics of the data quickly. If some interesting pattern is
found, its related rules guide a detailed survey of the datascape. This expression was
proved to be useful in an application to real-world data involving medical diagnosis.

3 Topographic Expression

3. 1 Analysis of BSS Changes

A rule derived from the cascade model extracts a group of instances specified by its
preconditions. There is a strong correlation between the feature in the main condition
and the distribution of the objective attribute in these instances. This raises the ques-
tion of whether this correlation is strictly limited to the instances in the precondition
region, or is roughly applicable to all the data.

Let us imagine a sample dataset and a rule derived from it, as shown in Fig. 4.
Here, attributes A and B have ordered categorical values ranging from 1 to 5, and the
Y values are pos or neg, of which counts are shown in the contingency table in Fig. 4.
This rule states that if A takes a lower-middle value range (2 - 3), then the probability
that the objective attribute Y is pos increases from 0. 62 to 0. 9, if the precondition [B:
2 - 3] is satisfied. Is Y correlated with A in a similar way, if B takes the value 1? What
happens if the value of B changes to 4 or 5?

Sample data (Y: pos/neg)
' B

1 2 3 4 5
10/10 14/6
14/6 18/2
14/6 18/2
10/10 6/14
10/10 6/14

14/6
18/2
18/2
6/14
6/14

10/10 10/10
10/10 10/10
10/10 10/10
10/10 10/10
10/10 10/10

IF [A: 2-3] added on [B: 2-3]
THEN Y: (0. 62 0. 38) => (0. 9 0. 1)

BSS BSS BSS BSS

bmax

(1) (2) (3) (4)

Figure 4: Sample BSS changes of a rule

Bar graph (1) in Fig. 4 shows the changes in the BSS value as the upper edge bmax
of B changes from 1 to 5, while the lower edge is fixed at 2; note that the number of
instances is equally distributed for all categories of B. The highest BSS value specified
by the rule is at bmax = 3. The BSS value decreases sharply as bmax moves to 4.
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If the correlation is approximately the same as that in the rule region, the resulting
BSS should be high, because it is proportional to the number of supporting instances.
This result indicates that the correlation between A and Y is much weaker than in the
rule region, when the value of B is higher. BSS also decreases when bmax decreases.
However, as this is simply because of the decrease in the number of instances, we can
say that the level of correlation in the rule region is constant.

Bar graph (2) shows the BSS changes when the lower edge of the B value. bmin.
is altered. The BSS decrease for higher bmin is again explained by the decrease in
instances, but it remains roughly the same when bmin moves to 1. From these two
graphs, we can conclude that a fairly strong correlation between A and Y holds for
B=l. and that the correlation is lost if the value of B increases to 4.

Bar graphs (3) and (4) show the BSS changes when we alter the edges of the main
condition, amax and amm, respectively. The decrease in BSS is gentle at amin = 1.
but it is very steep at amax = 4. The latter indicates that the Y value changes to neg
at this ridge.

The characteristic decrease in BSS values obtained here is useful for understanding
the datascape near the rule region. The next problem is how to extract and express
these characteristics.

3. 2 Ridge Detection and Expression

Let us introduce a variable X to denote the value range specified by the preconditions.
Then BSS is a function of X that takes a local maximum value BSS 0 at precondition
X0 of a rule. Suppose that n is a function of X that returns the number of instances
in X. If we consider X0 as a mountain peak on the map of X. we can draw contour
lines of BSS values. The interesting characteristics have steep slopes around the peak.
However, there is no simple way of expressing the contour of BSS on the map of X..
and some steep slopes are not interesting because they reflect only a decrease in the
number of supporting instances.

Let us call an interesting X region of decreasing BSS a ridge AX. This may be an
addition to or a deletion from region X, and n ( A X ) can take plus or minus values.

The problem is to extract ridges from the many steep slopes around a BSS peak.
When the precondition region changes from X to X + AX. the difference in the BSS
values is n ( A X ) • BSS(X)/n(X) if the probability distribution of Y is the same in AX
as in X.

To omit such an effect from the change in BSS, we employ the ABSSrate defined by
Eq. 5, normalized by n(AX) and by BSS(Xo)/n(Xo). as the criterion to judge whether
AX is a ridge. This expresses a kind of normalized gradient from X to X + AX.

BSS(X + AX) - (n(X + AX)/n(X)) - BSS(X) / B S S ( X 0 ]
ABSSrate = - iv \/ n ( X 0 )

ABSSrate < thres-ridge-rate (6)
> max(min-ins-ratio • n(X). min-instances) (7)

If ABSSrate is less than a threshold value, thres-ridge-rate (default value: -0. 3). as
shown in Eq. 6, AX is considered a ridge, as there is a sudden change in the probability
distribution of Y values when the instance range moves from X to AX. However.
AX might contain so few instances that the data fluctuation results in large negative
ABSSrate accidentally. Therefore, to recognize a ridge, another condition is added.
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Eq. 7, using 0. 1 and 5 as the default values of min-ins-mtio and rain-instances, respec-
tively.

The rule preconditions in the cascade model suggest the existence of adjacent ridges
by nature. However, from a rule itself we cannot know whether these ridges are very
steep or gentle. Once we recognize a sharp ridge, its region AX and the distribution of
Y values in AX are expressed, as well as its ABSSrate. The ridge information provided
is expected to contribute to the user's understanding of the datascape.

The next problem that we must consider is the search range of AX around the
precondition region. As shown in Fig. 4. changes in the upper and lower edges of all
ordered categorical precondition clauses should be included. We examine a value range
from the inside edge of a precondition to the end of its attribute value. Then, we select
AX as the ridge with the largest ABSSrate of the ridges satisfying Eq. 7. When a
precondition uses a nominal attribute, we need to examine BSSrate by deleting every
item that is present in the precondition and by adding every item that is absent from
it. Then all the Xs satisfying Eqs. 6 and 7 are described as ridges.

Neighboring regions of rule region X0 are found by introducing a new precondition.
That is, the edge of a new precondition can be cut in a manner similar to that of a
normal precondition. Detecting ridges that change with changes in the main condition
is also interesting, as discussed in the previous subsection. The above discussion applies
to this problem, if variable X is interpreted as denoting the value range at the lower
node specified by the main condition. We can expect a very sharp edge if there is an
interchange in the value of the objective attribute.

4 Application to Meningoencephalitis Diagnosis

I used the test dataset for meningoencephalitis diagnosis provided at the JSAI KDD
Challenge 2001 workshop [11] to detect ridges of a rule using the method proposed
in the previous section. The aim of the analysis is to determine whether disease is
bacterial or viral meningitis. It is already known that a diagnosis can be obtained
by comparing the numbers of polynuclear and morionuclear cells, but there should be
additional information related to the diagnosis. The cascade model has already been
used to analyze this data [8]. That analysis produced strong rules based on the number
of cells that contributed to the diagnosis, but the results were not easy to interpret.
Recently, I reanalyzed this data set and organized the resulting rules into principal and
related rules in order to facilitate the survey of the datascape [9]. This section shows
the results of ridge detection, and their interpretation, for those rules. I use the same
categories and parameters as used in [8].

We show three rules and their ridges in Fig. 5. They are selected from 17 principal
and relative rules in the previous results [9], because they have steep and interesting
ridges. The steepest ridge was found for Rule 7 at the top in Fig. 5. The rule employs
FEVER, LOG and BT&as precondition attributes, and denotes the percentage of bacteria
as rising from 27 to 85% if its main condition [CT-FIND: abnormal] is satisfied. It
also denotes that the main condition correlates with LOG-DAT, SEX, FOCAL and
CSF. PRO to varying degrees. For example, applying the main condition increases the
percentage of [LOG-DAT: +} from 20 to 77%.

I found five interesting ridges for this rule. The ridge description first denotes its
location around the rule. Pre, New and Low show that the ridge is in a precondition, a
newly introduced precondition and the main condition, respectively. I attach inside or
outside depending on whether a ridge AX is inside of the rule region A'0 or not. When
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Cases: 74 -> 13; BSS= 4. 311
IF [CT_FIND: abnormal]
added on [FEVER=<6] [LOC=<1]

THEN Diag2:
THEN SEX:
THEN LOC DAT:
THEN FOCAL:
THEN CT FIND:
THEN CSF PRO:

Ridge information
New:
New:
Pre:
Pre:
New:

inside
nside
ight-outside
ight-outside
nside

BSS: 4. 31
BSS: 2. 00
BSS: 4. 17
BSS: 1. 50
BSS: 8. 83
BSS: 1. 29

[FOCAL: +)
[LOC DAT:
[BT>39]
[FEVER>10]
[SEX: M)

(BT=<39)
0. 27 0. 73 ==
0. 61 0. 39 ==
0. 80 0. 20 ==
0. 88 0. 12 ==
0. 18 0. 82 ==

0. 85 0. 15
1. 00 0. 00
0. 23 0. 77
0. 54 0. 46
1. 00 0. 00

0. 09 0. 31
dBSSrate
-3. 69
-1. 57
-1. 43
-. 706
-. 644

0. 32 0. 16 0. 11 ==> 0. 23 0. 00 0. 31 0. 08
NewBSS
(1. 85)
(2. 07)
(3. 96)
(3. 44)
(0. 00)

Ridge Upper
0. 78 0. 22 / 9
0. 67 0. 33 / 15
0. 71 0. 29 / 14
0. 18 0. 82 / 17
0. 40 0. 60 / 45

Ridge
1. 00 0
0. 80 0
0. 75 0
0. 40 0
0. 85 0

0. 36
Lower
00 / €
20 /: c
2 5 / 4
6C / 5
15 / 13

Rule 5: Cases: 63 -> 7; BSS=
IF [CT FIND: abnormal)
added on [NAUSEA=<3J [STIFF=<3] [LOC DAT

THEN Diag2:
THEN HEADACHE:
THEN NAUSEA:
THEN ONSET:
THEN BT:
THEN FOCAL:
THEN CRP:
THEN CT FIND:
THEN CSF CELL:
THEN Cell Poly:

Ridge information
New: inside
Pre: outside
Pre: right-out side
Pre: left -out side
New: inside

Rule 1-UL2: Cases:
IF [CSF CELL>750)
added on [Cell

THEN Diag2:
THEN SEX:
THEN KERNIG:
THEN LOC DAT:
THEN WBC:
THEN CT FIND:
THEN CSF CELL:
THEN Cell_Poly:

Ridge information
Pre: right-outside
Pre: left -out side
New: inside

BSS: 4. 59
BSS:. 887
BSS:. 705
BSS:. 750
BSS:. 552
BSS: 2. 04
BSS: 1. 19
BSS: 5. 53
BSS:. 734
BSS:. 935

0. 19 0.
0. 13 0.
0. 68 0.
0. 08 0.
0. 22 0.
0. 83 0.
0. 60 0.
0. 11 0.
0. 11 0.
0. 22 0.

81
30
32
87
17
17
17
89
16
14

dBSSrate
[ FOCAL: + ]
[LOC DAT: +)
[NAUSEA>3]
[CSF GLU=<40]
[EEG FOCUS: +)

99 -> 15; BSS=

Mono=<750] [CSF
BSS: 8. 38
BSS: 1. 92
BSS: 1. 51
BSS: 1. 51
BSS: 1. 25
BSS: 1. 81
BSS: 6. 85
BSS: 6. 21

-2. 86
-2. 78
-1. 71
-1. 40
-. 528

8. 381

PRO>0]
0. 25 0.
0. 58 0.
0. 28 0.
0. 72 0.
0. 06 0.
0. 25 0.
0. 14 0.
0. 29 0.

75
42
72
28
30
75
20
17

dBSSrate
[Cell Mono>750]
[CSF PRO=<0]

-2. 74
-1. 69

[CT FIND: abnormal) -. 839

: -1 [CSF GLU>40]
= = > 1.
0. 25 0.
0. 00 ==
0. 02 0.
0. 37 0.
= = > 0.
0. 10 0.
==> 1.
0. 22 0.
0. 25 0.

00
13
>
03
13
29
13
00
24
27

NewBSS
(1. 50)
(2. 51)
(3. 76)
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Figure 5: Sample rules with ridge information

the ridge attribute is ordered categorical, right or left is shown to indicate whether
the ridge is at the upper or lower edge of the region, respectively. Then, the ridge
is described by an [attribute: value] pair, followed by its ABSSrate and BSS(X+AX]
values. Shown at the end of a line are the distributions of the objective attribute values
and the numbers of supporting instances in the ridge regions of the upper and lower
nodes.

First, I interpret the third ridge [BT>39] for the sake of simplicity of explanation,
although the first ridge is the steepest. For the third ridge. ABSSrate is -1. 43 and
adding 14 instances with higher BT values decreases the BSS from 4. 31 to 3. 96. The
distribution of data selected by the preconditions [FEVER < 6. LOC < 1] is illustrated
in Fig. 6. (1); the x- and y-axes denote ridge attribute BT and main condition attribute
CT-FIND, respectively, and bacteria/virus regions are shown as black/white areas in
each bar, respectively. Applying the main condition involves selecting the lower bars,
and two right-most bars in the figure are the detected ridge. The correlation between
the main condition [CT. FIND: abnormal] and the bacteria/vims ratio is seen by the
increase in the black bacteria region in the 4 bars at the lower left. The ridge information
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tells us that the rise in the percentage of bacteria on applying the main condition
diminishes sharply in this ridge region (71% —» 75%). We can reconfirm the existence
of the ridge by inspecting the bacteria/virus ratio near the ridge in the Figure. Similar
ridges exist around the other two preconditions as expected, but the [LOG > 2} area
contains only 4 instances and is not recognized as a ridge,

CTJIND CT. FIND CTJIND CT. FIND

20 normal 55 M * normal

-36 >36 >37 >38 >39 F M
BT FOCAL LOG DAT SEX

(1) (2) (3) (4)

Figure 6: Distribution of bacteria(black)/virus(white) around the ridges of Rule 7

The steepest ridge shown in the top row is the introduction of a new precondition
[FOCAL: +]; where BSSrate is -3. 69 and BSS decreases from 4. 31 to 1. 85. Unlike
the ridges already interpreted, this ridge is contained in the region defined by the
preconditions. The omission of 9 instances in this ridge lowers the BSS value greatly.
The distribution of data is illustrated in Fig. 6. (2) using FOCAL and CT. FIND as
the x- and y-axes, respectively. Application of the main condition means selecting the
lower two bars, where the ratio of the black bacteria region increases greatly. A weaker
correlation between the main condition CT-. FIND and the ridge attribute FOCAL is
understood by the relative heights of the 4 bars, neglecting their colors.

The ridge region is depicted by the two left bars in the Fig. 6. (2). The bacteria
percentage in the ridge rises from 78 to 100%; this is much gentler than that of the
entire region of the rule. This ridge indicates that excluding the instances in the two
left bars greatly decreases the discrimination power of the main condition. Unlike
ridge [BT>39], omission of this ridge from the rule region lowers BSS. Therefore, we
should interpret this ridge as containing the data that most powerfully discriminate
bacteria/virus by the main condition. The importance of this ridge is indicated by the
fact that 6 out of 11 bacteria instances exist in the lower left bar of the two lower bars.
In conclusion, this ridge indicates that the distribution of the bacteria/virus ratio is not
uniform along the attribute FOCAL, and that we must be careful in applying this rule
to instances with [FOCAL: -}. The distributions of the other ridges, [LOC-DAT: +]
and [SEX: M], are also shown in the Fig. 6, and can be interpreted in a similar way.

Wrhy doesn't the complementary region [FOCAL: —] appear as a ridge? Employing
this region as a ridge results in a very low BSS (0. 30). However, BSSrate is also
lowered to -0. 06 because of numerous instances in the ridge region, and hence it is not,
shown as a ridge. We can say that an instance with [FOCAL: +] has a larger effect on
the BSSvslue than one with [FOCAL: –].

We can find another typical example of a ridge in Rule 5 in Fig. 5. This rule has the
same main condition as Rule 7, but it shares no supporting instances at the lower node.
The second ridge, [LOC-DAT: +], is outside the rule region for a nominal attribute. It
adds 16 instances, but their bacteria/virus ratio changes little, leading to a sharp ridge.
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Its distribution is shown in Fig. 7. (1).

CT. FIND CSF. CELL

normal

<300

abnormal

+ - <50 <125 <300 <750 >750
LOC. OAT Cell. Mono

(1) (2)

Figure 7: Distribution of bacteria(black)/virus(white) ratio around the ridges of Rule 5 and
Rule 1-UL2

One of the ULrelative rules of Rule 1, shown at the bottom of Fig. 5. has an-
other interesting ridge: [CelLMono > 750]. Fig. 7. (2) shows the distribution us-
ing the attributes in the main condition: [CSF-CELL > 750} and a precondition
[CelLMono > 750]. There are no instances in the lower right region, as CSF-CELL
is defined by (Cell-Mono + CelLPoly). Black bacteria boxes appear only in the upper
left part of the figure. The top right-most bar is the ridge region, where the distribution
is the opposite of that in the rule region, leading to a sharp ridge.

There were many other ridges in addition to those shown here, but a more detailed
interpretation is beyond the scope of this paper. We can conclude that ridge information
is effective for mining valuable knowledge from rules efficiently.

5 Conclusion

This paper defines ridges of BSS values based on the cascade model. The omission or
addition of data in a ridge has a large effect on the BSS values of a rule, and hence is
of importance in a detailed analysis of the data. The results of application to a real
medical data set showed that sharp ridges can be extracted by this method. Combined
with the visualization technique, the details of the datascape in and around a rule can
be recognized. These results cannot be reached by using visualization alone, as the
search space is too large to be inspected by a human expert. The method proposed
in this paper can pinpoint a place in a high-dimensional data space, making detailed
analysis of data possible. This will surely invoke an active reaction from users and will
lead to the redesign of the overall framework of the mining task.

Let us consider a high-dimensional data space. A conventional rule indicates the
existence of some characteristic pattern in the space resulting from the conjunction of
the condition clauses. This knowledge corresponds to the position of the mean for a
group of data with the characteristic pattern. The separation of the main condition
from the rest of the clauses helps to carve the sharp relief of the data against the
distributions specified by the preconditions. This step corresponds to recognizing the
most important axis in the space. In this sense, a ridge as defined in this paper can be
considered as an attempt to detect some kind of higher order bias in the data space.

The field of association rule mining has explored several directions, aside from speed-
ing up the mining process. One aim is to reduce the number of rules, thereby reducing
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the load that a user faces in examining numerous rules [10, 12]. Another direction is to
incorporate new semantics to the link in the lattice, leading to novel knowledge [1, 3].
However, no works have facilitated the microscopic analysis of data, I expect that the
direction indicated in this paper will lead the way to a fruitful research area in active
mining that invokes active user reactions.
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Abstract. The process of concept formation changes as strategy changes.
For creatively forming concepts, a strategy specially tailored for that
purpose should be adopted. The authors have been claiming that a
change in representation is as effective as a change in strategy. This
study performed a microscopic analysis of cognitive process, especially
with a focus on how the strategy changes as representation changes. To
be more specific, we have built an experimental online-shopping system
called S-Conart (Concept Articulator for Shoppers) and conducted an
experiment to compare two ways of representing information, that is,
spatial and listing representations. Especially, we have made a detailed
analysis of cognitive process of users doing their shopping. The results
of this study justify our hypothesis that a change in representation has
similar effects as a change in strategy. This study can be a basis for
successful support of daily activities such as online-shopping.

1 Introduction

When observing human behavior in the actual purchase activities, the underlying men-
tal process may be roughly categorized into the following two types: problem-solving
and concept-formation. When customers follow the problem-solving type, they have
clear image and functional requirements on desired products, and perform problem-
solving in a way that they look for the products which meet their requirements. When
they follow the concept-formation type, on the other hand, they only have vague re-
quirements on their needs, and try to make a gradual clarification and/or refinement
of their requirements through the interaction with salesclerks.

Most of existing online shopping sites assume that customers' requirements have
been already determined [6]. That is, they only target the problem-solving type of
purchase. This study aims at developing online shopping systems which can help the
customers make a concept-formation type of purchase. Its purpose is specifically to
establish information presentation methods to effectively support the customer's con-
cept formation process, and to build the design methodology for Human-Computer
Interaction (HCI) to realize them.

This study started with observing human behavior in the actual purchase activities.
Then, the protocol analysis of actual conversation between the customer and salesclerk
revealed that appropriate information given by the clerk in a timely manner often causes
the customer's focus to be changed to lead the change of their search goal itself in their
decision-making process when shopping. It also found that this interaction is effective
in decision-making for the concept-formation type of purchase [7].
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Based on these knowledge acquired from the analysis of human behavior in the
actual purchase activities, this study has created a system, called S-Conart(CONcept
ARTiculator for Shoppers), to support the concept-formation type of purchase. The
authors are developing a system which puts special emphasis on the appropriate infor-
mation presentation to support the customer's concept formation instead of replacing
human communication with HCI as is [8].

This paper describes the system overview of S-Conart, and introduces the result
of the experiment conducted with S-Conart. We conducted an experiment to com-
pare two ways of representing information, that is, spatial and listing representations.
Especially, we have made a detailed analysis of cognitive process of users doing their
shopping. Through this experiment and its analysis, the authors argue that changing
the content and/or presentation method of information provided by the system can
bring an equivalent change to the human mental world, although it is in the different
form from the human-human interaction. The results of this study justify our hypoth-
esis that a change in representation has similar effects as a change in strategy.

This paper also includes related studies and mentions what should be addressed in
the future.

2 System Overview

The goal of this study is to investigate the effect of online-shopping system's interface
on the consumers' purchase behavior, especially decision-making process for item se-
lection. Comparative control experiments will be performed from various aspects on
what information and how it should be presented to consumers. Currently, an exper-
iment is being conducted to compare two styles of interfaces, i. e. spatial arrangement
and listing. Each of Figure 1 and Figure 2 shows one of screens of our experimental
online-shopping system called S-Conart (CONcept ARTiculator for Shoppers). At this
moment, the experiment only deals with Japanese sake as product items and creates
for use a database consisting of sake data with 12 attributes and of 193 kinds.

Previous researches have verified that the spatial-arrangement style of presentation
is useful for creativity support [4, 9]. Therefore, also in online shopping, information
presented through the spatial arrangement may be expected to promote customer's
decision-making during shopping. Especially if there are many kinds of items available,
representing their interrelationship as a spatial image may cause underlying information
to be a trigger to help the customer's mental leap.

Accordingly, this study applies the spatial arrangement to our experimental online-
shopping system called S-Conart [8], which is often used in the studies of creativity
support, and takes an approach that places items on a two-dimensional space using
multi-dimensional scaling method (MDS) to indirectly show the relationship between
them. This approach calculates distances between individual items based on the sim-
ilarities between them and represents degrees of similarity between their attributes as
spatial geometric relationship (i. e., distance) between them. By comparing this spatial
arrangement style of representation with the selecting-from-list style, this study will
verify the usefulness of the spatial arrangement for customer's mental leap in decision-
making during shopping.
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Figure 1: Listing style interface of S-Conart

3 Experiment

Through the experiment of choosing sake as an item, the difference in human cognitive
process between using spatial arrangement and listing as a presentation style will be
examined.

3. 1 Subjects

The content of the experiment was designed based on a preliminary experiment on
students in our lab as subjects and then the main experiment was performed for eight
subjects. These subjects are grouped as shown below based on the familiarity with
computer/interface and the interest in and knowledge of sake as a target item. These
criteria were categorized from responses to the pre-experiment questionnaire.

• group 1 (subject 1, 2): much familiar with computer/interface; much interested in and
knowledgeable about sake as a target item.

• group 2 (subject 3, 4): little familiar with computer/interface; much interested in and
knowledgeable about sake as a target item.

• group 3 (subject 5, 6): much familiar with computer/interface; little interested in and
knowledgeable about sake as a target item.

• group 4 (subject 7, 8): little familiar with computer/interface; little interested in and
knowledgeable about sake as a target item.

3. 2 Procedure

Each subject was given a document describing the content of the experiment and as-
signment and then followed the procedure shown below to perform their respective
experiment.

1. Fill in the questionnaire before starting the experiment. (15 min. at the maximum)
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Figure 2: Spatial-arrangement style interface of S-Conart

2. Use listing or spatial arrangement style of representation to do the assignment #1. (30
min. at the maximum)

3. Have an interview and respond to a questionnaire regarding assignment #1. (60 min.
at the maximum)

4. Break. (10 min. )

5. Use a different style from the one used in step 2 to do assignment #2. (30 min. at the
maximum)

6. Have an interview and respond to a questionnaire regarding assignment #2. (60 min.
at the maximum)

Two kinds of assignments were used in the experiment. The subjects were given
the instructions describing the purpose, procedure, notes and so on of the experiment
as well as the assignment descriptions shown below.

Assignment #1 Choose appropriate Japanese sake for your home party with your friends of your
generation (about six persons including you, both men and women). Suppose it is in winter and
strongly seasoned Ishikari-nabe is scheduled for a meal. Choose three bottles of sake in total
such that the amount is within ten thousands yen.

Assignment #2 Supposing that a welcoming party will be held in your office (your lab or seminar
if you are a student) in April, choose appropriate Japanese sake for the occasion. About 15
persons will participate in the party. Suppose that there will be a wide range of participants in
terms of age and taste, ranging from those who are sake drinkers to those who don't drink it at
all. The budget is fifteen thousands yen. The number of bottles is not specified, however, buy
at least three bottles for such many participants. You may buy more than one bottle of same
kind of sake.

Among two subjects in each group, one used the listing style to do assignment
#1 and used spatial arrangement style to do assignment #2. The other used spatial
arrangement style to do assignment #1 and used listing style to do assignment #2.
What was happening during doing assignments was shot with a video camera. When
each subject has an interview regarding their assignments, viewing this video and their
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Table 1: Grouping of the unit cognitive process used for our protocol analysis
category name description example

conceptual

functional

perceptual

physical

plan
decide
compare
investigate
remember
confirm
look
read
select
set
display
explore

plans actions
determines actions
compares objects
evaluates and examines objects
remembers objects
confirms objects
looks at objects
reads objects
Selects objects
sets values
displays the result
performs operations for exploration

PlanHowToSelect
DecideToSelect
CompareDatas
InvestigateData
RememberAttribute
ConfirmAttributes
LookAtList
ReadData
Selectltem
SetAttribute
DisplaySpace
ExploreSpace

operation history stored in the system, they were asked for as detailed explanation as
possible about why they performed each operation and what they had in their mind at
that time. What they answered was recorded and used for the protocol analysis.

4 Result of analysis

4. 1 Method of Analysis

Referring to a protocol analysis technique used by Suwa for the cognitive process in the
architectural design domain [10], this study divided the cognitive process during item
selection (purchase) using our experimental system into the four levels of conceptual,
functional, perceptional, and physical to define the unit cognitive processes as shown in
the Table 1. Following these unit cognitive processes, the behavior of subjects when they
used the spatial arrangement and listing styles of interface was analyzed microscopically
to draw the transition diagram of their cognitive process [1]. Then, the difference in
the process between when using the two styles was examined through the diagram.

4-2 An Example with Listing-Style Interface

Figure 3 is a transition diagram to show a part of the cognitive process when a subject
did his/her assignment using the listing style interface.

For selecting items, a subject must first plan what items to select according to
what policy (Plan How To`Select). After reading and considering the description in the
assignment, the subject shown in this figure came to the conclusion that "a sake from
Hokkaido suits Ishikari-nabe as a main dish" and "inexpensive and popular Ginjo-
shu 1 would be better for the casual party. " Once he/she has determined the plan for
selection, he/she first selects attributes according to the plan. The cycle (1) in the figure
represents the process where viewing the attribute selection screen (Look At Attributes),
the subject repeats several times his/her tasks to set required attributes and their ranges
(Set Attribute). After setting the attributes, he/she confirms them (ConfirmAttributes)
and has the result displayed (Display List).

is a quality sake brewed from the finest rice.
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Figure 3: An example of the cognitive process when using list style

Next, viewing the resultant list (LookAtList) - the listing region is often larger than
the screen, in which case, moving up and down (ExploreList) to perform this action -,
the subject clicks the names of items of his/her interest to browse these item data and
make a comparative examination of them. The cycle (2) in the figure represents the
process where viewing several item data (Selectltem, ReadData), the subject compares
them (CompareDatas) to examine for promising item data (InvestigateData).

In the case shown in the Figure 3, the subject chose to buy nothing yet (DecideNot-
ToSelect) because "nothing favorite was found in spite of viewing several item data. "
And, he/she thought "Ginjo-shu is expensive and hard to meet the criteria, " decided to
"loosen the criteria and search for other sake than Ginjo-shu as well" (PlanHowToSelect)
and then returned to the attribute selection screen to redo the task (LookAtAttributes,
Set Attribute).

4. 3 An Example with Spatial-Arrangement Style Interface

Figure 4 is a transition diagram to show a part of the cognitive process when a subject
did his/her assignment using the spatial-arrangement style interface.

The subject in this figure thought that "the space to be displayed should reflect
preferably the difference in taste" during the prior process, decided to "construct the
space with attributes likely to have a strong relationship with the taste, " selected those
attributes, and then displayed and examined the result.

As a result, finding that "the space is not easy to view and the price and kind should
be specified as well, " the subject chose to use the focusing functionality and decided that
"reasonable Ginjo-shu from northern regions should be focused" (PlanHowToSelect).

Once the policy has been established, attributes are first selected accordingly. The
cycle (1) in the figure represents the process where viewing the attribute selection screen
(LookAtAttributes), the subject repeats several times his/her tasks to set required
attributes and their ranges (SetAttribute). After setting the attributes, he/she confirms
them (ConfirmAttributes) and has the result displayed (DisplaySpace).
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Figure 4: An example of the cognitive process when using spatial arrangement style

Next, viewing the space displayed (LookAtSpace) - the space is often larger than
the screen, in which case, moving up and down (ExploreSpace) to perform this action -,
the subject clicks the names of items of his/her interest to browse these item data and
make a comparative examination of them. The cycle (2) in the figure represents the
process where viewing several item data (Selectltem, ReadData), the subject compares
them (CompareDatas) to examine for promising item data (InvestigateData).

In the case shown in the Figure 4, the subject decided to try to display with a
focus on Junmai-shu 2 (PlanHowToSelect), because while looking at items colored or-
ange in the focused view, an item (colored blue) not corresponding to the current view
caught his/her attention (LookAtltem) and then clicking it to view the data (Selec-
tltem) showed that it is Junmai-shu, which inclined him/her toward Junmai-shu. Thus,
he/she returned to the attribute selection screen to redo the task (Look At Attributes,
Set Attribute).

4. 4 The Effect of Spatial Arrangement

The example with listing style interface in the Figure 3 shows that the process make a
sequential transition from planning to action, evaluation & examination, determination,
plan reexamination, and so on. To the contrary, the example with spatial-arrangement
style interface in the Figure 4 shows that something that catches the subject's attention
before coming to the conclusion, i. e., before making some judgement at the conceptual
level, affects the subject's mental process to cause a change in the plan.

Thus, the cases which have a direct transition from lower level cognition to the next
plan before coming to the conclusion at the conceptual level were extracted and counted
from protocol data for all of eight subjects. Table 2 shows the result. This shows that if
spatial arrangement is used, another item which happens to catch the subject's attention
often triggers a shift to a different plan in all subject groups. If listing representation is
used, it could be a matter of course that such an effect is not frequent because only items
matching the criteria are presented, however, it may be of significance that the effect of

2 Junmai-shu is a sake brewed from the pure rice.
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Table 2: Number of the direct transitions from lower level cognition to the next plan

(a) List style interface
Triggered by

Group 1
Group 2
Group 3
Group 4

LookAtAttributes
0
0
0
0

LookAtList
0
0
0
0

ReadData
2
1
0
0

ReadHelp
1
2
2
1

Read Log
0
0
0
0

Total
3
3
2
1

(b) Spatial arrangement interface
Triggered by

Group 1
Group 2
Group 3
Group 4

LookAtAttributes
0
0
0
0

LookAtList
5
6
2
2

ReadData
1
0
1
0

ReadHelp
0
2
1
1

ReadLog
0
0
0
0

Total
6
8
4
3

the spatial arrangement could be recognized as a difference in transition pattern in the
unit cognitive process in terms of whether or not the determination at the conceptual
level is undergone.

The Table 2 also shows that the effect of spatial arrangement as mentioned above
is more frequently observed in subjects belonging to group 1 and 2. This may suggest
that in case of subjects with much knowledge or interest in target items, something
which happens to catch their attention is quite likely to trigger a call for the attention
causing a transition to the next plan. To the contrary, in case of subjects with little
knowledge or interest, "item which happens to catch their attention" may be less likely
to be selected, and even selecting it to view its data may less frequently trigger an
inspiration. The difference in the familiarity with interface such as spatial arrangement
style may have no effect.

Other than spatial arrangement, what is described in the help information also has
proved to have a great deal of effect as a trigger. An example of the trigger by help
information might be the case where reading a help because of no knowledge about the
degree of sake causes a user to notice its importance and add it to the criteria.

5 Related Work

It has become an important issue in the field of cognitive science to analyze the effect
of the difference in representation of information on human cognitive process. For ex-
ample, Zhang [11] conducted an experiment to study the effect of the form of external
representation on problem solving process, and proposed the Representational Deter-
minism, in which perceivable structures are determined by the form of information
representation.

On the other hand, some studies in the field of creativity support show that the
representation of information affects articulation, and that articulation or concept for-
mation can be supported by adopting effective information representation methods
[5, 10].

This study investigated the effect of spatial arrangement as one form of informa-
tion representation. In the field creativity support, there also has been several studies
on information representation in the form of spatial arrangement, which indicate the
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effectiveness of spatial arrangement [1, 4, 9].
Based on previous studies, we hypothesized that information representation in the

form of spatial arrangement is effective in promoting decision-making. To verify the hy-
pothesis, we conducted a comparison study under online shopping setting as a everyday
life situation which requires decision-making.

6 Conclusion

We have built an experimental online-shopping system called S-Conart and conducted
an experiment to compare two ways of representing information, that is, spatial ar-
rangement and listing representations. Especially, we have made a detailed analysis of
the cognitive process of users doing their shopping. This study can be the basis for
successful support of daily activities such as shopping by information media.

Our result showed that if spatial arrangement is used, "another item which happens
to catch the subject's attention" often triggers a shift to a different plan in all examinee
groups. It may be of significance that the effect of the spatial arrangement could be
recognized as a difference in transition pattern in the unit cognitive process in terras of
whether or not the determination at the conceptual level is undergone.

7 Looking ahead

The authors think that in the future we need to make more detailed analysis of what
characteristics of the spatial representation caused the user's mental world to be changed
in what way. And, making various devices to the listing representation as well as the
spatial representation is expected to cause the user's mental world to be effectively
changed. This point also needs to be examined. Enough analysis of how changing the
information representation can change human mental world has not yet been made.
Knowledge about this problem is being gradually accumulated from the studies by
various researchers including us.

The result from the experiment described in this paper may also suggest that the
relationship between listing and spatial arrangement styles of user interface is analogous
to that between expected and unexpected reactions observed in the protocol of actual
purchase behavior [7]. This analogy will be further more addressed in our future work.

The goal of our study is not to build the current S-Conart system but to use it
examine human mental process and continue to make improvements to the system
that reflect the result from the examination. We ourselves would like to explore the
interaction design desirable in terms of conceput formation through this iteration.
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Abstract. Knowledge discovery in time-series medical databases has
been receiving considerable attention since it provides a way of reveal-
ing hidden relationships between temporal course of examination and
onset time of diseases. This paper presents a novel approach to pat-
tern recognition in temporal sequences. The key techniques employed
here are multiscale structure matching and rough clustering. Multiscale
matching enables us cross-scale comparison of the sequences, namely, it
enable us to compare temporal patterns by partially changing observa-
tion scales. On the other hand, rough clustering enable us to construct
interpretable clusters of the sequences even if their similarities are given
as relative similarities. We combine these methods and attempt to clus-
ter the sequences according to multiscale similarity of patterns. First, we
apply multiscale stricture matching to all pairs of sequences and obtain
similarity for each of them. Next, we apply rough-sets based cluster-
ing technique to cluster the sequences based on the obtained similarity.
We applied this method to a time-series laboratory examination dataset
acquired from a hospital information system. The results show that se-
quences that have similar patterns are successfully gathered up as an
identical cluster.

1 Introduction

As twenty years passed since the hospital information system (HIS) started working
at large hospitals, time-series laboratory examination databases, which store results
of laboratory examinations (blood exam, biochemical exam etc. ) become available for
analysis. Laboratory examination data is collected by continuously tracking a patient's
record through the duration of one week to several years. Such time-series medical
databases have been attracting much interests because they contain important infor-
mation that can be used to reveal underlying relationships between temporal course of
examination and onset of diseases. Long-term laboratory examination databases may
also enable us to validate hypothesis about temporal course of chronic diseases that has
not been evaluated yet on large samples. However, despite their importance, time-series
medical databases have not widely been considered as the subject of analysis. This is
primarily due to inhomogeneity of the data. Basically, the data were collected without
considering further use in automated analysis. Therefore it involves the following prob-
lems. (1) Missing values: Examinations are not performed on every day when a patient
comes to the hospital. It depends on the needs for examination. (2) Irregular interval
of data acquisition: A patient consults a doctor in different interval of date depending
on his/her condition, hospital's vacancy, and so on. The intervals can vary from a few
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days to several months. (3) Noise: The data can be distorted due to contingent change
of patient's condition.

In this paper, we present a hybrid approach to the analysis of such inhomogeneous
time-series medical databases. The techniques employed here are multiscale structure
matching [1] and rough-sets based clustering technique [2]. The first one, multiscale
structure matching, is a method to effectively compare two objects from various scales
of view. We apply this method to the time-series data, and examine similarity of two
sequences in both long-term and short-term points of view. It has an advantage that
connectivity of segments is preserved in the matching results even when the partial
segments are obtained from different scales. The second technique, rough-sets based
clustering, classifies sequences based on their indiscernibility defined in the context of
rough set theory [3]. The method can produce interpretable clusters even under the
condition that similarity of objects is defined only as a relative similarity. Our method
attempts to cluster the time sequences according to their long- and short-term similarity
by combining the two techniques. First, we apply multiscale stricture matching to all
pairs of sequences and obtain similarity for each of them. Next, we apply rough-sets
based clustering technique to cluster the sequences based on the obtained similarity.
After then, features of the clustered patterns can be compared to the class of diagnosis
to understand relationships between them.

The remaining part of this paper is organized as follows. In Section 2 we introduce
the related work. In Section 3 we describe the procedure of our method including ex-
planation of each process such as pre-processing of data, multiscale structure matching
and rough sets-based clustering. Then we show some experimental results in Section 4
and finally conclude the technical results.

2 Related Work

Data mining in time-series data has received much interests in both theoretical and
applicational areas. A widely used approach in time-series data mining is to cluster
sequences based on the similarity of their primary coefficients. Agrawal et al. [4] utilize
discrete Fourier transformation (DFT) coefficients to evaluate similarity of sequences.
Chan et al. [5] obtain the similarity based on the frequency components derived by the
discrete wavelet transformation (DWT). Korn et al. [6] use singular value decomposition
(SVD) to reduce complexity of sequences and compare the sequences according to the
similarity of their eugenwaves. Another approach includes comparison of sequences
based on the similarity of forms of partial segments. Morinaka et al. [7] propose the
L-index, which performs piecewise comparison of linearly approximated subsequences.
Keogh et al. [8] propose a method called piecewise aggregate approximation (PAA),
which performs fast comparison of subsequences by approximating each subsequence
with simple box waves having constant length.

These methods can compare the sequences in various scales of view by choosing
proper set of frequency components, or by simply changing size of the window that is
used to translate a sequence into a set of simple waves or symbols. However, they are not
designed to perform cross-scale comparison. In cross-scale comparison, connectivity of
subsequences should be preserved across all levels of discrete scales. Such connectivity is
not guaranteed in the existing methods because they do not trace hierarchical structure
of partial segments. Therefore, similarity of subsequences obtained on different scales
can not be directly merged into the resultant sequences. In other words, one can not
capture similarity of sequences by partially changing scales of observation.
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Table 1:
PATID
0001
0001
0001
0001
0001
0001
0001
0001
0001
0001
0001
0001

An example of laboratory examination data.
Date

860419
860430
860502
860506
860507
860508
860512
860519
860526
860527
860528
860630

GOT

25
22

22
22
28
21
23

23

GPT

12
8

13
9
13
12
10

10

LDH

162
144

156
167
185
134
165

137

ALP

76
68

66
64
60
56
55

66

TF

7. 9
7

7. 6
8

7. 5
7. 2
7. 1

7. 6

ALB

4. 6
4. 2

4. 6
4. 8
4. 5
4. 4
4. 2

4. 4

UA

4. 7
5

4. 4
4. 5
4

3. 2

UN

18
18

15
14
13

12

On the other hand, clustering has a rich history and a lot of methods have been
proposed. They include, for example, k-means [9], EM algorithm [10], CLIQUE [11],
CURE [12] and BIRCH [13]. However, the similarity provided by multiscale matching
is relative and not guaranteed to satisfy triangular inequality. Therefore, the methods
based on the center, gravity or other types of topographic measures can not be applied
to this task. Although classical agglomerative hierarchical clustering [14] can treat such
relative similarity, in some case it has a problem that the clustering result depends on
the order of handling objects.

3 Methods

3. 1 Overview

The overall procedure is summarized as follows. First, we apply pre-processing to
all the input sequences and obtain the interpolated sequences resampled in a regular
interval. This procedure rearranges all data on the same time-scale and is required
to compare long- and short-term variance using their length of trajectory. Next, we
apply multiscale structure matching to all possible combinations of two sequences and
obtain their similarity as a matching score. We here restricted combinations of pairs to
which have the same attributes such as GOT-GOT, because our interest is not on the
cross-attributes relationships. After obtaining similarity of the sequences, we cluster
the sequences by using rough-set based clustering. Consequently, the similar sequences
are clustered into the same clusters and their features are visualized.

3. 2 Feature of Labo-Exam Data and Pre-Processing

Table 1 shows an example of the clinical laboratory examination database. Each line
in the data corresponds to each date of consultation. Typically, such database include
information about patient id, date of consultation (in the form of YYMMDD) and
examination results (GOT, GPT etc). In this example, interval of the consultation
dates irregularly varies from one day to one month. There are some days that no
examination was performed, as seen in 860506 and 860507. Types of examination could
also change depending on the needs.

In order to equally compare these data over different patients, we rearrange the
data to fit the regular interval. Because continuous dates can rarely be observed in the
actual data, and data themselves may contain missing values, the re-sampling process



272 5. Hirano and S. Tsumoto /A Hybrid Approach ofMultiscale Matching

10 20 30 40

Figure 1: Plot of the GOT data before/after interpolation.

essentially requires interpolation. There are a lot of interpolation/estimation techniques
such as mean of sequences, mean of adjacent values, linear interpolation, trend, auto-
regression, and so on [15]. Considering reasons that might cause the irregular acquisition
interval, we used combination of linear interpolation of adjacent values and trend. We
classified the reasons as follows:

(cl) Patient's condition is stable and no rapid examination is required: In this case,
the first examination is important because it could be performed after the doctor had
suspected some abnormality on the patient. Therefore we interpolate the missing value
before the first examination using linear trend of the available data and emphasize
changes in the early phase.

(c2) Examination is postponed because the date is close to the previous examination:
In this case, we interpolate the missing value between two adjacent examinations using
linear interpolation of two close examination results.

(c3) Examination is performed in large interval to follow patient's prognosis: In this
case, we consider the variance is small and interpolate the missing values on the late
phase by using linear trend of the data.

Figure 1 shows original and interpolated plots of the GOT data in Table 1. In this
example, the missing data between two adjacent available data were interpolated using
linear interpolation if the two available data were taken within two weeks. Otherwise,
data were interpolated using linear trend of the original data. Dates in the horizontal
axis correspond to relative dates from the first exam date, 860419. Dates 0-10, 11-37
and 33-end correspond to the above cases cl, c2 and c3, respectively.

The resampling interval can be chosen arbitrary to fit the nature of the diseases. For
example, one day may be good for acute diseases, whereas ̂ iie month may be enough
for chronic diseases.

3. 3 Multiscale Structure Matching

Multiscale structure matching, proposed by Mokhtarian [1], is a method to describe and
compare objects in various scales of view. Its matching criterion is similarity between
partial contours. It seeks the best pair of partial contours throughout all scales, not
only in the same scale. This enables matching of object not only from local similarity
but also from global similarity. The method required much computation time because
it should continuously change the scale, however, Ueda et al. [16] solved this problem
by introducing a segment-based matching method which enabled the use of discrete
scales. We use Ueda's method to perform matching of time sequences between patients.
We associate a convex/concave structure in the time-sequence as a convex/concave
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Stepl Step2

Figure 3: Rough clustering.

the sequences A and B at scales a^ and a^. According to the above definition,
large differences can be assigned when difference of rotation angle or relative length
is large. Continuous 2n — 1 segments can be integrated into one segment at higher
scale. Difference between the replaced segments and another segment can be defined
analogously, with additive replacement cost that suppresses excessive replacement.

The above similarity measure can absorb shift of time and difference of sampling
duration. However, we should suppress excessive back-shift of sequences in order to cor-
rectly distinguish the early-phase events from late-phase events. Therefore, we extend
the definition of similarity as follows.

D LB

where d and denote dates from first examinations, D(k)A and D denote durations
of examinations. By this extension, we simultaneously evaluate the following three
similarities: (l)dates of events (2) velocity of increase/decrease (3) duration of each
event.

The remaining procedure of multiscale structure matching is to find the best pair
of segments that minimizes the total difference. Figure 2 illustrates the process. For
example, in the upper part of Figure 2, five contiguous segments at the lowest scale of
Sequence A are integrated into one segment at the highest scale, and this segment is
well matched to one segment in Sequence B at the lowest scale. While, another pair of
segments is matched at the lowest scale. In this way, matching is performed throughout
all scales. The matching process can be fasten by implementing dynamic programming
scheme. For more details, see ref [16]. After matching process is completed, we calculate
the remaining difference and use it as a measure of similarity between sequences.

3. 4 Rough Clustering

Generally, if similarity of objects is represented only as a relative similarity, it is not an
easy task to construct interpretable clusters because some of important measures such as
inter- and intra-cluster variances are hard to be defined. The rough-set based clustering
method is a clustering method that clusters objects according to the indiscernibility of
objects. It represents denseness of objects according to the indiscernibility degree, and
produces interpretable clusters even for the objects mentioned above. Since similarity
of sequences obtained through multiscale structure matching is relative, we use this
clustering method to classify the sequences.

The clustering method lines its basis on the indiscernibility of objects, which forms
basic property of knowledge in rough sets. Let us first introduce some fundamental
definitions of rough sets related to our work. Let U be a universe of discourse
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Scale o Matched Pair

Figure 2: Multiscale matching.

structure of partial contour. Such a structure can be generated by increase/decrease
of examination values. Then we can compare the sequences from different terms of
observation.

Now let x(t) denote a time sequence where t denotes time of examination. The
sequence at scale a, X(t, a], can be represented as a convolution of x(t) and a Gauss
function with scale factor cr, g(t, a), as follows:

= x(t}®g(t, a]

/

+oo 1

*(«)—7f=
•oo (TV^TT

Figure 2 shows an example of sequences in various scales. It shows that the sequence
will be smoothed at higher scale and the number of inflection points is also reduced at
higher scale. Curvature of the sequence can be calculated as

X"

where X' and X" denotes the first- and second-order derivative of X(t, a], respectively.
The ra-th derivative of X(t, a], X(m^(t, cr), is derived as a convolution of x(t) and the
ra-th order derivative of g(t, a), <^m^(£, cr), as

The next step is to find inflection points according to change of the sign of the curva-
e and to construct segments. A segment is a partial contour whose ends correspond

^ be a set of N segments that represents the
ture .
to the adjacent inflection points. Let
sequence at scale

A< fc> =

Then, difference between segments a\ and b\, d(a\, bj ) is defined as follows:

+ •(*) '(*)JB

where Off and Of, denote rotation angles of tangent vectors along the contours, and denote length of the contours, L"A and LB denote total segment length of
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and X be a subset of U. An equivalence relation, R, classifies U into a set of subsets
U/R = {X], X'2,... Xm} in which following conditions are satisfied:

(l)Xl C U, Xi for any i,
(2)Xi r\Xj = <t> for any z, j,
(3)U i=1, 2,... nXi = £/.

Any subset X,;, called a category, represents an equivalence class of R. A category in
R containing an object x £ U is denoted by [X]R. For a family of equivalence relations
P C R, an indiscernibility relation over P is denoted by IND(P) and defined as follows

IND(P) = P| IND(R).
ReP

The clustering method consists of two steps: (l)assignment of initial equivalence
relations and (2)iterative refinement of initial equivalence relations. Figure 3 illustrates
each step. In the first step, we assign an initial equivalence relation to every object.
An initial equivalence relation classifies the objects into two sets: one is a set of objects
similar to the corresponding objects and another is a set of dissimilar objects. Let
U = {: ri, £2, • ••iXn} be the entire set of n objects. An initial equivalence relation Ri for
object Xi is defined as

Pi = {xj\s(xitxj)>Si}, VxjEU.

where Pi denotes a set of objects similar to x,. Namely, Pi is a set of objects whose
similarity to Xi, s, is larger than a threshold value Si. Here, s corresponds to the inverse
of the output of multiscale structure matching, and Si is determined automatically at
a place where s largely decreases. A set of indiscernible objects obtained using all sets
of equivalence relations corresponds to a cluster. In other words, a cluster corresponds
to a category Xt of U/IND(R).

In the second step, we refine the initial equivalence relations according to their global
relationships. First, we define an indiscernibility degree, 7, which represents how many
equivalence relations commonly regards two objects as indiscernible objects, as follows:

I \u\
j) = r-rr ]T 6k(Xi, X j ) ,

\U\ fc=l

if N/4 n (N^ n NftJ ̂  0
otherwise.

Objects with high indiscernibility degree can be interpreted as similar objects.
Therefore, they should be classified into the same cluster. Thus we modify an equiva-
lence relation if it has ability to discern objects with high 7 as follows:

This prevents generation of small clusters formed due to the too fine classification
knowledge. Th is a threshold value that determines indiscernibility of objects. There-
fore, we associate Th with roughness of knowledge and perform iterative refinement of
equivalence relations by constantly decreasing Th. Consequently, coarsely classified set
of sequences are obtained as U/IND(R').
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Figure 4: Test patterns.

Table 2: Similarity of the sequences

1
2

3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

1 2 3 4 5 6
1.00 0.70 0.68 0.78 0.00 0.63

1 00 0 61 0.73 0 00 0 68
1 00 0.75 0.45 0.51

1 00 0 00 0 60
1.00 0.23

1 00

7

0.48
0.22
0.68
0.52
0.62
000
1 00

8

0 71
0.46
0.47
0 47
0.49
000
0 49
1 00

9

0 72
0.68
0.71
0 75
0.33
0 59
0 54
0 53
1 00

10

0.61
0.67
0.70
0.71
0.53
000
0.80
0.47
000
1.00

11 12
0.73 0 66
0.72 0 73
0.69 0.73
0.64 0 79
0.44 0.45
0 58 0 39
0 57 0 73
0.57 0 56
0.68 0.00
0.59 0.83
1.00 0.76

1.00

13 14
0.64 0 72
0.72 0.68
0.71 0.81
0.75 0.82
0.50 0.44
0.61 0 65
0 73 0 59
0.51 0.49
000 000
0.76 0.75
0.54 0.68
0.81 0.78
1.00 0.75

1.00

15 16
0 50 0.00
0 54 0.00
0.68 0.00
0 47 0.00
0.56 0.01
0 00 0.00
0 76 000
0 54 0.00
000 0 00
0.81 0.00
0.00 0.00
0.67 0.00
0.00 0.00
0.00 0.00
1.00 0.00

1.00

17

0.53
0.68
0.62
060
000
0.47
0 00
0.00
0.82
0.47
0.74
0.70
0.64
0.66
0.43
0.00
1.00

18

000
000
0.00
000
0.26
000
0 44
0.00
000
on
0.00
0.00
0.00
0.00
0.20
0.00
0.00
1.00

19 20
0.74 0 45
0.77 0 41
0.72 0.55
0.75 0 48
0.53 0.30
0.47 0 48
0 62 0 39
0.66 0.51
000 000
0.59 0.37
0.76 0.00
0.63 0.40
0.67 0.35
0.71 0.00
0.55 0.39
0.43 0.19
0.00 0.00
0.39 0.03
1.00 0.00

1.00

4 Experimental Results

We applied the proposed method to time-series GPT sequences acquired on a running
hospital information system. For checking applicability of multiscale matching to time-
series data analysis, we randomly constructed a small subset containing 20 sequences.
Figure 4 shows all the preprocessed sequences. Each sequence originally has different
sampling intervals from one day to one year. From preliminary analysis we found
that the most frequently appeared interval was one week; this means that most of the
patients took examinations on a constant day of a week. According to this observation,
we determined resampling interval to seven days.

Table 2 shows normalized similarity of the sequences derived by multiscale matching.
Since consistency of self-similarity (s(A, B) = s(B, A)) holds, the lower-left half of the
matrix is omitted. We can observe that higher similarity was successfully assigned to
intuitively similar pairs of sequences.

Based on this similarity, the rough clustering produced nine clusters: U/IND(R.) =
{{1,2,9,11,17,19}, {4,3,8}, {7,14,15}, {10,12,13}, {5}, {6}, {16}, {18}, {20}}. A pa-
rameter Th for rough clustering was set to Th = 0.6. Refinement was performed up
to five times with constantly decreasing Th toward Th = 0.4. It can be seen that
similar sequences are clustered into the same cluster. Some sequences, for example
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Figure 5: Matching result of sequences #10 and #12.

were clustered into independent clusters due to remarkably small similarity to
other sequences. This is because multiscale matching could not find good pairs of
subsequences.

Figure 5 shows the result of multiscale matching on sequences #10 and #12. that
have high similarity. We changed a from 1.0 to 13.5, with intervals of 2.5. At the
bottom of the figure there are original two sequences at a = 1.0. The next five sequences
represent sequences at scales a = 3.5, 6.0, 8.5, 11.0, and 13.5, respectively. Each of
colored line corresponds to a segment. The matching result is shown at the top of the
figure. Here the lines with same color represent the matched segments, for example,
segment A matches segment A' and segment B matches segment B'. We can clearly
observe that increase/decrease patterns of sequences are successfully captured; large
increase (A and A'), small decrease with instant increase (B and B'), small increase (C
and C') and so on. Segments D — F and D' — F' have similar patterns and the feature
was also correctly captured. It can also be seen that the well-matched segments were
obtained in the sequences with large time difference.

5 Conclusions

In this paper, we have presented an analysis method of time-series clinical laboratory
examination databases using multiscale structure matching and a rough sets-based clus-
tering method. Since both of long-term and short-term change can be found in the
examination data, multiscale analysis for both terms are essential. Multiscale structure
matching is one of the methods that satisfy this requirement and able to effectively
compare objects throughout various scales. On the other hand, clustering techniques
that can deal with these 'relatively' compared sequences are also required. Rough sets-
based clustering technique, which lies its basis on the indiscernibility, is one of such
clustering techniques. The proposed method is a hybrid method of these techniques
and would be a powerful tool for analysis of time-series medical databases. It remain
as a future work to validate the method in the large databases.
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Abstract. Rule induction methods have been introduced to extract
simple patterns from datasets and have been found useful to apply to
real-world databases. However, the power of rule induction method
as hypothesis synthesis and the method for quantitative evaluation of
extracted rules have not been discussed in the knowledge discovery and
data mining communities. In this paper, first, epidemiological approach
is introduced and the quality of evidence of rules is discussed. Then,
meta analysis which is frequently used for quantitative evaluation of
published medical papers, is introduced as the method of upgrading
the quality of rule evidence. Since a set of rule corresponds to the
contingency table, meta analysis can be applied to integration of the
statistics for rules. We illustrate rule induction using tables obtained by
leave one out method.

1 Introduction

Rule induction method, which are originally developed for machine learning, has been
applied to data mining since 1980's[3, 6, 8, 9]. While these methods has been reported
to discover interesting knowledge in real-world databases, its power for hypothesis gen-
eration and the way how to quantatively evaluate and integrate the rules obtained from
heterogeneous datasets collected in different institutes have not been discussed in data
mining community. Rules represent part of knowledge in a contingency table. For ex-
ample, the following rule gives several information about a contingency table shown in
Table 1 if the number of examples which satisfies [b=0] is equal to 6.

[a = 0] —> [b = 0], accuracy : 0.5, coverage : 0.5, N = 10

Since four rules can be extracted from one two-way contingency tables, it is easy
to see that a set of rule with the same attributes corresponds to a contingency table.
Thus, using several statistics obtained from a given contingency table, we can evaluate
the power of the set of rules in a statistical way. This methodology can also apply to
evaluation of rule obtained by resampling method[l].

Table 1: Example of Contingency Table

b=0 b=l
3 3 6

a=l 3 1 4
6 4 10
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In this paper, we introduce meta analsis[4], which is well known for systematic re-
view methods in EBM (Evidence-based medicine) and discuss the way how to evaluate
a set of rules obtained from different datasets quantitatively. Although meta analysis
was originally introduced in psychology to evaluate different conclusions from differ-
ent papers with statistical tests, it became popular in EBM to integrate and evaluate
statistical evidence of the results reported in medical journals[5].

The paper is organised as follows. Section 2 discusses the characteristics of data
mining from the viewpoints of data collection and EBM. Data mining is a kind of
retrospective study and the type of the evidence of acquired knowledge corresponds
to IIIb,c. If meta analysis is applied, then the evidence can be strengthened to IIIa.
Section 3 presents the methodologies of meta analysis and Section 4 shows how to apply
meta analysis to qualitative evaluation of rule sets. Finally, Section 5 concludes this
paper.

2 Data Mining from the viewpoint of Data Collection

2.1 From Epidemiology

The author argues that data mining method should be used as a method for hypothesis
generation in data mining contests, such as discovery challenge[10, 11]. One of the
reason is that data mining method mainly deals with observational datasets, which
can be viewed as a retrospective study in epidemiology. Studies on Epidemiology and
public health have shown that data collection determines the characteristics of analysis
of collected data and the quality of evidence obtained from data.

Most of data used in data mining, including medical datasets extracted from hos-
pital information systems, are collected without any hypothesis. Although it has been
discussed that data mining is used to extract information from a huge amount of data
collected almost automatically (also called observational data), the quality of knowl-
edge from observational data is limited, compared the data collected with a hypothesis,
which has been discussed in the epidemiology literature. Epidemiology classifies data
analysis into the following two types. The one is called a prospective study in which
data are collected with a given hypothesis in a experimental way. The other one is
called a retrospective study in which data are collected without any firm hypothesis.

Prospective study is also called a cohort study in which a record is classified into
several groups (usually, binary classified, such as factor(+) or (-)) just when the obser-
vation (data collection) of this record starts. Then, data required for the analysis of
hypothesis, such as occurrence of a disease, are collected/observed. In this study, after
the existence of factors in a given hypothesis is fixed, the existence of response will be
observed. Thus, the reason why this type of study is called prospective is that the flow
of data/information collection follows the causality from a condition to a conclusion.

On the other hand, retrospective study is called case-control study in which a record
with response(a disease) is classified as a case (positive example) and one without
response is classified as a control (negative example). After classification, examples in
case and control groups are compared with respect to the existence of factors. Since th
flow of data/information is the reverse of the causality from a conclusion to a condition,
this type of study is called retrospective.

Table 2 shows the advantages and disadvantages of these two studies. Since most of
the datasets used in data mining belongs to retrospective study, the analysis of these
data have problems with noise (variance) and bias. If we want to obtain the results
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with high reliability and evidence, a prospective study is much better. However, the
cost of a prospective study is much higher than that of a retrospective study because
the former study includes a follow-up study, sometimes a record has to be followed for
several years. Therefore, one of the best way for application of data mining to scientific
area is to extract a hypothesis from observational data as a retrospective analysis and
collect data based on the hypothesis obtained.

In order to generate a good hypothesis, we should validate and interpret patterns
extracted from data using domain specific knowledge. That is, postprocessing of patters
and interpretation by domain experts are indispensable to find a good hypothesis.

Table 2: Comparison between Prospective and Retrospective Study

Alias
Flow of Data Collection
Estimation of
Statistical Indices
Analysis of
Rare Factors
Multiplicity of Analysis

Effect of Noise
Calculation of Relative Risk

Cost
Analysis of Rare Response
Follow-up Period
Follow-Up (Censored case)

Prospective Study
Cohort Study

Factor — > Response
Good

Possible

One Factor
to Multiple Responses

Small
Difficult

for a High-Prevalence Response
High

Difficult
Long

Observed

Retrospective Study
Case-Control Study
Response Factor

Difficult

Difficult
for Rare Factors
One Response

to Multiple Factors
Large

Possible

Low
Possible

Short
No

2.2 EBM

Coupling of the above epidemiological approach and clinical medicine is evidence-based
medicine (EBM). According to David L. Sacket, who is one of the core members of
EBM, EBM is defined as "the conscientious, explicit and judicious use of current best
evidence in making decisions about the care of individual patients." Although EBM is
called clinical epidemiology for a long time, the name EBM has become popular since
the method for acquisition of statistical evidence has been established. Evidence in
EBM mainly means evidence derived by scientific data analysis, mainly by statistical
technique.

One of the most important points in EBM is to acquire the best scientific evidence.
Although the best way is that each clinician can collect and analyse data by using sta-
tistical technique, it is very difficult to collect and analyse data in the way recommended
in EBM. Thus, in general, clinicians collect all the papers in medical journals, check
the validities of these papers with respect to statistical evidence, and extract statistical
evidence from the papers.

Figure 1 shows the procedure of EBM. EBM processes will be executed as follows.
First, the problem will be fixed. Then, clinicians will look for all the papers in the
medical literature by using information retrieval system, such as MEDLINE. If they
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cannot collect papers, clinicians have to collect data and proceed into decision analysis
or cost-effective analysis from the collected data. If they can collect papers, clinicians
have to check the quality of evidence. When the conclusions of the papers are different,
clinicians should apply meta-analysis to integrate all the results. If the conclusions are
stable, clinicians will check the applicability of evidence to the problem.

Publications on Problems ?

Evaluation of Evidence
Homogenous Conclusion?

\ no

Apply Evidence
To Cases

Meta
Analysis

Data Acquisition

\
Decision Analysis

Cost-Effect Analysis

Figure 1: EBM Process

EBM focuses on the data collection method and statistical analysis used in each
paper when it evaluates the quality of evidence. Especially, the data collection de-
termines whether the results obtained in the paper can be generalised or not. The
method for data collection is called "experimental design" and the assignment of rank
on generalisation is called "validation power". Experimental designs are: randomised
comparison test, cohort study, case-control study, transversal study and case studies,
sorted in descending order with respect to the validation power.

Randomised comparison test, the most powerful experimental design, is a prospec-
tive study in which classifies each record applicable to the experiment into case and
control randomly. This test performs very well with respect to statistical comparison
between case and control groups. Furthermore, the sampling theory gives the number
of samples needed for a statistical test with a given significant level a and power of test
(3. For example, when a and B are set to 0.01 and 0.95, respectively, if the frequencies of
two groups are 0.4 and 0.45, then 3486 samples are needed for randomised comparison
test. If the frequencies are 0.3 and 0.7, then only 52 samples are needed.

Table 3 shows the classification of the quality of evidence.
As shown in this table, the outcome of data mining is classified into IIIb since data

mining is a kind of retrospective study.
Meta analysis integrates the results obtained by several papers on the same experi-

mental design with a fixed validation of power and generalises the results as a statistical
evidence. Thus, when meta analysis is applied to the outcomes of data mining, the type
of evidence is upgraded from IIIb to IIIa.
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Table 3: Type of the Quality of Evidence

Ia

Ib

Ic

IIa

IIb

IIc

IIIb:
IV
V

Meta analysis of randomised comparison test
At least one randomised comparison test
No negative examples (therapy/prognosis: death) in randomised comparison test
Meta analysis of at least one well-designed non-randomised comparison test
At least one well-designed non-randomised comparison test
At least one well-designed semi-experimental study
Meta Analysis of well-designed non-experimental descriptive studies,
such as case-control or transversal studies
Well-designed non-experimental descriptive studies.
such as case-control or transversal studies
Case studies / Not-well designed cohort and case-control studies
Report or proposal from experts' committee or Clinical test by authorities

3 Meta Analysis

Meta analysis is a type of systematic review in which all the results of statistical tests
in the papers on a given problem are integrated and generalised by using statistical
technique. Systematic review is different from general reviews with respect to the
following points:

1. Focus on a fixed hypothesis, while general surveys focus on several topics

2. Detailed description on the way how papers are retrieved from what kind of
databases

3. Clear criteria on the selection of papers

4. Evaluation of papers with critiques

5. Summarise the results in the papers in a quantative way.

6. Interpretation and evaluation are based on statistical evidence.

The important point of systematic review is to fix a hypothesis, which is needed for
quantative comparison. From the fixed hypothesis, all the results can be compared with
respect to data collection and statistical tests used in each paper. Meta analysis plays
an important role in the last two process: quantative summarisation and evaluation of
the results. Figure 2 shows the process of systematic review.

The most import process in meta analysis is a test for homogeneity. This test is
mainly based on chi square test, but test statistics are different for each meta analysis
method. Thus, first, we will discuss the main three method of meta analysis in the next
subsequent sections, in which the discussions on the corresponding test of homogeneity
will be included.

3.1 Mantel-Haenszel Method

Mantel-Haenszel proposes a statistical test of contingency table in which data are col-
lected with stratification[2], called Mantel-Haenzal method. This method can be applied
to a ratio statistic, including odd ratio.

Let us illustrate this method with a contingency table Ti given in Table 4.
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1. Search exhaustively for papers on a fixed problem (Retrieval)
2. Select papers for analysis from all the retrieved papers (Selection)
3. Summarise each paper
4. Meta Analysis

a. Test of Homogeneity
b. If homogeneous: apply fixed effect model:

Mantel-Haenzel, Peto or general variance-based
(odds ratio, relative risk, difference)

c. Else: random effect model:
Random effect model: DerSimonian-Laird
(ratio, difference)

5. Search for the reason on inhomogeneity

Figure 2: Systematic Review Process

Table 4: Example of Contigency Table (Ti)

R1 = 0 R1 = 1

R2 = 1
bi gi
di hi

The odds ratio in Table Ti is defined as:

Since the variance of ORi is given as:

bi x Ci'

the weight wi for each table Ti is obtained as:

1 bi x

Therefore, the odd ratio integrated from Ti(i = 1,2, • • •, n) is equal to:

and 95% confidence interval is:

Concerning to calculation of var(ORmh), reader may refer to [5].
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In the same way, integrated chi-square test statistic can be calculated. In Table Ti,
the chi-square test statistic is:

Since this statistics can be reformulated as:

chi-square test statistics based on Mantel-Haenszal is given as:

2

where the formula of unbiased variance estimator is applied. The test of homogeneity
with respect to the relative odds OR is defined as:

which follows chi-square distribution with the freedom of n — 1.

3.2 Peto Method

Peto method is an extension of Mantel-Haenszel method, where the estimator is repre-
sented as a logarithmic function.

The odds ratio is defined as:

where Oi denotes each observed frequencies and Ei and vari are given as:

The test statistic of homogeneity with respect to relative odds OR is:
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3.3 General Variance based Method

While Mantel-Haenszel and Peto method are applied to integration of ratio statistic,
general variance based method is applied to calculating summarised estimators for
differences.

Let RDi denote the difference between the ratio in the table Ti. The summarised
estimator RDS is defined as:

where Wi and vari are given as:

The 95% confidence interval for OR is obtained as:

where vars is defined as:

When the ratio of statistics is that of risk, general variance based method will be
applied after logarithm transformation. For example, the integrated estimator RRs for
RRi(i = 1, • • • , n) is given as:

where vari = 1/W i is defined as:

ei x fi x gi

Then, the 95% confidence interval is:

and test of homogeneity is given as:

which follows chi-square distribution.

3.4 DerSimonian-Laird Method

DerSimonian-Laird method is based on random-effect model. The summarised estima-
tor for odds ratio is given as:
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where is:

D is given as:
— (S —

where S is the number of papers and Q is:

One of the problems with meta analysis is that it cannot be applied to evaluation
of test statistics in binary classification or two-way contingency table.

In the case of contingency table (m x n (m > 3 or n > 3)), the definition of a
summarised statistic will become complicated.

4 Rule Induction and Meta Analysis

As shown in Section 3, meta analysis methods integrate the statistics of two-way tables,
which suggests that statistics of rules for binary classification, such as odds ratio and
risk ratio can be integrated into a summarised test statistic.

For example, let us consider the case in Table 4. This contigency table gives a
rule set: { [R1 = 0] [R2 = 0], [R1 = 0] [R2 = 1], [R1 = 1] [R2 = 0],
[R1 = 1] [R2 = 1] } and the odd ratio (OR] and relative risk (RR) for this rule set
are given as:

Thus, summarised odds ratio for OR is obtained by using Manzel-Haenszel method
and the estimator for RR is obtained by general-based variance method.

Since meta analysis can be regarded as method for comparison or integration of
several contingency tables, this method can be applied into the following problems: (1)
integration of rule sets obtained from the datasets collected at different institutes and
(2) evaluation of rule sets obtained by cross-validation and bootstrap method.

In this paper, we focus on the latter case, especially on the integration of rule sets
obtained by leave-one out method, using an illustrative example shown in Table 5.

Table 5: Example of Dataset

No. age location nature prodrome nausea Ml class
1
2
3
4
5
6

50-59
40-49
40-49
40-49
40-49
50-59

occular
whole
lateral
whole
whole
whole

persistent
persistent
throbbing
throbbing
radiating
persistent

no
no
no
yes
no
no

no
no
yes
yes
no
yes

yes
yes
no
no
yes
yes

m.c.h.
m.c.h.
migra
migra
m.c.h.
psycho

DEFINITIONS. Ml: tenderness of Ml, m.c.h.: muscle contraction
headache, migra: migraine, psycho: psychological pain



288 S. Tsumoto / Meta Analysis for Data Mining

From this table, a rule [nausea = yes] migra will be obtained and the corre-
sponding table will be given as Table 6.

The relative risk ratio is:

Note that odds ratio cannot be defined for Mantel-Haenszel method in this case since
zeros are included.

Table 6: Contingency Table for nausea and migra

nausea
yes no

migraine = yes 2 0 2
migraine = no 1 3 4

3 3 6

In the case of leave-one out method, we can make six different contingency tables
since we have six examples in the table. For example, the contingency table where the
sixth example is eliminated is given as Table 7. Note that the relative risk cannot be
defined in Table 7.

Table 7: Contigency Table with the Elimination of Sixth Examples

nausea
yes no

migraine = yes 2 0 2
migraine = no 0 33

From the contingency tables obtained from Table 5, a relative risk and its variance
for each table are summarised into Table 8. From this table, RRS is defined as:

0.8 ln3 + 0.8 ln3 + 0.3 ln4 + 0.3 ln4
0.8 + 0.8 + 0.3 + 0.3

1.6 ln 3 + 0.6 ln 4

= 0.958,

by using the general variance based method. Since vars is obtained as 1/2.2 = 0.455,
its 95% confidence interval is obtained as:
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Table 8: Relative Risk and Variance obtained by using Leave-one out method

Relative Risk
Variance
Weight

3
5/4
0.8

3
5/4
0.8

4
10/3
0.3

4
10/3
0.3

3
5/4
0.8

5/4
0.8

Table 9: Expected values and variances for Peto Method

1 2 3 4 5 6
Expected Value

Variance
Weight

1.2
0.36
0.8

1.2
0.36
0.8

1.2
0.72
0.3

1.2
0.72
0.3

1.2
0.36
0.8

1.2
0.54
0.8

On the other hand, Table 9 gives the odds ratio obtained by Peto method, where
the expected value Ei and its corresponding variance vari are summarised.

From Table 9, the relative odds ratio is calculated as:

and 95% confindence interval is:

In this case, Q-statistics of Peto method is calculated as:

whose p-value is 0.03. Since both confidence intervals derived by Peto method and gen-
eral variance based method are large, we can conclude that the reliability of knowledge
acquired from this table is not so high. Moreover, p-value shows that this datasets are
not so homogeneous if the threshold a is set to 0.05.

5 Conclusion

This paper consists of the two parts. The first part introduces epidemiological approach
which argues that data collection and data analysis determines the quality of analysis.
Especially, prospective study, hypothesis-based data collection gives better results for
generalisation than retrospective studies where data comes first. Then, the discussions
from EBM show the quality of evidence on results obtained by data mining methods.
The type of evidence is IIIb from the viewpoint of EBM and meta analysis can be
upgraded into

The second part shows meta analysis and discusses that this method can be applied
to rule induction methods since a rule set corresponds to a contingency table. We
illustrate meta analysis with integration of rules from the tables obtained by leave-one
out method.
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